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Abstract. Dynamical systems have a wide range of applications in mechanics, electrical engineering, chem-
istry, and so on. In this work, we propose the adaptive spectral Koopman (ASK) method to solve
nonlinear autonomous dynamical systems. This novel numerical method leverages the spectral-
collocation (i.e., pseudospectral) method and properties of the Koopman operator to obtain the
solution of a dynamical system. Specifically, this solution is represented as a linear combination of
the multiplication of the Koopman operator’s eigenfunctions and eigenvalues, and these eigenpairs
are approximated by the spectral method. Unlike conventional time evolution algorithms such as
Euler’s scheme and the Runge-Kutta scheme, ASK is mesh free and hence is more flexible when
evaluating the solution. Numerical experiments demonstrate high accuracy of ASK for solving one-,
two-, and three-dimensional dynamical systems.
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1. Introduction. The Koopman operator, introduced in 1931 by B. O. Koopman [12],
is an infinite-dimensional linear operator that describes the evolution of a set of observables
rather than the system state itself. The Koopman operator approach to nonlinear dynamical
systems has attracted considerable attention recently, as it provides a rigorous method for
globally linearizing the system dynamics. Specifically, because it is a linear operator, one
can define its eigenvalues, eigenfunctions, and modes and use them to represent dynamically
interpretable low-dimensional embeddings of high-dimensional state spaces, which helps to
understand the behavior of the underlying system and construct solutions through linear
superposition [4]. In this procedure, the system dynamics is typically decomposed into linearly
independent Koopman modes even if the system is nonlinear. In particular, as pointed out in
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[20, 13, 21], if the dynamics is ergodic but nonchaotic, the spectrum of the Koopman operator
in properly defined spaces does not contain continuous spectra, and the observables of the
system can be represented as a linear combination of eigenfunctions associated with discrete
eigenvalues of the Koopman operator.

The Koopman operator provides powerful analytic tools to understand behaviors of dy-
namical systems. For example, dynamical evolution of a finite-dimensional system described
by ODEs can be studied by conducting Koopman mode analysis. Such analysis starts with
a choice of a set of linearly independent observables, and the Koopman operator is then an-
alyzed through its action on the subspace spanned by the chosen observables [19]. Moreover,
it is also shown that the Koopman operator approach can be formally generalized to infinite-
dimensional dynamical systems described by PDEs, providing new perspectives on the analysis
and control of these nonlinear spatiotemporal dynamics [37, 22, 24, 21]. In addition, ergodic
quotients and eigenquotients allow the Koopman operator to be used for the extraction and
analysis of invariant and periodic structures in the state space [5]. Moreover, Mezié¢ provided
a Hilbert space setting for spectral analysis of disspative dynamical systems and proved that
the spectrum of the Koopman operator on these spaces is the closure of the product of the
“on-attractor” and “off-attractor” spectra [20].

On the computational side, most existing numerical schemes motivated by the Koopman
operator are categorized as data-driven methods, as they use spatiotemporal data to approx-
imate a few of the leading Koopman eigenvalues, eigenfunctions, and modes. In particular,
the emerging computational method dynamic mode decomposition (DMD) [26, 27, 32, 25, 15,
22, 1] as well as its variant, such as extended DMD (EDMD) [36], uses snapshots of a dy-
namical system to extract temporal features as well as correlated spatial activity via matrix
decomposition techniques. DMD and EDMD produce results for any appropriately formatted
set of data, but connecting these outputs to the Koopman operator requires additional knowl-
edge about the nature of the underlying system in that the system should be autonomous.
Later, a modified EDMD [35] was proposed to compensate for the effects of system actuation
when it is used to explore state space during the data collection, reestablishing the connec-
tion between EDMD and the Koopman operator in this more general class of data sets. A
review of many of the DMD variants for approximating the Koopman operator can be found
in Brunton et al. [4]. Moreover, theoretical results of identifying Koopman eigenfrequencies
and eigenfunctions from a discretely sampled time series generated by such a system with
unknown dynamics is provided in [7] for a Fourier function.

Our aim in this paper is to provide a numerical method based on the spectral-collocation
method (i.e., the pseudospectral method) to implement the Koopman operator approach to
solving nonlinear ODEs. Unlike the data-driven methods, this approach is on the other end
of the “spectrum” of numerical methods, as it is based on the classical spectral method [8,
31]. The main idea is to approximate eigenvalues, eigenfunctions, and modes of the Koop-
man operator based on its discretized form. Specifically, this method uses the differentiation
matrix in the spectral method to approximate the generator of the Koopman operator and
then conducts eigendecomposition numerically to obtain eigenvalues and eigenvectors that
approximate the Koopman operator’s eigenvalues and eigenfunctions, respectively. Here, each
element of an eigenvector is the approximation of the associated eigenfunction evaluated at
a collocation point. The modes are approximated by the computed eigenvalues, eigenvectors,
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and the initial state (or observable). This work focuses on autonomous systems, and it would
serve as a starting point for a new framework of numerical methods for dynamical systems.
The paper is organized as follows. Background topics are introduced in section 2. Then
the adaptive spectral Koopman (ASK) method is discussed in detail in section 3. We present
numerical results in section 4, and the discussion and conclusions follow in section 5.

2. Background.

2.1. Koopman operator. Borrowing notions from [14], we consider an autonomous system
described by the ODEs

dx
2.1 ——=f
(21) = f(x)
where the state = (x1,22,...,24) " belongs to a d-dimensional smooth manifold .# and the

dynamics f : .# — .# does not explicitly depend on time ¢t. Here, f is a possibly nonlinear
vector-valued smooth function of the same dimension as . In many studies, we are concerned
with the behavior of observables on the state space. To this end, we define an observable to be
a scalar function g:.# — R, where g is an element of some function space G (e.g., G = L?(.#)
as in [19]). The flow map F; : # — .# induced by the dynamical system (2.1) depicts the
evolution of the system as

tott
(2.2) e(to+0) =Fi(e(to)) =olto) + [ tas) ds.

to
Now we define the Koopman operator for continuous-time dynamical systems as follows [20].

Definition 2.1. Consider a family of operators {ICt}+>0 acting on the space of observables
so that

Kig(wo) = g(Fi(x0)),

where xy = x(ty). We call the family of operators K indexed by time t the Koopman operators
of the continuous-time system (2.1).

By definition, K; is a linear operator acting on the function space G for each fixed ¢.
Moreover, {K;} form a semigroup.

2.2. Infinitesimal generator. The Koopman spectral theory [19, 26] reveals properties
that enable the Koopman operator to convert nonlinear finite-dimensional dynamics into linear
infinite-dimensional dynamics. A key component in such spectral analysis is the infinitesimal
generator (or generator for brevity) of the Koopman operator. Specifically, the generator of
the Koopman operator K, denoted as K, is given by

T Kig—g
(2.3) Kg= %1_1)1(1J —
For any smooth function g, (2.3) implies that

dg(x) dx
2.4 _ _ 4z
(2:4) Kg(z)=—2—=Vy(z)  —
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Denoting ¢ an eigenfunction of L and A the eigenvalue associated with ¢, we have

(25) Ko(x) = g (x).
Thus,
(2.6) Ap(@) = () = L)

dt
This implies that ¢(z(tg +t)) = eMp(z(to)), i.e
(2.7) Kip(a(to)) = e p(@(t0))-

Therefore, ¢ is an eigenfunction of K; associated with eigenvalue A. Of note, following the
conventional notation, the eigenpair for K; is considered as (i, \) instead of (i, eMt).

Now suppose g exists in the function space spanned by all the eigenfunctions ¢; (associated
with eigenvalues \;) of K, i.e., g(x) = >, cjp;j(x). Then

23 Kilg((t)] = Ki |3 eres(a(ta))| = D ekl o))

Hence,

(2.9) x(to +1)) Zcm

Similarly, if we choose a vector-valued observable g : .# — R? with g := (g1(=), g2(x),...,
ga(x)) T, the system of observables becomes

/Cgl(m)
dg(x) ]CQQ x)
(2.10) d<t =Kg(x)= Z)\j% x)c;,
/ng( )
where ¢; € C? is called the jth Koopman mode with cj = (cjl-, 0]2., . ,c;.l)T. In general, there

is no universal guide for choosing observables, as this choice is problem dependent. A good
set of observables can lead to a system that is significantly easier to solve. An example from
[3, 18] is illustrated in Appendix A.

We finalize the introduction of the Koopman operator with the following simple example.
Consider the system g d—x = px with z,u € R and p # 0. Then one can easily verify that
on(x) = 2™ is an elgenfunctlon of the Koopman operator associated with this dynamical
system, and the corresponding eigenvalue is A, = nu with n € NT (a similar example is
presented in [6]). According to (2.9), by setting ¢g(z) = x and letting x(0) = xo, we have

oo o .
)= cipi(z0)eNt =) cjupett,
7j=1 7=1

Setting t = 0 gives xg = x(0) = Z; 1 c]xo, which indicates that ¢; =1 and ¢; =0 when j # 1.
Therefore, we obtain the solution of the ODE as z(t) = zget.
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3. ASK method. In this section, we introduce the ASK method, which is a numerical
method based on the Koopman operator and the spectral method to solve ODE systems.
Before describing details of this method, we introduce the notations used in this algorithm.
Let x(t) denote the solution of an ODE system with an initial condition x(ty) = xy. Assuming
that to = 0 in (2.2), we consider solutions in time interval [0,7] with 7" > 0. The letter n
denotes the number of “check points” (see details in subsection 3.4). The radius of the
neighborhood of x(t) is denoted by r, while v is a parameter that controls the update of the
neighborhood.

3.1. Finite-dimensional approximation. Based on the preliminaries introduced in sub-
section 2.2, we aim to identify the following truncated approximation of (2.9):
N

(3.1) g@(t) ~gn(@(t) = &l (@o)eM,

=0

where ¢! are polynomial approximations of ¢; and X and &; approximate \; and c;, re-
2 y ¥j J J J J

spectively. Next, because ((11—%’ = f(x), (2.4) and (2.6) indicate that for any eigenfunction ¢,

/CSOZf'V80=<f1 +f2 + -+ fa d)
0 0
=<ﬁ&m+ﬁ&a+w+ﬁ&m>w)

Thus,

0

(3.2) K= h——+ﬁ NI L e
Ld
Here, we consider the case with d < 3 and adopt the approaches in the spectral-collocation
method. Specifically, our algorithm uses Gauss—Lobatto points for the interpolation of ¢ and
approximates (partial) derivatives with differentiation matrices (see e.g., [11, 28, 10]) in (3.2).
Consequently, the first step is to discretize K.
(1) When d=1. Let {¢;}Y, be the Gauss-Lobatto points and the polynomial interpola-

tion of p(x) be

N
p(z)~ N (@) :=>_ N (&)Pilx)
=0

where the basis functions P; are Lagrange polynomials satisfying P;(&;) = d;; and d;;
is the Kronecker delta function. Namely, ¢V (x) is the projection of ¢(x) on the space
Span{Pj(x)}év:O Lettlng LPN = [@N(§0)7 @N(fl), s 790N(§N)]T7 we have

(3.3) Ko™ = diag(£(£0),£(&1),. .., £(én)) D™ := K"

where D is the differentiation matrix associated with {&}Y, and K is an
(N + 1) x (N + 1) matrix. Here, we abuse the notation to let K¢V =
[KoN (&), KN (&), ..., Ko™ (En)] T, and similar notations are used in the following
d=2,3 cases.
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(2) When d = 2. Let {&}Y,, and {nj}j-vzo be the Gauss—Lobatto points of 21 and z9,
respectively. Every eigenfunction ¢ is now a bivariate function whose polynomial
interpolation ¥ is

N N
(a1, wa) @ (w1, 22) = > > oM (&i,my) Pil1) Py(w2).
=0 j=0
Hence, we define a matrix ®" as
™ (€0 m0) @V (om) o @M (Eonv)
v PN Em) eV m) o V(&)
¢ = . . . .
oN(Enmo) eV (Enm) - N (En, )

Let Dy and D5 be the differentiation matrices for x1 and xo, respectively, and F; and
F5 be the matrices of f; and f> evaluated at (&;,7;). Also, we denote K&V the matrix
with elements (K®V);; = K®(&;,n;). Then K&V can be computed as

KV =F; & (D1@Y) + F; 0 (@"DJ ),

where ® denotes the Hadamard product. In the computation, we vectorize ® (along
columns) to obtain

Kvec(®Y) = vec(Fy) ® <(I ® Dl)vec(q)N)) +vec(F3) © ((D2 ® I)vec(@N))

= [diag(vec(Fl))(I ®D1) + diag(vec(F2))(D2 ® I)} (vec((I)N)>
= Kvec(®V),

where ® denotes the Kronecker product, I is the identity matrix, and K is an (N +
1)2 x (N +1)? matrix.

(3) When d = 3. Let {&}HY,, {n; j-V:O, and {(}4_, be the Gauss-Lobatto points of 1,
x2, and w3, respectively. The collocation points are then (&;,7;,(;). In this case, ¢ is
approximated as

N N N

(a1, 39, m3) ~ " (21,22, 43) 1= ZZZ@N(&,’%; k) Pi(21) Pj(22) Pr(23).

i=0 j=0 k=0

Hence, the values of ¢V at the collocation points can be represented by a tensor &
whose frontal slices are written as

SON(§077707C]€) 90N<£077717<k) ‘PN(§0777N7Ck)
V(. ) = ¢N(§17:7707<k) ¢N(§1,:7717Ck:) @N(fla:nN7Ck)
QON(£N77707C]€) SON(fNﬂ?laCk) SDN(SN)UNaCk)

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/18/24 to 137.110.206.216 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

THE ASK METHOD FOR DYNAMICAL SYSTEMS 1529

With the n-mode multiplication in tensor algebra, we arrive at a compact representa-
tion of the approximation,

K®Y =F, ® (‘I’N X1 Dl) +F, 0 <¢’N X2 Dz) +F30 ('1>N X3 D3>,

where X, denotes the mode-p tensor-matrix multiplication. Here, D1,D2,D3 are
the differentiation matrices, and F1, Fo, F3 denote the tensors resulting from f1, fo, f3
evaluated at (&;,n;, (k). Following the same idea of vectorization, we rewrite the tensor
representation as

nwdQNy:wan@(G@J®Ihﬁwd¢Nﬁ
+vec(Fa) © (10 Dy @ Huee(@™))
+vee(F5) © ((Ds © 1o Duee(®Y))
:[mwﬂwdFQXI®I®Dﬂ
+ diag(vec(F3))(I® Dy ® 1)
+ diag(vec(F3))(Ds @ I® I)} (vec('I’N ))
= Kvec(<I>N)7

where K is an (N +1)3 x (N + 1)3 matrix.
In all these cases, the discretized generator K can be represented as a matrix K. For
d =2 and d = 3, the total number of eigenfuncitons used in (3.1) is (N + 1)? and (N + 1)3,
respectively, instead of (N + 1). For brevity, gy is still used to denote the approximated
observable for different d. The derivation of higher-dimensional systems amounts to further
extensions of the three-dimensional case by the Kronecker product.

3.2. Eigendecomposition. Now the eigenvalue problem of the Koopman operator in (2.5)
is discretized as the eigenvalue problem of matrix K, i.e., Kv = 5\'0, where A € C and v is a
complex vector. The vector v is an approximation of K’s eigenfunction ¢ evaluated at the
collocation points, and X is the approximation of the associated eigenvalue of . The matrix
form of the eigenvalue problem is

(3.4) KV =VA,

where V consists of columns v; and the diagonal elements of A are S\j. By construction, for
d=1, (vj); = gpj.V(gi) ~ ¢;(&), and for d =2 or 3, v; = vec(q)?]), where @;-V approximates
the values of eigenfunction ¢; at the collocation points. Of note, the collocation points in
multidimensional cases are constructed by the tensor product of one-dimensional collocation
points, but we have not specified how to obtain such points, the details of which are given in
subsection 3.3. Also, we emphasize that these collocation points are related to x instead of
t. In other words, ASK discretizes ¢(x) in space instead of discretizing @(¢) in time, which is
different from conventional spectral methods for ODEs.
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3.3. Constructing the solution. Let us first consider d = 1. By the eigendecomposition,
one can access values of eigenfunctions at the Gauss—Lobatto points E := {&}Y,, where
o < & < -+ < &n. Therefore, p(xp) can be approximated when & < xy < £y. To avoid
polynomial interpolation, ASK uses an even number for N and sets {y/; = @o. Based on
this setting, we consider a neighborhood of xy with radius r, i.e., [xg — 7, ¢ + 7|, where r is
tunable. Gauss-Lobatto points are then generated such that o —r=¢§ <& <+ <&y =
xy<---<En=xg+ 7. Thus, gy is constructed as

(3.5) ZCJ@J xo)e ZC]SOJ fN/2 ZC] Uj N/2e At

where v; are elgenvectors of matrix K computed in subsection 3.1.
To approximate Koopman modes c;, we set t =0 in (3.5), which yields

Mz

g(xo) = gn (o)

§=0
which holds for different initial state xg, e.g.,
N
9(&) = gn(&) = Zéj@;v(fi), i=0,...,N,
§=0

where &; are the aforementioned Gauss-Lobatto points. Thus, we can obtain ¢; by solving
a linear system Ve = g(E), where V is defined in (3.4), g(8) = (9(¢%),...,9(&n)) T, and
c=(¢p,...,én)". As an example, if g(x) := x, then g(E) = (&,...,én) "

For d = 2, we consider the neighborhood of xg = (m(l), 22)T as [z} —r, zy+r] x[2E -, x%—}—r].
Similarly, for d = 3, the neighborhood is [z{ — r,z{ + 7] x [2d — r,2d + ] x [23 — r, 23 + 7],
where xo = (z§,22,23) 7. We then generate (N + 1) Gauss-Lobatto points in each direction
and use the tensor product rule to construct multidimensional collocation points. In practice,
one can use standard Gauss—Lobatto points in the spectral method, such as Legendre-Gauss—
Lobatto and Chebyshev—-Gauss—Lobatto points Now the set of all collocation points is B =
{(gzﬂ?g)} _o for d =2 and E = {(&,n;,)}N._, for d = 3. Of note, the isotropic setup is
applied here for demonstration purposes; i.e., We use a fixed r in each direction and admit the
same number of Gauss—Lobatto points in each dimension. However, this is not necessarily the
optimal choice, and one can use different r and different numbers of Gauss—Lobatto points in
different directions.

Next, since we vectorize matrix (or tensor) @ column by column (or slice by slice) as
shown in subsection 3.1, ¢;(xo) is again approximated by the “middle” element of vector
vec(@j-v), which leads to

cj (V) ((np1ye—1y2 €V, d=2,

(3.6) an(x(t)) = (Nil)s_l )
cj (v))[(ng1ye—1y2 €Y', d=3.
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Here, each element of the modes ¢; = (E},--- ,é?)T corresponds to a component of g, and

it is computed in the same manner as in the d = 1 case. For example, for d = 2, i.e.,
g9(z) = (g1(x), g2(x)) " (correspondingly, g () = (gn (@), g% (x)) ), we have gy (z(t)) =
Zj]:fl _151»vec(<I> )i(N+1)2—1]/2¢™". Consider matrix g1 (E), whose elements are (g1(E)); =
g1(&,m;). The modes ¢' = (&},...,é5)" are obtained by solving a linear system Vel =
vec(g1(E)). Similarly, we can Compute the modes for g% (x). In practice, our algorithm solves
the linear system VC = g(E), where C = (c!,c?) and g(E) = (vec(g1(E)),vec(g2(E))). The
modes for d =3 are computed in the same manner. In addition, a pseudocode is presented in
Appendix B to illustrate how the solution is constructed.

3.4. Adaptivity. Since we apply a finite-dimensional approximation of the Koopman op-
erator and exploit the Lagrange interpolation to approximate the eigenfunctions, the accuracy
of the solution may decay as time evolves, especially for highly nonlinear systems. To further
improve the accuracy, we propose an adaptive approach to update V, A, and ¢;. The main
idea is to identify the time to repeat the procedure described in subsections 3.1-3.3. To this
end, we set check points 0 < 7 < 79 < --- < T, < T to examine the “validity” of the neigh-
borhood of x(73,). Specifically, the component of @ (1) = (x1(7%), ..., 24(1x)) " is acceptable if
z;i(T,) € R;, where

(3.7) R, = [Li + v, U — ’)/TZ'].

Here, L; and U; are the lower and upper bounds, r; is the radius in the ith direction, and
~v € (0,1] is a tunable parameter. Recall that the isotropic setup is used in this work; thus,
r; = r. In the initial step, L; := 2}y — r; and U; := x, + r;, i.e., v = 1. In practice, one can
fix v =1 (or other real number in (0,1]) and tune r; only. Hereby, we keep both ~ and r; for
future extension to anisotropic design and more advanced adaptivity criterion.

If 2;(1;) € R; for all 4, then Ry X --- X Ry is a valid neighborhood of @ (7). Otherwise, we
update all L;,U; and reconstruct <p§-v, \j,&; to obtain x(t) (t > 73,) as follows:

1. Set L; in<7'k) —r;,U; = xz(Tk) + 7, 1<i<d.

2. Generate Gauss-Lobatto points and the differentiation matrix in each interval [LF, UF].

Repeat the procedure in subsection 3.1 to compute matrix K.

3. Repeat the eigendecomposition in subsection 3.2 to update V and A in (3.4).

4. Compute coefficient ¢; as in subsection 3 3 with the updated V.

5. Construct solution x(t) by replacing e** with e* (=) in (3.5) (or (3.6) for d =2,3).
Note that the modification of constructing the solution in step 5 is necessary because when
an update is performed, we need to set o =7, and &g = x(ty) = x(7%).

The parameter v decides how often we update the neighborhood and reconstruct the solu-
tion. By construction, a larger v demands updating the eigendecomposition more frequently.
The extreme case v = 1 enforces the update at every check point. In this work, we set
Te+1 — Tk = A7T. Notably, since the solution is discretized in space instead of in time as in
conventional ODE solvers, the check points are different from time grids 0 < t; < to < ---
in those solvers. If we set kK = 0, then no update is made, which indicates that the solu-
tion x(t) only relies on the eigendecomposition based on @ (see the example pseudocode in
Appendix B).
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3.5. Properties of the algorithm. In this work, =, f, g are real-valued functions. Now we
show that the solutions obtained by ASK are real numbers, although V, A, c; may contain
complex values. We start with reiterating a well-known conclusion.

Lemma 3.1. If a real matriz has complex eigenvalues, then they always occur in complex
conjugate pairs. Furthermore, a complexr conjugate pair of eigenvalues have a complex
conjugate pair of associated eigenvectors.

Proof. Suppose the matrix K € R™*" has an eigenpair v and X such that Kv = Av. Let

~ operator denote the complex conjugate. Taking the complex conjugate of both sides of the

equation, we have Ko = A\o. However, K = K since K has real entries. Thus, Ko = Av. The
claim follows. |

Our main theorem is presented next.

Theorem 3.2. ASK vyields real-valued solutions for dynamical systems with real-valued
x,f.g.

Proof. We only need to consider the d = 1 case since the solution for high-dimensional
cases are constructed in the same manner. Let v be a eigenvector. Then it is a column of
matrix V in (3.4). It is only necessary to consider the case where v is not a real-valued vector.
According to Lemma 3.1, © is also a column of V. Let u be a row of V™! such that w-v =1
and u - © = 0, where © is any column of V other than v. It is clear that w-v = 1 and
@-® = 0. Therefore, @ is also a row of V™!, Next, as shown in subsection 3.3, we compute
the modes ¢ as ¢ = V_!g(E). Let ¢, be the element of ¢ such that ¢,, = u - g(E). Then
u-g(B)=u-g(E)=¢, is also an element of c.

In the numerical solution, it suffices to consider ¢,,ve* + ¢,,7e, where v € C denotes the
middle element of the eigenvector v. For convenience, we dentoe v = A+ Bi,A=C+ Di, c,;, =
E+ Fi. Here, A,B,C,D,E,F € R. Then

E + Fi)(A+ Bi)elC+PD 4 (E — Fi)(A — Bi)el¢—D)t
P+ Qi)elCHDI 4 (P — Qi)elC—Dilt
PeCt 4 QeCti)ePt 1 (PeCt — QeCliyePt
PeCt 4+ QeCti)[cos(Dt) + sin(Dt)i]
+ (Pet — QeCi)[cos(Dt) — sin(Dt)i]
=2Pe% cos(Dt) + 2(QeCi) sin(Dt)i
=2Pe% cos(Dt) — 2Qe " sin(Dt) € R,

cmue ty Cm vet

=
=
=
=

among which P=AF — BF and Q = AF + BE. |

Remark 3.3. In practice, the imaginary part may be nonzero due to the round-off error. In
all numerical examples shown in this work, the magnitude of the imaginary part is extremely
small (if it is nonzero), and we only keep the real part of the solution.

3.6. Algorithm summary. As a ssummary, subsections 3.1-3.3 present a numerical scheme
that solves an autonomous ODE system using the eigendecomposition and a linear system
solver. Subsection 3.4 introduces a heuristic adaptivity criterion to repeat the aforementioned
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Algorithm 3.1 ASK method.

Require: n,T,N,xq,r,v

1: Set check points at 0= < <--- <7, <T.

2: Let L; =} — r;,U; = x{ + r;, and set neighborhood R; as R; = [L; + yr;, U; — yr;] for
i=1,2,...,d, where r; = 7.

3: Generate Gauss—Lobatto points and differentiation matrix D; in [L;,U;] for i =1,2,...,d.
Construct collocation points = for d > 1 using the tensor product rule. (For d=1, E is
the set of the Gauss—Lobatto points.)

4: Construct matrix K using the formulas in subsection 3.1.

5: Compute eigendecomposition KV = VA.

6: Solve linear system VC = g(E), where the Ith column of matrix g(=) consists of the ith
component of all collocation points (see subsection 3.3).

7: for k=1,2,3,...,n do

8:  Let v; be the middle element of the jth column of V. Construct solution at time 7 as

g(x(r,)) =>_,C(J, et =T-1) swhere C(4,:) is the jth row of C.

9: if (x(m)); ¢ R; for any i then

10: Reset L; = z;(1) — ri, U; = xi(1x) + 13 and R; = [Li + yri, Uy — yril.

11: Repeat steps 3 — 6.
12:  end if
13: end for

14: return g(x(T)) = Zj C(, :)Vje)\j(T—T")‘

procedure at appropriate time points to further enhance the accuracy. We conclude the
algorithm in Algorithm 3.1.

In the ASK scheme, the neighborhood for all components must be updated in the adaptiv-
ity step. This is because we set the current state of each component to be the midpoint of the
corresponding neighborhood to avoid computing interpolation. Also, following the standard
practice in the spectral method, we generate Gauss—Lobatto points &; and the associated dif-
ferentiation matrix D; on [—1, 1] first and then scale them to [L;, U;] as Ui;Li (&+1)+L; and
UQ]_DL to improve the computational efficiency. Moreover, it is worth emphasizing again that
the isotropic setup (i.e., using the same number of Gauss-Lobatto points in each direction
and fixing r; = r) is not necessarily the optimal choice and that the adaptivity in different
directions may improve the efficiency of the algorithm. This is beyond the scope of this work
and will be included in a future study.

Remark 3.4. The spectral method has been implemented to solve ODEs. The existing
methods expand solution x(¢) with orthogonal polynomials of ¢, which is again a discretization
in time. In this setting, when f is nonlinear, one needs to solve a nonlinear system. Taking
a one-dimensional problem, for example, the pseudospectral approach requires solving Dy =
f(y), where D is the differentiation matrix, y consists of the value of x(t) at collocation
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points (i.e., at different ¢), and f(y) is a vector of evaluating f at y. Therefore, the accuracy
and efficiency rely on the property of f as well as the performance of the nonlinear system
solver, selection of initial points, etc. In other words, even if a high-order polynomial is used
to approximate a smooth solution, the accuracy may be limited by the performance of the
nonlinear solver. On the other hand, ASK uses discretization in space, and the accuracy and
efficiency are influenced by the eigensolver and the linear solver. These solvers are more mature
and stable than nonlinear solvers in general and typically have a (much) better guarantee in
accuracy and efficiency.

4. Numerical results. In this section, we first present the performance of ASK on six non-
linear ODE systems, including d = 1,2,3 in subsection 4.1. In each example, we investigate
the influence of the number of Gauss—Lobatto points IV, the number of check points n, and the
radius r on the accuracy. The reference solution is generated by Verner’s ninth-order Runge—
Kutta (RK9) method [33] with sufficiently small time step if a closed-form solution is not
available. Next, in subsection 4.2, we compare the efficiency of ASK with conventional ODE
solvers, including the Euler forward method, the fourth-order Runge-Kutta (RK4) method,
the five-step Adams—Bashforth (AB5) method, and the four-step Adams-Moulton (AM4)
method since these are common methods used to solve ODEs. These comparisons include
error against number of function calls, where the function refers to f in the ODE. Also, we
compare the error against running time (i.e., wall time) for different methods when evalu-
ating f is costly. Finally, subsection 4.3 shows a preliminary study on reusing computed
eigenpairs and Koopman modes for solving new initial value problems. Here, we consider
an uncertainty quantification (UQ) problem with random initial condition for demonstra-
tion purposes. The mean and standard deviation of the solution are computed by ASK
and RK4 to compare the performance. Throughout the numerical examples, ASK employs
the Chebyshev—Gauss—Lobatto points. Additionally, we also tested Legendre—Gauss—Lobatto
points, but there was no significant difference. (All the MATLAB codes can be downloaded
at https://github.com/Navarro33/Adaptive-Spectral-Koopman-Method.)

4.1. Solving ODEs with ASK.

4.1.1. Cosine model. The cosine model is a synthetic model invented for our demonstra-
tion purposes. The governing ODE is written as
% = —0.5cos*(x).
We set 2(0) = 7 and T' = 20 in this example. Despite the nonlinearity, the system has a closed-
form solution z(t) = arctan(—0.5¢t +tan(zp)). We aim to compute the solution at 7'=20. The
three experiments used the following parameters:

(a) test of N: n=200,r = 5;

(b) test of n: N=9,7=g;

(c) test of r: n =200, N =09.
In all these tests, we set v = 0.2. Figure 1 summarizes these results in plots (a), (b), and
(c), respectively. The first test shows the exponential convergence of ASK with respect to N,
which is similar to the conclusions in conventional spectral methods. Test (b) shows that the
accuracy does not change monotonically as n varies given the parameter setting in this work.
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Figure 1. Cosine model: (a) testing number of Gauss—Lobatto points N; (b) testing number of check points
n; (c) testing radius r.

On the other hand, using no more than 100 check points is sufficient to obtain good accuracy.
The last test illustrates that the accuracy shows a “V shape” with respect to the radius; i.e.,
r cannot be too large or too small.

4.1.2. Lotka—Volterra model. The Lotka—Volterra equations model the interactive evo-
lution of the population of prey and predators [2]. Specifically, it is defined by

d
% = 1.1:(}1 — 0.4.%'1332,
d
% — 012129 — 0.425.

We set 2(0) = (10,5) " and T'= 20 in this example. The parameters used in the three different
tests are as follows:

(a) test of N: n=200,r =1.5;

(b) test of n: N=5,r=1.5;

(c) test of r: m =200, N =5.
In all the tests, ~ is set to 0.5. Note that for multidimensional systems in the test of radius,
all components share the same radius if it is not specififed otherwise. Figure 2 presents the
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Figure 2. Lotka—Volterra model: (a) testing number of Gauss—Lobatto points N (total number of collocation
points is (N41)?); (b) testing number of check points n; (c) testing radius . O, O denote x1,x2, respectively.

results of these tests. Similar to the cosine model, the error decreases exponentially with
respect to N. The accuracy is quite stable with respect to the number of check points in
this case. Furthermore, Figure 2¢ shows that the radius cannot be too small as in the first
example.

4.1.3. Simple pendulum. The simple pendulum is well studied in physics and mechanics.
The movement of the pendulum is described by a second-order ODE:
d26 g .
@ = — Z Slﬂ(e).
Here, 6 is the displacement angle, and L denotes the length of the pendulum. The parameter g
is the gravity acceleration. This second-order equation can be converted to a two-dimensional

first-order ODE system. To keep the notations consistent, we define z1 := 6 and x5 := %.
Also, we set L = ¢=9.8 in our numerical experiments. Correspondingly,

dxl

E = T2,

dzs )

o = S
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Figure 3. Simple pendulum: (a) testing number of Gauss—Lobatto points N (i.e., (N+1)? collocation points
in total); (b) testing number of check points n; (c) testing radius r. O, O denote x1,x2, respectively.

We set €(0) = (—%,%)" and T'=20. The parameters used in the three tests are as follows:
(a) test of N: n=200,r= (g, {5);
(b) test of n: N=7,r=(%,5);
(c) test of r: n=200,N =T1.
We set v = 0.2 in all these tests. The results are presented in Figure 3. Again, we observe
exponential convergence with respect to NV in Figure 3a. Figure 3b implies that more check
points can improve the accuracy, but the difference is not very large. Figure 3c indicates there

exists an “optimal” r as in the Lotka—Volterra example.

4.1.4. Limit cycle. The limit cycle is applied to model oscillatory systems in multiple
research fields [34]. Here, we follow the definition

dﬂ?l T
T = pr)
dZCQ X9
K =-prs
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Figure 4. Limit cycle: (a) testing number of Gauss—Lobatto points N (i.e., (N +1)? collocation points in
total); (b) testing number of check points n; (c) testing radius r. O, O denote x1,x2, respectively.

The closed-form solution is

x1(t) = [1 — <1 — /21(0)2 + ( )2> t} cos(t + arctan(z2(0)/z1(0))),
xo(t) = [1 — (1 — /1(0)2 + zo( )2) t} sin(t + arctan(z2(0)/x1(0))).

We set x(0) = (?, —?)T and T = 20 in this example. The parameters used in the experi-
ments are specified as follows:

(a) test of N: n=200,r= %;

(b) test of n: N="7,r= %;

(c) test of r: n=200,N =7.
We set v=0.2 in all these tests. The results shown in Figure 4 reveal similar patterns to the
results of the simple pendulum, except that a very small r can still lead to accurate results.

For this example, we also compared ASK with RK4 at various times within [0,7]. Given
the closed-form solution x¢(t), we computed the errors by |xask (t) — zc(t)| and |zRK4a(t) —
zc(t)|. Here, RK4 employed M = 200 equidistant time points on [0,7]. The purpose of this
comparison is to demonstrate that the meaning of the check points in ASK is different from
the time grids in RK4 (and other conventional ODE solvers). In this specific case, we set
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Figure 5. Errors of the limit cycle solution on [0,T]: O denotes ASK, and A denotes RK4.

Figure 6. Limit cycle solution trajectory: O denotes ASK, and — denotes the closed-form solutions.

n=DM. As for ASK, we used N =9,r = %,’y = 0.2, and the check points are set to be the
same as the time points in RK4. With this set of parameters, ASK constantly outperforms
RK4 significantly, as illustrated in Figure 5. For both components x; and xz2, the errors of
ASK remain almost constant at the level of 10719, In comparison, the error of RK4 exhibits a
periodic pattern, rising slowly from 1076 to 107°. Moreover, Figure 6 illustrates the evolution
of the limit cycle model along time. The path decided by the two components elevates spirally
as time evolves. If seen from above, the cross section is an exact circle.

4.1.5. Kraichnan—Orszag model. The Kraichnan—Orszag model comes from the problem
raised in [23]. This system is nonlinear and three-dimensional, defined by

d.%'l

— = X2

dt 243,
d.%'g

—— =TT

dt 143,
d.%'g
— = —2x129.
dt 142

We set 2(0) = (1,2,-3)" and T = 20. In the three experiments, we employed the following
parameters:
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Figure 7. Kraichnan—Orszag model: (a) testing number of Gauss—Lobatto points N (i.e., (N +1)* colloca-
tion points in total); (b) testing number of check points n; (c) testing radius r. O, O, A denote x1,z2,x3,
respectively.

(a) test of N: n=400,r =1,

(b) test of n: N =3,r=0.1;

(c) test of 1 n =400, N =3.
Also, in all the tests, we set v =0.15. The results are presented in Figure 7a. In particular,
different from previous examples, Figure 7b demonstrates that n significantly influences the
accuracy. This is because the Kraichnan—Orszag model exhibited strong oscillations, so it
requires more frequent updates of eigenpairs to guarantee high accuracy. Figure 7c indicates
that there is an “optimal” r as in the Lokta—Volterra example.

4.1.6. Lorenz attractor. The Lorenz attractor was first introduced by Lorenz [17]. It is a
highly chaotic system that models the turbulence in dynamic flows. The governing equations
are as follows:

d:L'1

E:]_O(I'Q—l’l),
%:ajl(?S—xg)—x%
dzs 4

T =T1T9 3.
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Figure 8. Loren attractor: (a) testing number of Gauss—Lobatto points N (i.e., (N +1)% collocation points
in total); (b) testing number of check points n; (c) testing radius r. O, O, A denote x1,x2,x3, respectively.

We set 2(0) = (5,5,5)" and T'= 10 in this example. Parameters used in the experiments are
listed here:

(a) test of N: n=>500,r =4;

(b) test of n: N=5,r=1;

(c) test of 1 n =500, N =5.

In all the tests, we set v = 0.5. The results are summarized in Figure 8. As the Loren
attractor exhibits chaotic behavior, it requires a greater number of check points. Meanwhile,
a relatively large radius favored the convergence of the algorithm. This is probably because
the eigenfunctions need to be approximated in a larger neighborhood of the solution to include
sufficient information of the dynamics.

Next we compare the accuracy of ASK and RK4 to demonstrate the difference between
the check points and time grids as in the limit cycle example (see subsection 4.1.4). In this
test, T'= 20, and RK4 uses M = 2000 time steps, i.e., step size At =0.01. Since the Lorenz
attractor does not have closed-form solutions, RK9 is used to compute the reference. To
guarantee accuracy, RK9 used step size At =0.001, i.e., M = 20000 time steps. On the other
hand, ASK was implemented with n = 2000, N =5,r =1, =0.75. For comparison purposes,
we set n = M again and use a small tolerance for the acceptable range. Figure 9 reveals
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Figure 9. Error of Lorenz attractor solutions on [0,T]: O denotes ASK, and A denotes RK4.

the accuracy of ASK in all three components. However, unlike the limit cycle case, the error
increases as time evolves. Although it rises to around 1073 at ¢t = 20, ASK still yields an
acceptable accuracy for such a chaotic system. In comparison, RK4’s error ascends to a level
that makes it impractical. To obtain an insight of how the Lorenz system evolves, we plot each
of its components in Figure 10. Up to time ¢ = 10, solutions given by ASK, RK4, and RK9
almost coincide. Nevertheless, RK4 deviates from the other two completely starting at t =11.
The evolution vibrates violently and does not possess periodicity, which imposes difficulty on
numerical solvers.

The chaos can also be observed in a three-dimensional graph depicting the trajectory, using
the numerical solutions given by ASK. As in Figure 11, the lemniscate shape demonstrates
the complexity of the system.

4.2. Computational complexity. By construction, the computational complexity of the
conventional explicit scheme solving ODEs is O(M), where M is the number of time steps. In
other words, it is M multiplied by a constant that represents the cost of evaluating function
f plus the cost of operations in each time step, which varies according to the accuracy of
the scheme. The computational complexity of ASK depends on the number of times that
eigenfunctions are constructed (and corresponding eigenvalues as well as Koopman modes are
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Figure 10. Lorenz attractor evolution: O and A denote ASK and RK4, respectively; —— denotes the

reference solutions given by RK9.

Figure 11. Lorenz attractor three-dimensional visualization.

computed). In this construction procedure, ASK needs to perform the eigendecomposition
and solve a linear system. For d =1, this is not costly because empirically we set 4 < N <10,
and the size of matrix in the eigendecomposition as well as the linear system is N x N. But
when d > 1, the complexity will increase exponentially with the dimension of the current
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Table 1
Error and running time of solving the simple pendulum problem with T = 20. Here, n =200, N =7,x0 =
(=5 %5),r=(%,15),7=0.2in ASK, and m =1000 (i.e., At =0.02) for other ODE solvers.

6

Algorithms T To Time (s)
ASK 2.5524e-08 1.3242e-08 0.0498
Euler 2.9415e-01 1.4698e-01 0.0008
RK4 9.3583e-09 1.3346e-08 0.0017
AB5 2.9335e-08 1.1873e-08 0.0019
AM4 1.6637e-09 6.4782e-10 0.5835

Table 2

Error and running time of the Kraichnan—Orszag model with T = 20. Here, n = 300, N = 5,z =
(1,2,-3),7=(0.2,0.2,0.2),7 =0.15 for ASK and m =3000 (i.e., At =1/150) for other ODE solvers.

Algorithms 1 To T3 Time (s)
ASK 3.0384e-08 2.3718e-08 8.4070e-08 2.1840
Euler 8.8547e-01 3.2547e-01 4.7061e + 00 0.0082
RK4 2.1203e-07 1.6047e-07 6.7413e-07 0.0113
AB5 8.3518e-06 6.6129e-06 2.5169e-05 0.0231
AM4 4.8154e-07 3.8129e-07 1.4022e-06 2.5995

setting because we use the tensor product rule to construct the collocation points, and the
matrix size is (N + 1)¢ x (N +1)%. Hence, ASK can be less efficient than conventional ODE
solvers for high-dimensional systems.

As an example, we present the accuracy and running time of different methods solving
the simple pendulum problem (see subsection 4.1.3) in Table 1. Here, the final time 7" = 20,
and we set n =200, N = 7,20 = (—7,%),” = (§,13),7 = 0.2 in ASK. For conventional ODE
solvers, we set the number of time steps as m = 1000. It is clear that explicit schemes RK4
and AB5 dramatically outperform ASK in terms of computational time at the same accuracy
level. The Euler forward scheme is fast but not accurate because it is a first-order scheme.
AM4 is an implicit scheme that requires solving nonlinear systems in each step. Hence, it is 10
times slower than ASK and is much slower than explicit schemes. But it has higher accuracy
in this case.

Similarly, the comparison of different methods for the Kraichnan—Orszag model is pre-
sented in Table 2, where T' = 20,n =300, N = 5,20 = (1,2,—3),r = (0.2,0.2,0.2),y = 0.15 for
ASK and number of time steps m = 3000 for other ODE solvers. In this test, ASK has the best
accuracy, but it is much slower than the explicit schemes. The gap between the computational
time is larger than that in the simple pendulum problem. Also, the computation time of ASK
is only slightly shorter than that of AM4. This is because the Kraichnan—Orszag problem is
three-dimensional, and, as expected, ASK becomes less efficient.

However, in the comparisons above, the cost of evaluating f in the dynamical system is
extremely low. In the next comparison, we consider an evaluation of f as a function call, and
compare the accuracy of ASK and the explicit solvers against number of function calls. The
cosine model (d =1), the simple pendulum (d =2), and the Kraichnan—Orszag model (d = 3)
exemplify the comparison. The results are provided in Figure 12. Here, the error in the simple
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Figure 12. Comparison of computational efficiency: error against number of function calls. O, 4+, A,
<, O denote ASK, Euler, RK4, RKO, AB5, respectively.

pendulum case was computed by

2 2
%, where e, ey are the errors in x1,x2, respectively.

Similarly, the error for the Kraichnan—Orszag model is 4/ M In this test, ASK starts
with a small N and keeps increasing it by 2 as in the convergence study in subsection 4.1.
For conventional ODE solvers, we start with a large time step and then keep reducing it by
half. Figure 12(a) indicates that ASK is superior to all conventional solvers even RK9 for the
cosine model (d = 1). For the simple pendulum (d = 2), RK9 is the most efficient method,
while ASK outperforms RK4 and AB5 when number of function calls is beyond 2000. For
the Kraichnan—Orszag model (d = 3), ASK is less efficient than high-order explicit schemes
and can only outperform the Euler forward method. These phenomena are consistent with
the discussion at the beginning of this subsection. Of note, we do not include conventional
implicit solvers in this comparison, as they are slower than the explicit solvers with the similar
accuracy level for the examples we consider in this work.

We note that the comparison of error against number of function calls still cannot fully
reflect the efficiency of the algorithms. It seems to be straightforward that the total com-
putational time of evaluating f is the time of evaluating f once multiplied by the number of
function calls. However, this is not necessarily true in modern computing tools. For exam-
ple, in MATLAB and Python, built-in vectorization or tensorization approaches are used to
accelerate the computing. In other words, evaluating f at different collocation points x can
be vectorized and achieved with one function call instead of using a for-loop to evaluate f at
each collocation point one by one. Even though the computational time for this vectorized
function call is longer than evaluating f at one collocation point, it can be much shorter than
using a for-loop. Consequently, ASK is more efficient than conventional ODE solvers when
evaluating f is costly. To demonstrate this advantage, we artificially slow down the evaluation
of f in the above three tests and compare the error against computational time in different
methods. Specifically, for the cosine model and the simple pendulum, we replace sine and
cosine functions with their corresponding Taylor expansions up to z'%% (i.e., 500 terms in
the expansion); for the Kraichnan—Orszag model, we evaluate f 1000 times in the code before
outputting its value. In this way, the computational time for evaluating f increases signifi-
cantly. We repeat the same tests as in the study of error against number of function calls.
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Figure 13. Comparison of computational efficiency: error against running time. Symbols O, +, A, <,
O denote ASK, Euler, RK4, RK9, AB5, respectively. The time of evaluating f is artificially increased the code.

The results of error against computational time are presented in Figure 13. It is observed
that ASK outperforms all explicit solvers (even RK9) in the selected error and time ranges.
The advantage of ASK over the conventional solvers becomes less significant as the dimension
increases, which is consistent with the discussion on the complexity. Comparing the results in
Figure 13 and the results in Tables 1 and 2, we can see the impact of the cost of evaluating f on
the efficiency of different approaches, as we are solving the same two- and three-dimensional
problems. These comparisons indicate that ASK can be more efficient than conventional ODE
solvers when evaluating f is costly because of the built-in parallel mechanism for evaluating f
at multiple x.

4.3. Reusing eigenpairs and Koopman modes. It is typically necessary to solve an ODE
with different initial values in studying the property of its dynamics numerically, such as
sensitivity analysis, perturbation analysis, UQ, etc. In this case, another advantage of ASK
in computation is that it can potentially reuse computed eigenpairs and Koopman modes to
facilitate solving the same ODE with different initial values, specifically, if (3.1) is obtained
via ASK based on initial value xg. Then, for another initial value x; lying in a sufficiently
small neighborhood of ¢ (e.g., an open ball centered at @), it is possible to directly write
down the solution as Z;V:o éjcpj-v (x1)eit. Here, the only additional computation is evaluating
<p§-v (x1) for each j, which is accomplished by Lagrange interpolation since we computed values
of oV at the collocation points via eigendecomposition. Specifically, the jth column of matrix
V consists of the values of <p§V at the collocation points (see subsection 3.2). The applicability
of this idea relies on the property of the dynamical system, and more comprehensive study is
needed to decide on the radius of the neighborhood for desired accuracy at time t.

Even though a systematic study is beyond the scope of this paper, we present an illustrative
example to show the potential of applying ASK to solve an ODE with different initial values
efficiently. Here, ASK solves a dynamical system with random initial values for UQ study.
Our goal is to compute the mean and the standard deviation of the solution at time 7T". The
cosine model is used here for demonstration, where the cosine function is replaced with its
Taylor expansion as in subsection 4.2. Here, Monte Carlo (MC) simulation is leveraged to
estimate the mean and standard deviation of the solution at T'=1, as MC is a state-of-the-art
sampling-based UQ method. The initial value is set as @ = 6, where 6 ~ U[0.75,1.25] is a
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Table 3
Relative errors of estimating mean and standard deviation with random initial values using 5000 Monte
Carlo simulations. The relative error is computed by dividing the absolute error by the reference.

Algorithms Error of mean Error of standard deviation Average time (s)
ASK 6.1403e-03 £+ 4.5974e-03 7.4006e-03 + 5.5312e-03 0.0031
RK4 6.1403e-03 £+ 4.5977e-03 7.4014e-03 + 5.5306e-03 1.0555
uniform random variable, and we generate 5000 samples of 6 denoted as (1), 9(2) .. §(5000)

ASK first solves a deterministic ODE with xy = 7 using parameters N = 8,7 = 0.2, after
which Lagrange interpolation is applied to evaluate <p§v (0 < j < N) at all the samples of
the initial values, i.e., %9(1) (0 <13 <5000), to directly construct the solutions. Then we use
the empirical mean and standard deviation of these 5000 solutions to estimate the mean and
standard deviation of the ODE. Particularly, RK4 serves as a prototypical example of explicit
solvers and sets At = 0.1 to solve 5000 initial value problems to obtain samples of the solution.
Subsequently, the empirical mean and standard deviation are computed for estimation. We
repeat these tests for 1000 sets of independent samples of § and present the results in Table 3.
It shows that the accuracy of ASK and RK4 is similar for this problem, but the time for solving
5000 initial value problems (i.e., the average time in the table) indicates that ASK is much
more efficient. Of note, the RK4 implemented here is a vectorized version solving all initial
value problems simultaneously, which is much faster than a for-loop of 5000 iterations. The
error of RK4 for solving each initial value problem is at the level of 107, which is sufficiently
small for estimating statistics in this case because the statistical error is at the level of 1073,
Also, for demonstration purposes, this example does not activate the adaptivity step in ASK,
so we only perform eigendecomposition and solve the linear system once. A more systematic
study and delicate algorithm design will be included in our future work.

5. Conclusion and discussion. The ASK method uses the spectral-collocation (i.e., pseu-
dospectral) method in the state space instead of in time to solve nonlinear autonomous dy-
namical systems. It discretizes the generator of the Koopman operator and employs the
eigendecomposition to obtain approximation of the eigenfunctions and eigenvalues to con-
struct solutions. Therefore, like the spectral method, ASK is an expansion-based method to
solve ODE systems in which the basis functions in the expansion are approximated eigen-
functions of the Koopman operator. In each numerical example presented in this work, ASK
exhibits exponential convergence as the conventional spectral method. Therefore, it is suitable
for the circumstances where high-accuracy solutions are desired and f is expensive to evaluate.
Different from existing ODE solvers that obtain solutions on mesh grids, ASK does not need a
time mesh and can evaluate the solution at any time. Hence, the resolution of the time mesh
which impacts the solutions of conventional ODE solvers like Runge-Kutta methods does not
influence ASK.

In the ASK algorithm, adaptively updating the eigenfunction approximation in the neigh-
borhood of the solution is necessary because it is challenging to obtain very accurate approx-
imation of the eigenfunctions, eigenvalues, and Koopman modes using the initial condition
only, especially for highly nonlinear systems. When no information (e.g., range of states,
regularity of the eigenfunctions) of the system is available a priori, the adaptivity criterion
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serves as a updating step based on “posterior error estimates.” Furthermore, tunable pa-
rameters r and «y affect the accuracy, as they are related to eigenfunction approximation and
the adaptivity criterion. Numerical analysis based on the spectrum theorem as well as the
spectral method is required to systematically understand the convergence and the impact of
all parameters on the performance of ASK, which will be included in our future work.

Regarding the computational complexity, as indicated in subsection 4.2, ASK is more ef-
ficient than conventional ODE solvers when it is costly to evaluate f. This advantage benefits
from the vectorization of evaluating function f in modern computing tools. Namely, ASK
has the potential to outperform conventional solvers when evaluating costly function f can be
parallelized. Nevertheless, ASK’s efficiency decreases (compared with conventional solvers like
Runge-Kutta), as the system dimension increases since the tensor product rule is applied to
construct high-dimensional collocation points. A possible way of improving the efficiency is to
leverage the sparse grid methods to construct collocation points, which has shown its success
in solving PDEs with the spectral method [29, 30]. Following this idea, we demonstrate that,
combined with the sparse grid method, ASK can solve linear and nonlinear PDEs accurately
and efficiently [16]. In this work, the sparse grid—based ASK manages to solve ODE systems
(semidiscrete PDESs) with dimension up to 100. It is shown to outperform RK4 in efficiency.
Also, applying an anisotropic setting, e.g., a different number of Gauss—Lobatto points, dif-
ferent radius, and different v in each direction, can potentially enhance the computational
efficiency. Moreover, we provide an illustrative example on reusing computed eigenpairs of
the Koopman operator to solve the same ODE with new initial values. The advantage of ASK
over conventional solvers demonstrates its potential in the numerical study of the systems
sensitivity, stability, uncertainty propagation, etc.

Furthermore, there are interesting relations between our work and the recent works on
constructing the Koopman operator’s eigenfunction in an appropriate space, such as [9,
7].  ASK approximates eigenfunctions with orthogonal polynomials, whereas the authors
use radial basis functions for the approximation in reproducing kernel Hilbert space in [7].
As an analogue, both spectral methods and radial basis methods are active topics in the
study of numerical PDEs. Also, in [9], the author uses orthogonal basis and the spectral
Galerkin approach in a data-driven setting to construct eigenfunctions. As a connection, the
pseudospectral method can be considered as a Galerkin projection with a special measure.
Both theoretical and numerical developments of the ASK method can benefit from these
related studies.

Finally, since ASK is based on the Koopman operator, the spectra structure of the operator
is critical in designing the algorithm, such as setting parameters. For instance, as pointed out
in [7], the signal will be spectrally similar to the signal generated by a noisy source in the
data-driven setting if there is a nonempty continuous spectrum. Hence, it will be difficult
to distinguish the true discrete spectral components. Also, the magnitude of the discrete
spectral components carried by the signal may rapidly decay with increasing frequency. For
ASK, similar problems may lead to inaccurate approximation to the solution with a linear
combination of eigenfunctions (because the continuous spectrum is associated with an integral
based on an appropriate measure) or numerical issues when N is large (because the magnitude
of eigenvalues may decay rapidly), which requires further investigation.
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Appendix A. An example of the observable.
As an example, we consider the following nonlinear dynamical system [3, 18]:

dzy _ .

dt — 1,

dZEQ

O = B(x2 —x%)

Here, o and B are the inherent parameters of the system. For such a system, appropriate
observables lead to a closed-form solution. In particular, let y := (:rl,xg,af%)T be a three-
dimensional observable. Then the system can be converted to the following linear system:

dy a 0 0
a =0 B8 —-Bly.
0 0 2«

For simplicity, assume that x;(0) = 22(0) = 1. Then we have the closed-form solution

1 o 0 0 eat
y= 0 eat + 6 — 1 eﬁt + 5_62a e?at _ ﬁ:?Qaa G’Bt + ﬁ—BQ()f e?at
0 0 1 eZat
Equivalently,
1 =eM, xo 20 e b e,

- 8 — 2a€ + 8 — 2«

Appendix B. An example of pseudocode. We demonstrate a pseudocode (in MATLAB)
of solving (é—f = cos?(z), which summarizes the steps presented in subsections 3.1-3.3. The
MATLAB code generating Chebyshev—Gauss—Lobatto points and the associated differentia-
tion matrix can be found in [31].

f = 0(x) cos(x).”2; % Function f

x0 = pi/4; % Initial condition

r=20.1; % Radius of the neighborhood (tunable)

N = 4; % Number of collocation points (N+1 in total)
T = 5; % Final time

% Generate collocation points and the differentiation matrix
% on [x0-r, x0+r]

[quad_pnt, diff_mat] = cheb(N, xO-r, x0+r);

% Compute eigenpairs of the Koopman operator

K = diag(f(quad_pnt))*diff_mat;

[eig_vec, eig_val]l = eig(K, ’vector’);

% Compute coefficients (Koopman modes)

coef = eig_vec\quad_pnt;

% Construct solutions at time T

sol = real(eig_vec(N/2+1,:).*coef’*exp(eig_valxT));

When the adaptive update in ASK is activated (see subsection 3.4), we only need to repeat
this pseudocode (as a subroutine) with an updated initial condition z and final time 7.
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