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the simulation by guiding a surrogate model to learn the input-
output map between parameters and future states, hence bypassing
numerical integration.

The deep surrogate model of INP is built upon Neural Process
(NP) [13], which lies between Gaussian process (GP) and neural net-
work (NN). NPs can approximate stochastic processes and therefore
are well-suitable for surrogate modeling of stochastic simulators.
They learn distributions over functions and can generate predic-
tion uncertainty for Bayesian active learning. Compared with GPs,
NPs are more flexible and scalable for high-dimensional data with
spatiotemporal dependencies. We design a novel Spatiotemporal
Neural Process model (STNP) by introducing a time-evolving latent
process for temporal dynamics and integrating spatial convolution
for spatial modeling.

Instead of learning passively, we design active learning algo-
rithms to interact with the simulator and update our model in
łreal-timež. We derive a new acquisition function, Latent Informa-
tion Gain (LIG), based on our unique model design. Our algorithm
selects the parameters with the highest LIG, queries the simulator
to generate new simulation data, and continuously updates our
model. We provide theoretical guarantees for the sample efficiency
of this procedure over random sampling. We also demonstrate the
efficacy of our method on large-scale spatiotemporal epidemic and
reaction diffusion models. In summary, our contributions include:

• Interactive Neural Process: a deep Bayesian active learning
framework for accelerating large-scale stochastic simulation.
• New surrogatemodel, Spatiotemporal Neural Process (STNP),
for high-dimensional spatiotemporal data that integrates
temporal latent process and spatial convolution.
• New acquisition function, Latent Information Gain (LIG),
based on the inferred temporal latent process to quantify
uncertainty with theoretical guarantees.
• Real-world application to speed up complex stochastic spa-
tiotemporal simulations including reaction-diffusion system,
heat flow, and age-structured epidemic dynamics.

2 RELATEDWORK

Bayesian Active Learning and Experimental Design. Bayesian
active learning, or experimental design is well-studied in statistics
and machine learning [4, 6]. Gaussian Processes (GPs) are popu-
lar for posterior estimation e.g. [17] and [56], but often struggle
in high-dimension. Deep neural networks provide scalable solu-
tions for active learning. Deep active learning has been applied to
discrete problems such as image classification [12] and sequence
labeling [46] whereas our task is continuous time series. Our prob-
lem can also be viewed as sequential experimental design where
we design simulation parameters to obtain the desired outcome
(imitating the simulator). Foster et al. [9] propose deep design net-
works for Bayesian experiment design but they require a explicit
likelihood model and conditional independence in experiments.
Kleinegesse and Gutmann [22] consider implicit models where
the likelihood function is intractable, but computing the Jacobian
through sampling path can be expensive and their experiments
are mostly limited to low (<=10) dimensional design. In contrast,
our design space is of much higher-dimension and we do not have
access to an explicit likelihood model for the simulator.

Neural Processes. Neural Processes (NP) [13] model distribu-
tions over functions and imbue neural networks with the ability
of GPs to estimate uncertainty. NP has many extensions such as
attentive NP [19] and functional NP [28]. However, NP implicitly
assumes permutation invariance in the latent variables and can be
limiting in modeling temporal dynamics. Singh et al. [47] proposes
sequential NP by incorporating a temporal transition model into NP.
Still, sequential NP assumes the latent variables are independent
conditioned on the hidden states. We propose STNP with tempo-
ral latent process and spatial convolution, which is well-suited for
modeling the spatiotemporal dynamics of infectious disease. We
apply our model to real-world large-scale Bayesian active learning.
Note that even though Garnelo et al. [13] has demonstrated NP for
Bayesian optimization, it is only for toy 1-D functions.

Stochastic Simulation and Dynamics Modeling. Stochastic
simulations are fundamental to many scientific fields [42] such as
epidemic modeling. Data-driven models of infectious diseases are
increasingly used to forecast the evolution of an ongoing outbreak
[1, 7, 29]. However, very few models can mimic the internal mech-
anism of a stochastic simulator and answer łwhat-if questionsž.
GPs are commonly used as surrogate models for expensive simula-
tors [15, 18, 31, 39], but GPs do not scale well to high-dimensional
data. Likelihood-free inference methods [30, 34, 38, 52] learn the
posterior of the parameters given the observed data. They do neu-
ral density estimation, but require a lot of simulations. For active
learning, instead of relying on Monte Carlo sampling, we directly
compute the information gain in the latent process. Qian et al. [39]
use GPs as a prior for a SEIR model for learning lockdown policy
effects, but GPs are computationally expensive and the simple SEIR
model cannot capture the real-world large-scale, spatiotemporal
dynamics considered in this work. We demonstrate the use of deep
sequence model as a prior distribution in Bayesian active learning.
Our framework is also compatible with other deep sequence models
for time series, e.g. Deep State Space [40], Neural ODE [5].

3 METHODOLOGY

Consider a stochastic process {𝑋1, · · · , 𝑋𝑇 }, governed by time-
varying parameters 𝜃𝑡 ∈ R𝐾 , and the initial state 𝑥0 ∈ R𝐷 . In
epidemic modeling, 𝜃𝑡 can represent the effective reproduction
number of the virus at a given time, the effective contact rates
between individuals belonging to different age groups, the people’s
degree of short- or long-range mobility, or the effects of time vary-
ing policy interventions (e.g. non-pharmaceutical interventions).
The state 𝑥𝑡 ∈ R𝐷 includes both the daily prevalence and daily inci-
dence for each compartment of the epidemic model (e.g. number of
people that are infectious and number of new infected individuals
at time 𝑡 ).

Stochastic simulation uses a mechanistic model 𝐹 (𝜃 ; 𝜉) to simu-
late the process where the random variable 𝜉 represents the ran-
domness in the simulator. Let 𝜃 := (𝑥0, 𝜃1, · · · , 𝜃𝑇 ) represent the
initial state and all the parameters over time. For each 𝜃 , we obtain
a different set of simulation data {(𝑥1, · · · , 𝑥𝑇 )𝑚}𝑀𝑚=1. However,
realistic large-scale stochastic simulations require the exploration
of a large parameter space and are extremely computationally in-
tensive. In the following section, we describe the Interactive Neural
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Figure 1: Illustration of the interactive Neural Process (INP). Given simulation parameters and data, INP trains a surrogate

model (e.g. STNP) to infer the latent process. The inferred latent process allows prediction and uncertainty quantification. They

are used to calculate the acquisition function (e.g. LIG) to select the next set of parameters to query, and simulate more data.

Process (INP) framework to proactively query the stochastic simu-
lator, generate simulation data, in order to learn a fast surrogate
model for rapid simulation.

3.1 Interactive Neural Process

INP is used to train a deep surrogate model to mimic the stochastic
simulator. As shown in Figure 1, given parameters 𝜃 , we query the
simulator, i.e., the mechanistic model to obtain a set of simulations
{(𝑥1, · · · , 𝑥𝑇 )𝑚}𝑀𝑚=1. We train a NP based model to learn the prob-
abilistic map from parameters to future states. Our NP model can
be spatiotemporal to capture complex dynamics such as the disease
dynamics of the epidemic simulator. During inference, the model
needs to generate predictions (𝑥1, · · · , 𝑥𝑇 ) at the target parameters
𝜃 corresponding to different scenarios.

Instead of simulating at a wide range of parameter regimes,
we take a Bayesian active learning approach to proactively query
the simulator and update the model incrementally. Using NP, we
can infer the latent temporal process (𝑧1, · · · , 𝑧𝑇 ) that encodes the
uncertainty of the current surrogate model. Then we propose a
new acquisition function, Latent Information Gain (LIG), to select
the 𝜃★ with the highest reward. We use 𝜃★ to query the simulator,
and in turn generate new simulation to further improve the model.
Next, we describe each of the components in detail.

3.2 Spatiotemporal Neural Process

Neural Process (NP) [13] is a type of deep generative model that
represents distributions over functions. It introduces a global latent

variable 𝑧 to capture the stochasticity and learns the conditional dis-
tribution 𝑝 (𝑥1:𝑇 |𝜃 ) by optimizing the evidence lower bound (ELBO):

log 𝑝 (𝑥1:𝑇 |𝜃 ) ≥ E𝑞 (𝑧 |𝑥1:𝑇 ,𝜃 )
[
log𝑝 (𝑥1:𝑇 |𝑧, 𝜃 )

]
− KL

(
𝑞(𝑧 |𝑥1:𝑇 , 𝜃 )∥𝑝 (𝑧)

)
(1)

Here 𝑝 (𝑧) is the prior distribution for the latent variable. We use
𝑥1:𝑇 as a shorthand for (𝑥1, · · · , 𝑥𝑇 ). The prior distribution 𝑝 (𝑧) is
conditioned on a set of context points 𝜃𝑐 , 𝑥𝑐

1:𝑇
as 𝑝 (𝑧 |𝑥𝑐

1:𝑇
, 𝜃𝑐 ).

However, the global latent variable 𝑧 in NP can be limiting for
non-stationary, spatiotemporal dynamics in the epidemics. We pro-
pose Spatiotemporal Neural Process (STNP) with two extensions.
First, we introduce a temporal latent process (𝑧1, · · · , 𝑧𝑇 ) to rep-
resent the unknown dynamics. The latent process provides an ex-
pressive description of the internal mechanism of the stochastic
simulator. Each latent variable 𝑧𝑡 is sampled conditioning on the
past history. Second, we explicitly model the spatial dependency in
𝑥𝑡 ∈ R𝐷 . Rather than treating the dimensions in 𝑥𝑡 as independent
features, we capture their correlations with regular grids or graphs.
For instance, the travel graph between locations can be represented
as an adjacency matrix 𝐴 ∈ R𝐷×𝐷 .

Given parameters {𝜃 }, simulation data {𝑥1:𝑇 }, and the spatial
graph 𝐴 as inputs, STNP models 𝑝 (𝑥1:𝑇 |𝜃,𝐴) by optimizing the
following ELBO objective:

log𝑝 (𝑥1:𝑇 |𝜃,𝐴) ≥ E𝑞 (𝑧1:𝑇 |𝑥1:𝑇 ,𝜃,𝐴) log𝑝 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃, 𝐴)
− KL

(
𝑞(𝑧1:𝑇 |𝑥1:𝑇 , 𝜃, 𝐴)∥𝑝 (𝑧1:𝑇 )

)
(2)
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Algorithm 1 Interactive Neural Process

Input: Initial simulation dataset S1
Train the model NP(1) (S1);
for 𝑖 = 1, 2, · · · do
Learn (𝑧1, 𝑧2, · · · , 𝑧𝑇 ) ∼ 𝑞 (𝑖 ) (𝑧1:𝑇 |𝑥1:𝑇 , 𝜃,S𝑖 );
Predict (𝑥1, 𝑥2, · · · , 𝑥𝑇 ) ∼ 𝑝 (𝑖 ) (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃,S𝑖 );
Select a batch of data:
{𝜃 (𝑖+1) } ← argmax𝜃 E𝑝 (𝑥1:𝑇 |𝑧1:𝑇 ,𝜃 ) [𝑟 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 )];
Simulate {𝑥 (𝑖+1)1:𝑡 } ← Query the simulator 𝐹 (𝜃 (𝑖+1) ; 𝜉);
Augment training set S𝑖+1 ← S𝑖 ∪ {𝜃 (𝑖+1) , 𝑥 (𝑖+1)1:𝑇

};
Update the model NP(𝑖+1) (S𝑖+1);

end for

where the distributions 𝑞(𝑧1:𝑇 |𝑥1:𝑇 , 𝜃, 𝐴) and 𝑝 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃, 𝐴) are
parameterized with neural networks. The prior distribution 𝑝 (𝑧1:𝑇 )
is conditioned on a set of contextual sequences 𝑝 (𝑧1:𝑇 |𝑥𝑐1:𝑇 , 𝜃

𝑐 , 𝐴).
Figure 2 visualizes the graphical models of our STNP, the original
NP [13] model and Sequential NP [47]. The main difference between
STNP and baselines is the encoding procedure to infer the temporal
latent process. Compared with STNP which directly embeds the
history for 𝑧 inference at the current timestamp, NP ignores the
history and SNP only embeds the partial history information from
the previous 𝑧.

We implement STNP following an encoder-decoder architec-
ture. The encoder parametrizes the mean and standard deviation of
the variational posterior 𝑞(𝑧1:𝑇 |𝑥1:𝑇 , 𝜃, 𝐴) and the decoder approxi-
mates the predictive distribution 𝑝 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃, 𝐴). To incorporate
the spatial graph information, we use a Diffusion Convolutional
Gated Recurrent Unit (DCGRU) layer [25] which integrates graph
convolution in a GRU cell. We use multi-layer GRUs to obtain
hidden states from the inputs. Using re-parametrization [20], we
sample 𝑧𝑡 from the encoder and then decode 𝑥𝑡 conditioned on
𝑧𝑡 in an auto-regressive fashion. To ensure fair comparisons, we
adapt NP and SNP to graph-based settings and use the same archi-
tecture as STNP to generate the hidden states. Noted if the spatial
dependency is regular grid-based, then the DCGRU layer is replaced
to Convolutional LSTM layer [27, 45, 51, 53, 54], and there is no
adjacency matrix 𝐴 in Equation 2.

3.3 Bayesian Active Learning

Algorithm 1 details a Bayesian active learning algorithm, based on
Bayesian optimization [11, 44]. We train an NP model to interact
with the simulator and improve learning. Let the superscript (𝑖 )

denote the 𝑖-th interaction. We start with an initial data set S1 =

{𝜃 (1) , 𝑥 (1)
1:𝑇
} and use it to train our NP model and learn the latent

process. During inference, given the augmented parameters 𝜃 , we
use the trained NP model to predict the future states (𝑥1, · · · , 𝑥𝑇 ).
We evaluate the current models’ predictions with an acquisition
function 𝑟 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 ) and select the set of parameters {𝜃 (𝑖+1) }
with the highest reward. We query the simulator with {𝜃 (𝑖+1) } to
augment the training data set S𝑖+1 and update the NP model for
the next iteration.

The choice of the reward (acquisition) function 𝑟 depends on
the goal of the active learning task. For example, to find the model

that best fits the data, the reward function can be the log-likelihood
𝑟 = log𝑝 (𝑥1:𝑇 |𝜃,𝐴). To collect data and reduce model uncertainty
in Bayesian experimental design, the reward function can be the
mutual information. In what follows, we discuss different strategies
to design the reward/acquisition function. We also propose a novel
acquisition function based on information gain in the latent space
tailored to our STNP model.

3.4 Reward/Acquisition functions

For regression tasks, standard acquisition functions for active learn-
ing include Maximum Mean Standard Deviation (Mean STD), Max-
imum Entropy, Bayesian Active Learning by Disagreement (BALD)
or expected information gain (EIG), and random sampling [12]. We
explore various acquisition functions and their approximations in
the context of NP. We also introduce a new acquisition function
based on our unique NP design called Latent Information Gain
(LIG). The details of Mean STD and Maximum Entropy are shown
in the Appendix C.

BALD/Expected Information Gain (EIG). BALD [17] quan-
tifies the mutual information between the prediction and model
posterior 𝐻 (𝑥1:𝑇 |𝜃 ) − 𝐻 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 ), which is equivalent to the
expected information gain (EIG). Computing the EIG for surrogate
modeling is challenging since 𝑝 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 ) cannot be found in
closed form in general. The integrand is intractable and conven-
tional MC methods are not applicable [10]. One way to get around
this is to employ a nested MC estimator with quadratic computa-
tional cost for sampling [35, 49], which is computationally infeasible.
To reduce the computational cost, we assume 𝑝 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 ) fol-
lows multivariate Gaussian distribution. Each feature of 𝑥1:𝑇 can
be parameterized with mean and standard deviation predicted from
the surrogate model, assuming output features are independent
with each other. This distribution assumption can be limiting in the
high-dimensional spatiotemporal domain, which makes EIG less
informative.

Latent Information Gain (LIG). To overcome the limitations
mentioned above, we propose a novel acquisition function by com-
puting the expected information gain in the latent space rather
than the observational space. To design this acquisition function,
we prove the equivalence between the expected information gain
in the observational space and the expected KL divergence in the
latent processes w.r.t. a candidate parameter 𝜃 , as illustrated by the
following proposition.

Proposition 1. The expected information gain (EIG) for Neural

Process is equivalent to the KL divergence between the prior and

posterior in the latent process, that is

EIG(𝑥1:𝑇 , 𝜃 ) := E[𝐻 (𝑥1:𝑇 ) − 𝐻 (𝑥1:𝑇 |𝑧1:𝑇 , 𝜃 )]
= E𝑝 (𝑥1:𝑇 |𝜃 )

[
KL

(
𝑝 (𝑧1:𝑇 |𝑥1:𝑇 , 𝜃 )∥𝑝 (𝑧1:𝑇 )

) ]
(3)

See proof in the Appendix C. Inspired by this fact, we propose a
novel acquisition function computing the expected KL divergence
in the latent processes and name it LIG. Specifically, the trained NP
model produces a variational posterior given the current dataset S
as 𝑝 (𝑧1:𝑇 |S). For every parameter 𝜃 remained in the search space,
we can predict 𝑥1:𝑇 with the decoder. We use 𝑥1:𝑇 and 𝜃 as in-
put to the encoder to re-evaluate the posterior 𝑝 (𝑧1:𝑇 |𝑥1:𝑇 , 𝜃,S).
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Figure 2: Graphical model comparison: Neural Process, Sequential Neural Process and our Spatiotemporal Neural Process.

LIG computes the distributional difference with respect to the la-
tent process 𝑧1:𝑇 as E𝑝 (𝑥1:𝑇 |𝜃 ) [KL (𝑝 (𝑧1:𝑇 |𝑥1:𝑇 , 𝜃,S)∥𝑝 (𝑧1:𝑇 |S))],
where KL(·∥·) denotes the KL-divergence between two distribu-
tions.

In this way, conventional MC method becomes applicable, which
helps reduce the quadratic computational cost to linear. At the same
time, although 𝑧1:𝑇 are assumed to be multivariate Gaussian and
are parameterized with mean and standard deviation, they are only
in the latent space not the observational space. Moreover, LIG is
also more computationally efficient and accurate for batch active
learning. Due to the context aggregation mechanism of NP, we can
directly calculate LIG with respect to a batch of 𝜃 in the candidate
set. This is not available for baseline acquisition functions. They all
require calculating the scores one by one for all 𝜃 in the candidate
set and select a batch of 𝜃 based on their scores. Such approach is
both slow and inaccurate as acquiring points that are informative
individually are not necessarily informative jointly [21].

3.5 Theoretical Analysis

We shed light onto the intuition behind choosing adaptive sample
selection over random sampling via analyzing a simplifying situa-
tion. Assume that at a certain stage we have learned a feature map
Ψ which maps the input 𝜃 of the neural network to the last layer.
Then the output 𝑋 can be modeled as 𝑋 = ⟨Ψ(𝜃 ), 𝑧∗⟩ + 𝜖 , where 𝑧∗
is the true hidden variable, 𝜖 is the random noise.

Our goal is to generate an estimate 𝑧, and use it to make predic-
tions ⟨Ψ(𝜃 ), 𝑧⟩. A good estimate shall achieve small error in terms
of ∥𝑧𝑡 − 𝑧∗∥2 with high probability. In the following theorem, we
prove that greedily maximizing the variance of the prediction to
choose 𝜃 will lead to an error of order O(𝑑) less than that of random
exploration in the space of 𝜃 , which is significant in high dimension.

Theorem 1. For random feature map Ψ(·), greedily optimizing

the KL divergence, KL (𝑝 (𝑧 |𝑥, 𝜃 )∥𝑝 (𝑧)) , or equivalently the variance
of the posterior predictive distribution E

[
(⟨Ψ(𝜃 ), 𝑧⟩ − E ⟨Ψ(𝜃 ), 𝑧⟩)2

]
in search of 𝜃 will lead to an error ∥𝑧𝑡 − 𝑧∗∥2 of order O

(
𝜎𝑑/
√
𝑡
)

with high probability. On the other hand, random sampling of 𝜃 will

lead to an error of order O
(
𝜎𝑑2/
√
𝑡
)
with high probability.

See proofs in the Appendix A.1.

4 EXPERIMENTS

We evaluate our proposed STNP for its surrogate modeling perfor-
mance in the offline learning setting and LIG acquisition function
for active learning performance. We aim to verify that (a) LIG
outperforms other acquisition functions in the NP and GP model
setting for deep Bayesian active learning on non-spatiotemporal
surrogate modeling, (b) STNP outperforms other existing baselines
for spatiotemporal surrogate modeling in the offline learning set-
ting, and (c) LIG outperforms other acquisition functions in the
STNP model setting for deep Bayesian active learning on spatiotem-
poral surrogate modeling. The implementation code is available at
https://github.com/Rose-STL-Lab/Interactive-Neural-Process.

4.1 Experimental Setup

We experiment with the following four stochastic simulators.
SEIR Compartmental Model. To highlight the difference be-

tween NP and GP, we begin with a simple stochastic, discrete,
chain-binomial SEIR compartmental model as our stochastic simu-
lator. In this model, susceptible individuals (𝑆) become exposed (𝐸)
through interactions with infectious individuals (𝐼 ) and are eventu-
ally removed (𝑅), details are deferred to the Appendix C.

We set the total population 𝑁 = 𝑆 +𝐸+𝐼 +𝑅 as 100, 000, the initial
number of exposed individuals as 𝐸0 = 2, 000, and the initial number
of infectious individuals as 𝐼0 = 2, 000. We assume latent individuals
move to the infectious stage at a rate 𝜀 ∈ [0.25, 0.65] (step 0.05),
the infectious period 𝜇−1 is set to be equal to 1 day, and we let
the basic reproduction number 𝑅0 (which in this case coincides
with the transmissibility rate 𝛽) vary between 1.1 and 4.0 (step
0.1). Here, each (𝛽, 𝜀) pair corresponds to a specific scenario, which
determines the parameters 𝜃 . We simulate the first 100 days of the
epidemic with a total of 300 scenarios and generate 30 samples for
each scenario.

We predict the number of individuals in the infectious compart-
ment. The input is (𝛽, 𝜀) pair and the output is the 100 days’ infec-
tion prediction. As the simulator is not spatiotemporal, we use the
vanilla NP model with the global latent variable 𝑧. For each epoch,
we randomly select 10% of the samples as context. Implementation
details are deferred to Appendix C.

Reaction DiffusionModel. The reaction-diffusion (RD) system
[48] is a spatiotemporal model that simulates how two chemicals
might react to each other as they diffuse through a medium to-
gether. The simulation is based on initial pattern, feed rate (𝜃0),
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removal rate (𝜃1) and reaction between two substances. We use
an RD simulator to generate sequences from 0 to 500 timestamps,
sampled every 100 timestamps, resulting into 5 timestamps for each
simulated sequence. Every timestamp is a 3D tensor (2 × 32 × 32)
with dimension 0 corresponds to the two substances in the reaction
and dimension 1, 2 are the image representation of the reaction
diffusion processes. Each sequence is simulated with a unique feed
rate 𝜃0 ∈ [0.029, 0.045] and kill rate 𝜃1 ∈ [0.055, 0.062] combina-
tion. There are 200 uniformly sampled scenarios, corresponding to
(𝜃0, 𝜃1) combinations.

We implement STNP to mimic the reaction diffusion simulator
with feed rate (𝜃0) and kill rate (𝜃1) as input. The initial state of
the reaction is fixed. We use multiple convolutional layers with a
linear layer to encode the spatial data into latent space. We use an
LSTM layer to encode the latent spatial data with 𝜃0, 𝜃1 to map the
input-output pairs to hidden features 𝑧1:5. With (𝜃0, 𝜃1), and 𝑧1:5
sampled from the posterior distribution, we use an LSTM layer and
deconvolutional layers to simulate reaction diffusion sequence. For
each epoch, we randomly select 20% samples as context sequence.

Heat Model. The model is to predict the spatial solution fields
of the Heat equation [36]. The ground-truth data is generated from
the standard numerical solver used in [24]. The experiment setting
also follows [24]. The examples are generated by solvers running
with 32 × 32 meshes. The corresponding output dimension is 1024.
The input consists of three parameters that control the thermal
conductivity and the flux rate.

Local Epidemic and Mobility model. The Local Epidemic and
Mobility model (LEAM-US) is a stochastic, spatial, age-structured
epidemic model based on a metapopulation approach which divides
the US in more than 3,100 subpopulations, each one correspond-
ing to a each US county or statistically equivalent entity. Popu-
lation size and county-specific age distributions reflect Census’
annual resident population estimates for year 2019. We consider
individuals divided into 10 age groups. Contact mixing patterns are
age-dependent and state specific and modeled considering contact
matrices that describe the interaction of individuals in different
social settings [33]. LEAM-US integrates a human mobility layer,
represented as a network, using both short-range (i.e., commut-
ing) and long-range (i.e., flights) mobility data, see more details in
Appendix C.

We separate data in California monthly to predict the 28 days’
sequence from the 2nd to the 29th day of each month fromMarch to
December. Each 𝜃 includes the county-level parameters of LEAM-
US and state level incidence and prevalence compartments. The
total number of dimension in 𝜃 is 16, 912, see details in Appendix C.
Overall, there are 315 scenarios in the search space, corresponding
to 315 different 𝜃 with total 16, 254 samples. We split 78% of the
data as the candidate set, and 11% for validation and test. For active
learning, we use the candidate set as the search space.

We instantiate an STNP model to mimic an epidemic simulator
that has 𝜃 at both county and state level and 𝑥𝑡 at the state level.
We use county-level parameter 𝜃 together with a county-to-county
mobility graph 𝐴 in California as input. We use the DCGRU layer
[25] to encode the mobility graph in a GRU. We use a linear layer
to map the county-level output to hidden features at the state level.
For both the state-level encoder and decoder, we use multi-layer

GRUs. For each epoch, we randomly select 20% samples as context
sequence.

4.2 Offline Learning Performance

We compared our proposed STNP with vanilla NP [13], SNP [47],
Masked Autoregressive Flow (MAF) [37], the RNN baseline with
variational dropout (RNN) [55], and VAE-based deep surrogate
model for multi-fidelity active learning (DMFAL) [24]. The imple-
mentation details can be seen in Appendix C. The key innovation
of STNP is the introduced temporal latent process. To ensure fair
comparison, we modified baselines for the RD and Heat model
by adding convolutional layers for data encoding and deconvolu-
tional layers for sequence generation. For the LEAM-US model, we
modified NP by adding the convolutional layers with diffusion con-
volution [26] to embed the graphs. Similarly, we modified SNP by
replacing the convolutional layers with diffusion convolution. The
rest baselines do not support LEAM-US surrogate modeling. Table 1
shows the testing MAE of different NP models trained in an offline
fashion. Our STNP significantly improves the performance and can
accurately learn the simulator dynamics for all three experiments.

Figure 3 left compares the NP and GP performance on one sce-
nario in the held-out test set. It shows the ground truth and the
predicted number of infectious population for the first 50 days. We
also include the confidence intervals (CI) with 5 standard deviations
for ground truth and NP predictions and 1 standard deviation for
GP predictions. We observe that NP fits the simulation dynamics
better than GP for mean prediction. Moreover, NP has closer CIs to
the truth, reflecting the simulator’s intrinsic uncertainty. GP shows
larger CIs which represent the model’s own uncertainty. Note that
NP is much more flexible than GP and can scale easily to high-
dimensional data. Figure 3 middle indicates STNP can accurately
predict various patterns corresponding to different (𝜃0, 𝜃1). This
confirms that our STNP is able to capture the high-dimensional
spatiotemporal dependencies in RD simulations. Figure 3 right vi-
sualize the STNP predictions in four key compartments of a typical
scenario with 𝑅0 = 3.1 from March 2nd to March 29th. The confi-
dence interval is plotted with 2 standard deviations. We can see that
both the mean and confidence interval of STNP predictions match
the truth well. These two results demonstrate the promise that the
generative STNP model can serve as a deep surrogate model for
RD and LEAM-US simulator.

4.3 Active Learning

ImplementationDetails.We compare 6 different acquisition func-
tions with NP for SEIRmodel and STNP for RD, Heat, and LEAM-US
model. For SEIR, the initial training dataset has 2 scenarios and we
continue adding 1 scenario per iteration to the training set until the
test loss converges to the offline modeling performance. We also
include GP with 3 different acquisition functions and Sequential
Neural Likelihood (SNL) (see Table 3). For the RD and Heat model,
all acquisition functions start with the same 5 scenarios randomly
picked from the training dataset. Then we continue adding 5 sce-
narios per iteration to the training set until the test loss converges.
Similarly, the LEAM-US model begins with 27 training data and we
continue adding 8 scenarios per iteration to the training set until
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Figure 5: Acquisition function behavior visualization in SEIR model. For each iteration, top row is the current MAE mesh in

infectious population for all (𝛽, 𝜀) candidates. Bottom row is the acquisition function score. Yellow dots are existing parameters.

Red stars are the newly selected parameters.

with large transmission rate for the first 2 iterations. Including
these scenarios makes the training set unbalanced. The MAE in the
region with small transmission rate become worse after 2 iterations.
Meanwhile, Random is doing pure exploration. The improvement of
MAE performance is not apparent after 2 iterations. Our proposed
LIG is able to reach a balance by exploiting the uncertainty in the
latent process and encouraging exploration. Hence, with a small
number of iterations (𝐼 = 2), it has already selected łinformative
scenariosž in the search space.

5 CONCLUSION

We propose a unified framework Interactive Neural Processes (INP)
for deep Bayesian active learning, that can seamlessly interact with
existing stochastic simulators and accelerate simulation. Specifi-
cally, we design STNP to approximate the underlying simulation
dynamics. It infers the latent process which describes the intrinsic
uncertainty of the simulator. We exploit this uncertainty and pro-
pose LIG as a powerful acquisition function in deep Bayesian active
learning. We perform a theoretical analysis and demonstrate that
our approach reduces sample complexity compared with random
sampling in high dimension. We also did extensive empirical evalu-
ations on several complex real-world spatiotemporal simulators to
demonstrate the superior performance of our proposed STNP and
LIG. For the future work, we plan to leverage Bayesian optimiza-
tion techniques to directly optimize for the target parameters with
auto-differentiation.
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A THEORETICAL ANALYSIS

A.1 Sample Efficiency of Active Learning

From the main text we know that in each round, the output random
variable

𝑋 =

〈
Ψ(𝜃 ), 𝑧∗

〉
+ 𝜖. (4)

We further assume that the random noise 𝜖 is mean zero and 𝜎-
subGaussian.

Using this information, we treat 𝑧 as an unknown parameter and
define a likelihood function so that 𝑝 (𝑋 |𝑧;𝜃 ) has good coverage
over the observations:

𝑝 (𝑋𝑘 |𝑧;𝜃𝑘 ) ∝ exp

(
− 1

2𝜎2
(𝑋𝑘 − ⟨Ψ(𝜃𝑘 ), 𝑧⟩)2

)
.

Let the prior distribution over 𝑧 be:

𝑝 (𝑧 |𝜃𝑘 ) = 𝑝 (𝑧) ∝ exp
(
− 𝑚

2𝜎2
∥𝑧∥2

)
.

Here we use 𝑘 instead of (𝑖) in the Algorithm 1 to represent the
number of iterations. We can form a posterior over 𝑧 in the 𝑘-th
round:

𝑝 (𝑧 |𝑋1, 𝜃1, . . . , 𝑋𝑘 , 𝜃𝑘 ) ∝ exp
(
− 𝑚
2𝜎2 ∥𝑧∥2 − 1

2𝜎2

∑𝑘
𝑠=1 (𝑋𝑠 − ⟨Ψ(𝜃𝑠 ), 𝑧⟩)

2
)
.

Focusing on the random variable 𝑧 ∼ 𝑝 (·|𝑋1, 𝜃1, . . . , 𝑋𝑘 , 𝜃𝑘 ), the
estimate of the hidden variable, we can express it at 𝑘-th round as:

𝑧𝑘 = 𝑧𝑘 + 𝜎𝑉 −1𝑘
𝜂𝑘 , (5)

where 𝑧𝑘 = 𝑉 −1
𝑘

∑𝑘
𝑠=1 𝑋𝑠Ψ(𝜃𝑠 ), 𝑉𝑘 =𝑚𝑰 +∑𝑘𝑠=1 Ψ(𝜃𝑠 )Ψ(𝜃𝑠 )T, and

𝜂𝑘 is a standard normal random variable.
We can either choose action 𝜃 randomly or greedily. A random

choice of 𝜃 corresponds to taking

𝜃𝑘 ∼ N (0, 𝑰 ) , (6)

A greedy procedure is to choose action 𝜃𝑘 in the 𝑘-th round to opti-

mize KL (𝑝 (𝑧 |𝑥, 𝜃 )∥𝑝 (𝑧)) = E𝑝 (𝑧 |𝑥,𝜃 )
(
log

𝑝 (𝑧 |𝑥,𝜃 )
𝑝 (𝑧 )

)
, where we de-

note the estimated output variable 𝑥 given 𝜃 and 𝑧 as 𝑥 = ⟨Ψ(𝜃 ), 𝑧⟩.
This optimization procedure is equivalent to maximizing the vari-
ance of the prediction:

𝜃𝑘 = arg max
𝜃 ∈R𝑑

E𝑧∼𝑝 ( · |𝑋1,𝜃1,...,𝑋𝑘−1,𝜃𝑘−1 ) (7)[(
⟨Ψ(𝜃 ), 𝑧⟩ − E𝑧∼𝑝 ( · |𝑋1,𝜃1,...,𝑋𝑘−1,𝜃𝑘−1 ) ⟨Ψ(𝜃 ), 𝑧⟩

)2]
.

For both approaches, we assume that the features Ψ(𝜃 ) are normal-
ized.

We compare the statistical risk of this approach with the random
sampling approach.

Assume that the features are normalized, so that for all 𝜃 ∈ R𝑑 ,
Ψ(𝜃 ) ∈ S𝑑−1. Define a matrix𝑨𝑘 ∈ R𝑑×𝑘 containing all the column
vectors {Ψ(𝜃1), . . . ,Ψ(𝜃𝑘 )}. We can then express the estimation
error in the following lemma.

Lemma 1. The estimation error ∥𝑧𝑘 − 𝑧∗∥2 can be bounded as

follow.

𝑧𝑘 − 𝑧∗

2 ≤ 𝑚
(
𝑚 + 𝜎min

(
𝑨𝑘𝑨

T
𝑘

))−1
·


𝑧∗



2

+min



1/

(
2
√
𝑚
)
, 1/

©­­­­«

√︂
𝜎min

(
𝑨𝑘𝑨

T
𝑘

)
+ 𝑚√︂

𝜎min

(
𝑨𝑘𝑨

T
𝑘

)
ª®®®®¬



· 𝜎
√
𝑑.

We analyze random sampling of 𝜃 versus greedy search for 𝜃 .
If the feature map Ψ(·) = id, then from random matrix theory,

we know that for 𝜃 randomly sampled from a normal distribu-

tion and normalized to ∥𝜃 ∥ = 1, 𝜎min

(
1
𝑘
𝑨𝑘𝑨

T
𝑘

)
will converge to(√︁

1/𝑘 −
√︁
1/𝑑

)2
for large 𝑘 , which is of order Ω(1/𝑑). This will

lead to an appealing risk bound for ∥𝑧𝑘 − 𝑧∗∥2 on the order of

O
(
𝑑/
√
𝑘
)
.

However, in high dimension, this feature map is often far from
identity. In the proof of Theorem 1 below, we demonstrate that
even when Ψ(·) is simply a linear random feature map, with i.i.d.
normal entries, random exploration in 𝜃 can lead to deteriorated
error bound. This setting is motivated by the analyses in wide
neural networks, where the features learned from gradient descent
are close to those generated from random initialization [8, 32].

Theorem 1 (Formal statement). Assume that the noise 𝜖 in equa-

tion 4 is 𝜎-subGaussian.

For a normalized linear random feature mapΨ(·), greedily optimiz-

ing the KL divergence, KL (𝑝 (𝑧 |𝑥, 𝜃 )∥𝑝 (𝑧)) (or equivalently the vari-

ance of the posterior predictive distribution defined in equation equa-

tion 7) in search of 𝜃 will lead to an error ∥𝑧𝑘 − 𝑧∗∥2 = O
(
𝜎𝑑/
√
𝑘
)

with high probability.

On the other hand, random sampling of 𝜃 following equation 6 will

lead to ∥𝑧𝑘 − 𝑧∗∥2 = O
(
𝜎𝑑2/
√
𝑘
)
with high probability.

See proofs in the Appendix C.

B ADDITIONAL RESULTS

B.1 INP, GP, and SNL Model

Table 2 and Table 3 show the average results together with the
standard deviation of INP, GP, and SNL model for SEIR simulator
after running experiments three times. The performance of INP
with the proposed LIG is much better than GP and SNL baselines
at each iteration.

B.2 Active learning performance comparison.

Table 4, Table 5, and Table 6 show the active learning performance
comparison results on Heat, RD, and LEAM-US simulation task.
The performance of INPwith the proposed LIG always outperforms
the baselines at each iteration among all 3 tasks.

C OTHER INFORMATION

The proof of Proposition 1, the proof of Theorm A.1 and experiment
details can be found at https://arxiv.org/pdf/2106.02770.pdf.
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Table 2: Active learning Performance comparison using MAE for different acquisition functions in NP model on SEIR simulator

Percentage of samples LIG EIG Random MeanSTD MaxEntropy

1.11% 365.87 ± 142.87 435.08 ± 32.38 480.68 ± 5.24 480.22 ± 12.63 427.73 ± 61.36
1.85% 236.9 ± 50.6 340.27 ± 30.84 398.33 ± 131.05 314.75 ± 111.42 302.24 ± 119.84
2.96% 119.26 ± 14.22 291.15 ± 10.60 244.27 ± 148.89 158.94 ± 36.6 186.88 ± 57.48
4.07% 96.73 ± 17.07 261.60 ± 7.78 116.8 ± 9.1 127.36 ± 27.97 146.72 ± 26.06

Table 3: Active learning erformance comparison using MAE for different acquisition functions in GP model and SNL model on

SEIR simulator

Percentage of samples Random (GP) MeanSTD (GP) MaxEntropy (GP) SNL

1.11% 663.76 ± 46.36 606.81 ± 6.89 586.25 ± 58.44 707.61 ± 44.42
1.85% 637.12 ± 13.45 619.15 ± 36.42 628.54 ± 71.34 669.03 ± 73.19
2.96% 597.3 ± 19.59 589.72 ± 24.9 568.84 ± 19.05 668.67 ± 72.42
4.07% 519.98 ± 17.86 530.07 ± 32.95 578.34 ± 68.7 685.28 ± 53.00

Table 4: Active learning performance comparison using MAE for different acquisition functions in STNP model on Heat

simulator.

Percentage of samples LIG EIG Random MeanSTD MaxEntropy

5.21% 1.55e-2 ± 1.9e-3 1.64e-2 ± 1.9e-3 1.74e-2 ± 2.2e-3 1.77e-2 ± 2e-3 1.83e-2 ± 1.1e-3

7.81% 1.33e-2 ± 1.7e-3 1.56e-2 ± 1.1e-3 1.49e-2 ± 3.3e-3 1.60e-2 ± 3.7e-3 1.58e-2 ± 4e-4

10.42% 1.02e-2 ± 3.4e-3 1.38e-2 ± 1.6e-3 1.23e-2 ± 1.5e-3 1.30e-2 ± 2.4e-3 1.61e-2 ± 8e-4

13.02% 9.3e-3 ± 3.1e-3 1.05e-2 ± 2.2e-3 1.14e-2 ± 1.3e-3 1.27e-2 ± 2.5e-3 1.46e-2 ± 6e-4

15.62% 6.7e-3 ± 5e-4 1.08e-2 ± 1.8e-3 1.05e-2 ± 9e-4 1.17e-2 ± 1.2e-3 1.43e-2 ± 2e-4

Table 5: Active learning performance comparison usingMAE for different acquisition functions in STNPmodel on RD simulator

Percentage of samples LIG EIG Random MeanSTD MaxEntropy

6.25% 4.562 ± 0.114 4.861 ± 0.433 5.325 ± 0.361 5.264 ± 0.298 4.826 ± 0.336
12.50% 3.841 ± 0.253 4.590 ± 0.529 4.179 ± 0.045 4.157 ± 0.252 4.084 ± 0.042
18.75% 3.165 ± 0.142 4.162 ± 0.696 3.602 ± 0.182 3.675 ± 0.229 3.694 ± 0.140
25.00% 2.415 ± 0.083 3.993 ± 0.847 3.140 ± 0.165 3.339 ± 0.111 3.302 ± 0.284
31.25% 2.302 ± 0.007 3.714 ± 0.861 2.561 ± 0.243 2.791 ± 0.072 2.912 ± 0.473

Table 6: Active learning performance comparison using MAE for different acquisition functions in STNP model on LEAM-US

simulator, population divided by 1000.

Percentage of samples LIG EIG Random MeanSTD MaxEntropy

11.1% 14.447 ± 1.087 19.067 ± 3.981 20.961 ± 5.548 35.356 ± 28.706 65.498 ± 13.324
13.7% 11.704 ± 0.216 16.372 ± 3.663 13.418 ± 0.815 16.092 ± 3.11 30.496 ± 24.333
21.3% 7.593 ± 0.822 11.754 ± 1.713 9.332 ± 0.601 11.191 ± 0.184 10.028 ± 2.065
28.9% 6.539 ± 0.618 9.455 ± 0.595 8.077 ± 0.657 7.908 ± 0.536 8.417 ± 0.616
36.5% 6.008 ± 1.079 8.596 ± 0.741 6.719 ± 0.383 7.533 ± 0.861 7.431 ± 0.776
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