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EXTENDING ERROR BOUNDS FOR RADIAL BASIS
FUNCTION INTERPOLATION TO MEASURING THE ERROR
IN HIGHER ORDER SOBOLEV NORMS

T. HANGELBROEK AND C. RIEGER

ABSTRACT. Radial basis functions (RBFs) are prominent examples for repro-
ducing kernels with associated reproducing kernel Hilbert spaces (RKHSSs).
The convergence theory for the kernel-based interpolation in that space is well
understood and optimal rates for the whole RKHS are often known. Sch-
aback added the doubling trick [Math. Comp. 68 (1999), pp. 201-216], which
shows that functions having double the smoothness required by the RKHS
(along with specific, albeit complicated boundary behavior) can be approx-
imated with higher convergence rates than the optimal rates for the whole
space. Other advances allowed interpolation of target functions which are less
smooth, and different norms which measure interpolation error. The current
state of the art of error analysis for RBF interpolation treats target functions
having smoothness up to twice that of the native space, but error measured in
norms which are weaker than that required for membership in the RKHS.

Motivated by the fact that the kernels and the approximants they generate
are smoother than required by the native space, this article extends the dou-
bling trick to error which measures higher smoothness. This extension holds
for a family of kernels satisfying easily checked hypotheses which we describe
in this article, and includes many prominent RBFs. In the course of the proof,
new convergence rates are obtained for the abstract operator considered by
Devore and Ron in [Trans. Amer. Math. Soc. 362 (2010), pp. 6205-6229], and
new Bernstein estimates are obtained relating high order smoothness norms
to the native space norm.

1. INTRODUCTION

A hallmark of the mathematical theory of radial basis functions (RBFs) is the
well-posedness of interpolation at scattered sites. In the simplest setting, a finite set
= C R? generates a basic finite dimensional space Vz = span{¢(-—x) | = € =}, using
the RBF ¢ : R — R, which is a continuous, positive definite, radially symmetric
function. Interpolation at the sites = is well-posed; to any function f : R — R,
defined at sites =, there is a unique continuous RBF interpolant I=f € V=. The
current state of the art treats error measured in a variety of Sobolev norms up to
a critical order determined by the RBF. The goal of this paper is to provide a new
error analysis for RBF interpolation treating errors measured in Sobolev norms
higher than this critical order.
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The motivation to extend the range of error estimates to higher order Sobolev
norms stems from different mathematical areas. The first motivation stems from ap-
proximation theory. To determine the exact range of parameters in which rigorous
error estimates can be shown is a natural question, one which has been considered
for radial basis functions in [15[191[251[27].

Measuring error in higher Sobolev norms has also gained attention in the context
of deep learning. See, for example, [L0L[18]. There are several reasons to include
derivative information in the loss function for training deep neural networks. One
motivation stems from the observation that including derivative information can
improve the performance of the predictive error in learning, see [9]. Another stems
from the fact that machine learning techniques have become an incredibly popular
tool to solve partial differential equations — this includes using deep neural networks,
but also Gaussian processes and kernels, see [7]. This aspect is closely connected
to the next motivation.

A particularly strong motivation comes from using RBFs as tools for mesh-free
solution of PDEs. In this regard, we mention the cosmos of (pseudo-)spectral meth-
ods, although other approaches, namely Galerkin and RBF-FD methods, can also
benefit. Traditionally, in spectral methods one considers (orthogonal) polynomials
for which such approximation results are also available, see for instance [5, Theorem
2.2] where also error estimates in higher (weighted) Sobolev norms are discussed.
We consider now radial basis functions and pseudo-spectral methods, see [16] for
an introduction into the topic. See also [35] for non-standard differential operators.
The overall problem is that one seeks a finite dimensional approximation to a linear
differential operator £. A main focus in pseudo-spectral methods is that the ap-
proximate operator should be applicable to a function f from which only its values
on a discrete set of possibly scattered points = are known. A common approach
is to consider a kernel-based interpolation Iz f to the function and to consider the
differential operator applied to the interpolant as discretized differential operator.
To formally justify this procedure a consistency argument of the following form

frI=(f) = Of ~ LI=f

is needed. Such estimates can be rigorously proven if the interpolation error mea-
sured in high (depending on £) Sobolev norms can be controlled.

1.1. The doubling trick. For each positive definite RBF ¢, there is an associ-
ated reproducing kernel Hilbert space (RKHS) NV(¢) C C(R?), the native space, for
which (z,y) — ¢(x — y) is the reproducing kernel. The native space has an associ-
ated error analysis for interpolation which works as follows: the interpolation oper-
ator Iz is the NV(¢)-orthogonal projector onto V. Thus [|[I=f — fllx(e) < Il flla(e)
which leads, thanks to the embedding N (¢) C C(R?), to (tautological) pointwise
bounds of the form

[f(z) = I=f(2)] < P=(@)[flln),
where P=(z) = max s, =1|lzf(x) — f(2)] is called the power function. Often,
the power function can be made small when = is well distributed near to z.

This natural error estimate can be improved by the doubling trick for RBFs,
originally described in [29]. It is the RBF version of the classical Aubin-Nitsche
trick [3L28] used in the theory of Finite Elements. Roughly, it guarantees that a
function f € N (¢ * ¢) N N(¢) which has deconvolution v = (f/q@)v supported in a
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compact set ) satisfies

1f = I=fline) < Nfllavpee) 1Pl Lo

A particularly strong version of this result considers ¢ with N'(¢) norm equivalent to
Wi (R), m > d/2, and 2 C R? a compact set satisfying an interior cone condition.
In that case, N(¢ * ¢) = W™ (R?), and the result of applying the doubling trick
gives

(1.1) 1f = I=fllwg @) < C’h2m_‘7||f\|W22m(Rd) forall 0 <o <m.

Here h := max,cq dist(z, Z) is the fill distance of = in .

Interestingly, in the case that the native space is W3"(R%), the RBF ¢, along
with the finite dimensional space Vz, lies in W;(]Rd), for o < 2m — d+ d/p. Thus,
it is reasonable to ask if Iz f converges to f in higher order Sobolev norms when f
satisfies the conditions required for the doubling trick. This is the problem we seek
to answer.

Precisely, we will show in Theorem [5.1] that for the interpolation error for f =
pxv € Wi (RY) with v € Ly(R?) having support in 2 and with a suitable positive
definite kernel

(1.2) If = I=fllwg @ < CR™q" |Vl Ly mey

holds for all sufficiently dense subsets and for any m < o for which [o] < 2m —
d/2. Here we employ the separation radius ¢ := % minge= dist(¢, 2\ {¢}). Under
conditions of quasi-uniformity of E (i.e., when h < pq for some constant p > 1) and
using the original result [29], this yields

1f = I=fllwg @ < Ch2m_a”V”L2(Rd)

for all ¢ > 0 such that [o] < 2m — d/2.

At this point, we note that we might have obtained such approximation orders for
the case o > m by using a smoother kernel of order greater than ¢ and employing
the classical result (LI). However, following the general guideline [31l Guideline
3.11] it is favorable to use the least smooth kernel to obtain a given approximation
rate.

We illustrate this by considering the family of integer order Matérn kernels.
For an integer k > d/2, the kernel qgk is the fundamental solution to the elliptic
differential operator (1 — A)* on R?. These kernels are discussed in greater detail
in Example B.3. We note that each ¢, has native space N(¢y,) = W§(R9).

For a bounded set @ C R? with smooth boundary, suppose f € W2 (R9),
but with support in Q. Given a finite set = C 2, we would like to measure the
interpolation error || f — 15f||W;z+n(Q) for 0 <n < m—d/2, where Iz f is the kernel

interpolant using a suitable Matérn kernel gzNSk. For such kernels, the resulting linear
system has a theoretically derived upper bound on the largest eigenvalue of order
¢~ and theoretically derived lower bound on the smallest eigenvalue of order ¢2*~9.
This results in an upper bound for the condition number of order ¢—2*.

Standard error estimates [33, Corollary 11.33] permit us to interpolate using
the kernel ¢op,; this gives ||f — IEfHWQ”l*"(Q) = O(h™™ ™), but the resulting linear
system has a theoretically derived condition number of order ¢—4™.

_ An improvement in the condition number could be sought by using a kernel

®m+n- In this case, one might hope to employ the doubling trick as described above;
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this can be done if dist(supp(f),9Q) > 0[] Using ¢umn still leads to error IIf -
Igf||W2m+n(Q) = O(h™™™), but now with an improved condition number of order
q

We point out that if f € W™ (R?) with suppf C , then the function v :=
(1—A)"f € Ly(R%) has support in Q. Thus f = ¢, * v and for point sets = which
are quasi-uniform, the result Theorem [5.1] guarantees error ||f — Iz f ||W5"+" @ =

—2m=2n (3]ong with the extra requirement that supp(f) is compactly contained in

O(h™~™), but with a condition number of order ¢=2™ which is the least one of
those choices.

1.2. Outline. We introduce notation and present some necessary background on
RBF interpolation in section [2

In section [3] we present high order Bernstein inequalities and discuss their appli-
cation to three prominent families of RBFs: surface splines (introduced in Example
[3.2), Matérn kernels (described in Example B.3]), and various compactly supported
kernels including Wendland’s kernels of minimal degree (described in Example [3.4]).

In section [] we introduce an integral-based approximation scheme Tz : f —
T=f € Vz(¢) and discuss its error analysis. The application of this approxima-
tion scheme is then discussed for surface splines, Matérn kernels and compactly
supported kernels.

Section Bl gives interpolation error in the case that the RBF ¢ is positive definite;
this setting yields the result (L2) mentioned earlier. This applies to Matérn ker-
nels and some compactly supported RBFs. A precise discussion of the compactly
supported kernels for which this works is given in section [5.2}

Section [6] gives interpolation error in the case that the RBF ¢ is conditionally
positive definite. This requires a bit more care than the positive definite case; in
particular, the results require extra hypotheses which are not present in section
Bl Section [6.2] shows how these hypotheses can be met for an RBF whose Fourier
transform has an algebraic singularity. Section [6.3] treats the surface splines, and
derives estimates in terms of the fill distance.

In Appendix [A] we prove a lemma about regularity of local polynomial repro-
ductions which is used in section 4 but which may find use beyond the scope of
this article.

2. NOTATION AND BACKGROUND

Throughout the article, we will use C' as a generic positive constant whose value
may change from line to line.

!The doubling result cannot be applied directly, since f € W2™(R?) is not assumed to
be in W22(m+n) (R9). Still, if dist(supp(f),dQ) > 0 and h is sufficiently small, one may find
F, € W;(m+n)(Rd) with supp(F,) C Q, such that ||f — Fp|lmen < ChmanfHWsz(Rd)

2
holds, along with ||Fh||W§(m+n)(Rd) < Chianf”ngn(Rd). (By mollification — see [12].) Then
”f - IEfHW2TVL+7L(Rd) < Hf - Fh'lw;'l+"b(Rd) + HFh - IEFhHW2TVL+7L(Rd) + ”IE(Fh - f)”WQ"H'"(JRd)’
with each term controlled by Ch™~" ||fHW22m(Rd); for the first term, this follows from the approx-
imation error; for the second term it follows by applying (1.2)) to obtain
”Fh - IEFhHWQWJrn([Rd) < Chm+n”Fh”W22(m+") (R4) < Chm—nl|f||w22m(Rd)y
for the third term, ||I=(Fp, — f)||W£n+7l(Rd) < ||Fp — f||W2m+n(Rd) follows because Iz is orthogonal

projection.
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Denote by z + |z| the Euclidean norm in R? and let (z,y) — dist(x,y) = |z —y|
be the corresponding distance, which we extend to act on subsets of R? in a natural
way (in particular, dist(z, A) = inf{dist(z,a) | a € A}). Let Q C R? and Z C Q a
finite subset. Define the separation radius by gz := & mingcz dist(£, 2\ {£}), the fill

distance by hz o := sup,cq dist(z, Z), and the mesh ratio by pzq = %. When
the underlying sets are clear from context, we will simply write h, ¢ and p.

Define the space of polynomials by P(R?) and the subspace of polynomials of
degree m or less by P,,(R?). The space of Schwartz functions is denoted S(R?).

The Fourier transform of a Schwartz function is
Ftw) = 2m) 4 [ a()emieeda,
R4
and for tempered distributions, the Fourier transform Fu is the distribution which

satisfies (Fu, ) := (u, Fy) for all v € S(R?). For m > 0, define

Sm(R?) = {y e SR?) | sup w| "™y (w) < oo}

If the distributional Fourier transform of ¢ coincides on R\ {0} with a measurable
function which represents the Fourier transform on S,,,, (R?) then it has generalized
Fourier transform of order m. Denoting the generalized Fourier transform of ¢ by
¢ : R4\ {0} — C, the above definition is equivalent to the identity

(7€ Sm(®) | S@h@)do= | Fyw)w)de.
See [17,24] for more background.

Sobolev spaces. We recall (see for instance [1, Definition 2.39]) the Bessel poten-
tial operators which are defined for tempered distributions via the formula

F(Tof) =1 +]|-P)2Ff.

For 7 > 0 we define the Sobolev space H” via Bessel potentials: that is, H” is the
space of all u € La(R?) such that J,u € Ly(R?). Tts norm is

i o= [ Fuw)(1-+ )2

For any s,7 € R, Js: H" — H7° is an isometry between Sobolev spaces.
The space H” consists of distributions u for which there exists p € P such that
(—=A)/2u—p € Ly(R?). If u has generalized Fourier transform of some order, then

‘“|H; = H| : |Ta||L2(]Rd)'

In order to work on compact sets Q C RY we also need Sobolev spaces on
domains. For k € N, we define the Sobolev space WF(Q) to be all functions u
with distributional derivatives D%u € Lo(Q2) for all |o| < k. Associated with these
spaces are the seminorms

2 . : «
luliyg ) = ) oI ullzy )
la|=k
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k .
and norms ||u||%}V§(Q) =0 |u|? ()" For fractional order Sobolev spaces, we
use the seminorm

|D%u(x) — Du(y)|
W’“+5(9 Z/ |$_ |d+2s dzdy

o=k

and norm Hu”?/l/z’““(ﬂ) = Zj:() |u|€V;(Q) +|u|?}V§+S(Q). It is well known that WJ (R9)

and H™ have equivalent norms. To ensure equivalence between seminorms, we use
Lemma [Il

Lemma 1. If u has generalized Fourier transform of order |7]/2, then the semi-
norms |ulyy ey and |ulg, are equivalent.

Before embarking on the proof, we make the following observation which allows
us to relate generalized and distributional Fourier transforms: for x € S(R) and
multi-integer o, F~H(Dk)(w) = (—iw)*F (k) (w), so F-HDk) € Sjo(RY).

Lemma 2. If f has generalized Fourier transform of order m, and |a| > 2m, then
the distributional Fourier transform ofADO‘ f is represented by the locally integrable
function: namely, F(D®f)(&) = (iw)® f(§) almost everywhere.

Proof. Let v € S(R?) and define 1 via F¢p = D*Fr. By the above argument,
Y =F HD*Fy) € S§jo(RY) and h(w) = (—iw)*y(w) holds. Then

(D*f)(Fr) = (=) y f (@)D (Fy)(x)da = (~1)I* Rdf(w)fw(l‘)dw

holds by the deﬁmtlon of the dlstrlbutlonal derivatives and by the definition of 1.
Thus (D f)(Fy) = (—1)l Jra f( £)d¢ follows by the definition of the general-
ized Fourier transform Applymg the formula for v gives

(DUFN = (D | FOiw) vw)ds = | F©)iw) (@)
and the result follows. O

Proof of Lemma [1l. Suppose u has generalized Fourier transform of order |7]/2.

In case 7 = k € N, it follows that [,, [D*u(x)*dz = [p. |F(Du)(w)[*dw =
Jga |w*@(w)[*dw for any |«| = k (the first equality is Plancherel’s theorem, and the
second is Lemma [2). Tt follows that \u|W2k Ry ~ Ul g

In case 7 ¢ N with s = 7 — |7], we use [13, Proposition 3.4] to show that, for
a multi-index |af = [7], |[D%ulg. ~ |D%u|y;sre). Applying this to the definition
gives |U"2VV2T(Rd) ~ Ylal=l7] |D°‘u\2 . The equivalence _,_ . |Do‘u|§{ ~ Jul?
follows because F(D%u)(w) = (iw)*u(w) for w # 0. O

Radial basis functions and native spaces. A function ¢ : R* — R is condition-
ally positive definite of order my (hereafter abbreviated by CPD) if the following
holds: for any finite = C R?, the collocation matriz

Pz = (p(€ - C))g,gea

is strictly positive definite on the subspace

{a ESR | (Y€ Pme1) Y aep(€) = 0}.
£eE
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EXTENDING ERROR BOUNDS FOR RBF INTERPOLATION 387

If mg <0, then ¢ is positive definite. A function which is CPD and symmetric with
respect to rotations is called a radial basis function (RBF).

A version of Bochner’s theorem [33] Theorem 8.12] asserts that if ¢ is continuous
and increases at most algebraically (so that |¢(x)| < C|z|* for some o € R) and if
¢ has a continuous generalized Fourier transform of order mg which satisfies that
$ > (0 on some open set, then ¢ is CPD of order mgy. Although more will come later,
this assumption will be in place throughout the article. It is worth noting that both
the order of the generalized Fourier transform and the order of conditional positive
definiteness have the nesting property: if ¢ has order mg then it has order mg + 1.

For a CPD function of order mg there is an associated function space, called
the native space, N'(¢), which consists of continuous functions. One may find its
construction in [30,[33]. The space has a semi-inner product (f,g) = (f, 9)n(s)
with nullspace Pp,,—1. It is complete in the sense that the quotient N (¢)/Puy—1
is a Hilbert space. We denote the induced seminorm by f + | f|ar(¢)-

If ¢ is positive definite (i.e., mg < 0), the nullspace is trivial, and N (¢) is a
Hilbert space. In this case, f ~— |f|z/(¢) is @ norm.

It is worth noting that the native space depends both on the function ¢ and
the order my; this is relevant because of the nesting property described above, so a
given CPD function will generate infinitely many native spaces (one for each order).

For any functional of the form EfeE agd¢ supported on = C R? which annihilates
Ping—1 we have for f € N(¢) that

(2.1) D acf(§) = <f72as¢(- — €)> :
N ()

ez £eE

For Z C R%, we define the finite dimensional space

Va(@) = {3 aco(-— ) 'S acbe L Pony1 |+ Py 1.

¢e= te=

For any = C R?, we have Vz(¢) C N(¢).
If = is unisolvent with respect to P,,,—1 (meaning that if p € P,,, 1 vanishes on
=, then it is identically zero), then the interpolation operator

Iz : N(¢) = V=(¢) where (Izf)|z = f|z for all f € N(¢)

is well-defined. It is the orthogonal projector onto Vz(¢) with respect to the A (¢)
semi-inner product. Note that, like the native space, the interpolation operator
depends on the order mg of conditional positive definiteness as well as on ¢ (as well
as on =).

For a CPD function ¢ which has a continuous generalized Fourier transform of
order mg, the native space can be expressed as the space of continuous functions
f which are tempered distributions, which have a generalized Fourier transform of
order mg/2, and for which [p, |f(w)|2/<$(w)dw < 00. In this case, the formula

(22) i = [ | F@T) @) e

holds. See [30L133] for details.
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3. HIGHER ORDER BERNSTEIN INEQUALITIES

Bernstein estimates for RBF approximation have been demonstrated in [27], and
more recently [20] for bounded regions. The existing literature treats the case that
the weaker norm is Ly(R9). In this section we present Bernstein inequalities where
the weaker norm is the native space. These hold for RBFs which have the following

property:

Assumption 1. We assume ¢ to be an RBF whose generalized Fourier transform
satisfies the following two inequalities almost everywhere

Cr(1+ W)™ < d(w) in R,
a(w) < Cg|w|_2T in R? \ B(0,r0)
for some exponent 7 > d/2 and constants 0 < C; < Cj.

This guarantees the continuous embedding H™ C N(¢). However, it does not
quite imply N(¢) C HT, since a may have a sharper singularity at w = 0 than
O(|w|=27). Of course, this assumption permits gg to have no singularity at all.

Under this assumption, [33, Theorem 12.3] applies (see also [26]), with a 7 de-
pendent constant Cj:

(3.1)  Amin(®=) == min > acacd(§ —¢) > CoCig”all?, =)
Z?EE agde L Pmg—1 £,CEE

This can be used to prove a bandlimited approximation result as in [27, Lemma
3.3]. To this end, for ¢ > 0, define for a tempered distribution w, the function
U := (UXB(0,0))" - By the identity (2.2), if u € N'(¢), then u, € N(¢) as well.

Lemma 3. If ¢ satisfies Assumption [, then there is k > 0 so that for any finite
set of points = C R, if 0 > max(rg,x/q), then |u — U | nr(g) < %|u\N(¢) for all
u e Vg(gﬁ)

Proof. The proof follows that of |27, Lemma 3.3], with a simple modification to
treat the requirement that o > rg. O

As in |27, Theorem 5.1] this gives rise to a Bernstein estimate. In contrast to
the result in [27], this uses a higher order smoothness norm on the right hand side.

Theorem 3.1. Suppose ¢ satisfies Assumption [l and that 0 < s <7 —d/2. Then
there is a constant C so that for any = C R? with separation radius q < 1,
| Tstulng) < Cq°ulno)
holds for any u € V(o).
Note that every polynomial space P,, is an invariant subspace of Js. This follows
from (Jsp, F) = (Fp, (1 + | -|?)*/?¢), which is a consequence of the definition of

Js. In particular, one may and then using the product rule in conjunction with the
characterization

f(Pm) = {-Fq | qc Pm} = span{doDo‘ | |O“ < m}

to obtain JsPy, = Pp,. Since P,,,—1 is the nullspace of the native space seminorm,
we have [ Js(u+p)|n(g) = [Tst|n(p). Thus for ¢ satisfying Assumption [l | Tsu|nr(4)
can be calculated, via ([2.2)), as an integral on the Fourier domain.
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EXTENDING ERROR BOUNDS FOR RBF INTERPOLATION 389

Proof. The function ¢, _ := Jos¢ satisfies Assumption[I], with 7—s in place of T, as
can be observed from its generalized Fourier transform w/T:(w) = (1+|w?)*¢(w).
An application of ([2.2) gives |jsu|j2v(¢) = JpalDees cee 8 2(1 4 w]?)*b(w)dw
for any u = 3 .= ced(- — §) € Vz(¢), which provides the identity
2
|Jsu|/2\f(¢) = Z%‘/’T—s(' ) = W|/2\/(wT,s),
te= N(r_s)

where we define @ := > .z cethr—s(- — §). Let 0 = 2max(x/gq,70). Then Lemma [3]
guarantees that W?\/(w,,q) < 4\(&)0\?\/(%4). Finally, we have

. 2 <
(@ By, = [ [ e[ Gt + o) o

lw|<o ce=

1—}—4/{2 5 o
< () I

£eE

A 2.
e’ 9| Blwpdo < Ca uli ),

since ¢ < 1. In the first inequality, we have used the fact that o is bounded below by
c>25>0,5014+0%< (%) o2. The second inequality follows automatically

if 0 = 2k/q; if ro > K/q, then the result holds with a slightly larger, rq dependent
constant, because 02° < (2r9)2% < (2r¢)%°q25. O

This applies to a number of prominent RBF families.

Example 3.2. The surface spline ¢,,, the fundamental solution to A™ on R¢ for
m > d/2, is CPD of order |m — d/2] + 1, and has generalized Fourier transform
q/ﬁ:n(w) = |w|72™ of order |m — d/2| + 1. It is, however, customary to consider ¢,,
as CPD of order mo = m, in which case [33] Theorem 10.43] shows that the native
spaces is the Beppo-Levi space

BL,,(RY) = {f € Lajoc(RY) | (V]| =m) D*f € Ly(RY)}.

The seminorm for this space is |f|n(g,.) = |flwy@®e). Then Theorem B.1] states
that for u € Vz(¢m) and s <m — d/2, we have |Tsu|gm < Cq~*|ulwm gay.-

Example 3.3. The Matérn kernels ggf, T > d/2, known also as Bessel potential
kernels, are the fundamental solutions to the (possibly) fractional operator (1—A)7
on R?. They are strictly positive definite, with native space A/ (dNJT) = H". For any
u € Ve(d,) we have ||[u||g-+: < Cq*||lul|g- as long as s < 7 — d/2. These RBFs
are discussed further in Example 4.2

Example 3.4. Various compactly supported RBFs, including Wendland’s com-
pactly supported RBFs of minimal degree, denoted ¢y 4 (where k is a parameter
derived from its construction, but related to its smoothness) satisfy Assumption
[[l Each kernel ¢y 4 is strictly positive definite, and has native space N (¢x.q) =
HF+(d+D/2(R4). Theorem [3.1] states that for any u € Va(¢4) we have

||U||Hk+(d+1)/2+s(Rd) < quSHu||Hk+(d+1)/2(Rd)

as long as s < k+1/2 —d/2. These are discussed again in Example [4.3]in the next
section.
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4. RBF APPROXIMATION WITH SOBOLEV NORMS

We now give Jackson estimates for the spaces V=(¢) using the norm ||-[| grm-+n (gay,
with 0 < n < m —d/2. Our first result involves a version of the approximation
scheme developed in [11] for RBFs which are fundamental solutions to differential
operators. This scheme was used to get approximation results with error measured
in L,(R%); we expand this slightly to error in Sobolev norms, and for RBFs satis-
fying a more general set of conditions. Specifically, we show that it provides strong
results for target functions u € H?™ having deconvolution (7/ $)V supported in €.

For this, we make a basic assumption about the radially symmetric function ¢.
Namely, that it is a smooth perturbation of a type of (essentially) homogeneous
function. To make this definition we introduce the function h, for s > 0 as

(z) = {lxls s ¢ 2N,

|z|® log|z| s € 2N.
By [22] (3.1)], it follows that
(4.1) D% (2) = ps—ja)(2) 10g(2) + gs—|a| ()

with gs_|| @ homogeneous, rational function of degree s — |a|, and p,_|q| a homo-
geneous polynomial of degree s — ||, which is zero when s ¢ 2Z or when s—|a| < 0.

Assumption 2. Suppose s and L are positive, with s > d/2 and L > s+ d. We
assume ¢ € C(RY)NCsHA-1(R?\ {0}) is radially symmetric, and there is a constant
ro > 0 so that ¢|ga\p(0.r) € CF(R?\ B(0,70)) and the following two conditions
hold

(1) there is a constant C' so that for all multi-indices || = L and |z| > ro,
1D ()| < Cla|*~17,
(2) there exist functions u,v € C*(B(0, 7)) so that for |x| < rg
¢(x) = u(x) + h(x)v(z).

Although neither Assumption [I] nor 2l implies the other, if ¢ is to satisfy both
simultaneously, with v(0) # 0 it must follow that s = 27 —d. To see this, decompose
¢ = ¢1+¢2+ @3 into three radially symmetric components such that ¢ is supported
near the origin, ¢, is supported in a neighborhood of {z | |z| = ro} and ¢3 is
supported away from {z | |z| < ro}. Assumption [2 guarantees that q/b;(ﬁ) and @(ﬁ)
are both o(|¢|~(*9), while ¢ (€) ~ |£|~(*9 due to fact that it behaves locally like
hs near the origin.

By item (1) of Assumption 2l DP¢3 € Li(R?) for all multi-indices || = L, so
@;(fﬂ < Cl¢|7F. Because ¢p € C*T4"1(RY) and it has derivatives DP¢q(z) of
order |3| = s + d which extend continuously to the boundary {z | || = ro}, its
distributional derivatives of order |3| = s-+d are in L1 (R?), so |$;(§)| = of|¢|~(s+D)
as £ = oo.

Finally, by expanding v from (2) in a Taylor series about the origin, we have
v(z) = EJL:O ¢jlz? + R(z) (the terms corresponding to odd values of j vanish, but
for the present argument, there is no advantage in omitting these terms). Near
to the origin, ¢1(x) = u(z) + Y7 ¢ cjhas (@) + hy(x)R(z) which implies that
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Chlé|=*74 < a(ﬁ) < Colé|=*? for 0 < Oy < Cq < 00, since hy has distribu-
tional Fourier transform hg(€) o< [£]757¢ on R\ {0}, and the other components of
¢1 have Fourier transform which decays more rapidly.

Example 4.1. The family of surface splines given in Example [3.2] is defined for
m > d/2 as ¢m(x) = Cpyghom—a(x). Thus, they satisfy Assumption 2 with s =
2m — d. Ttem (1) follows from (4I) and the remark following it, while item (2)
follows with © = 0 and constant v.

Example 4.2. The Matérn kernels ¢, (z) = \x|"*d/2KT_d/2(|:1:|) satisfy Assump-
tion 2l with s = 27 — d. Here K, is a modified Bessel function [14] 10.25]. Each
¢, is in C=(R?\ {0}) and satisfies the decay condition |D*¢, ()| < Cirlz|~™ for
all M and all a. Furthermore, item (2) holds by using the convergent power series
expansion

Or(@) =D aylzl? + hor—a(lz]) Y bylal®
3=0 =0

which is valid for all p > d/2. When pu — d/2 € N, this is given in both [14, Eq.
10.31.1] and [2, Eq. 9.6.11]. When p — d/2 is fractional, it follows from either
[14, Eq. 10.27.4 and Eq. 10.25.2] or [2, Eq. 9.6.2 and Eq. 9.6.10].

Example 4.3. The compactly supported Wendland kernels of minimal degree ¢y, 4,
described in [33, Chapter 9], satisfy Assumption [2]only in dimension d = 2. Indeed,
for d € N, ¢ g € C2FFL/2IF RN {0}), so when d = 2, ¢p.0 € C?FF2(R?\ {0}). In
this case, s = 2k + 1 and ry = 1. Item (1) holds because supp(¢x.a) = B(0,1).

The fact that item (2) holds follows from [33] Theorem 9.12]. Specifically,

¢r2(x) = p(|z]) for a polynomial p(r) = E;’Egz a;jr? whose first k odd coefficients

are zero. l.e., asg41 is the first non-zero coefficient of an odd power.

There do exist a number of compactly supported RBFs which satisfy Assump-
tions [[ and 2l however (the generalized Wendland functions studied in [8]). These
are discussed in section [5.2]

Our interest is to approximate functions f having the form f = ¢ x v + p, for
v € Ly(R%), with supp(v) contained in a compact set 2, and p € P,,,_1. We note
that ¢ is sufficiently smooth to allow differentiation under the integral sign:

D* /Q v(z)p(xz — 2)dz = /Qz/(z)Dad)(x —2)dz

whenever |a| < s+ d, by compactness of €, integrability of v, and continuity of
D%¢.

4.1. Approximation scheme. We consider an approximation scheme similar to
the one presented in [11]. For this, we consider a compact set @ C R, a finite
subset = C 2, and a sufficiently regular local polynomial reproduction. The latter
is amap a(-, ) : 2 x Q — R which satisfies the following conditions:

for every z € Q if dist(§, z) > Kh then a(§,z) =0
for every z € Q, Z£€E|a(§,z)| <Tr

for every p € Pr, and z € Q, ZfeE a(&, z)p(&) = p(z)

[ ]
[ ]
[ ]
e for every £ € Z, a(&, ) is measurable.
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If Q) satisfies an interior cone condition and h is sufficiently small, then [33, Theorem
3.14] guarantees existence of a local polynomial reproduction which has the first
three of these four properties. In Appendix [A] we present the modification to
[33, Theorem 3.14] which is needed to get the fourth condition (actually, we show
that each a(&,-) can be chosen to be infinitely smooth).

For any function f which can be decomposed as f = ¢ * v + p, with v € Ly(R?)
having support in , and p € P, we define the approximation scheme Tz as

121w = 3 ([ at w0e) ola = ) + pta).

ez

Remark 4.4. If L > m and v L P,,, then the coefficients A¢ = [, a(§, z)v(z)dz

satisfy

> 4ep(©) = [ v Y ol A€z = [ weple)dz =0

ges 2 ge= @
for any p € P,,. In particular, if ¢ is CPD of order mg and f = v * ¢ + p with
vV L Pmy—1 and p € Ppyy—1, then we have Tz f € V=(¢).

4.2. Approximation error. In order to calculate the error || D f—D*T=f|| 1, 4y,

we introduce, for each multi-index o with |a| < s + d, the error kernel E(®) :
R4 x Q — R, where

E(x,2) := |D(x — 2) = > a(€,2)D(z — £)].
£e=
To analyze the error kernel, we make use of polynomial reproduction in the following
way:

Lemma 4. Let L be a non-negative integer. Suppose that w C R, W is a neigh-
borhood of w, X C W is a finite set, and a € RX satisfies > ocex acp(C) = p(w)
for all p € P, along with |( —w| > r = ac = 0. For any positive integer M,
with M < L+ 1, if U is M-times continuously differentiable in a neighborhood of
B(w,r), then we have

lall,
(42 U@ - Y au©] < a2 m max DU (-
cex

Proof. We can express U(¢) = P(¢)+ R(¢), with P the Taylor polynomial of degree
M —1 centered at w. Thus, P =375 %D'BU(M)Q —w)P. For ¢ € B(w,r), the
remainder satisfies

1
ROl < 3716 = wl™ max 1DVl (B
Then [U(w) = > cx acU (O] < [|ale, max¢ <, [R(C)], and the result follows. [

Lemma 5. Suppose ¢ satisfies Assumption 2l Then the error kernel satisfies, for
|z — z| > 2K h, the estimate

s—L
cnelel (bl Z‘) & — 2| ¢ [ro — Kh,ro + Kh),

E(a)(x’z) <
Chs+d 1— ‘Oé‘ TO—KhS‘.’L'_Z‘STO—i_Kh
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Proof. We split this into three cases according to the size of |z — z|. Case [l treats
the punctured space |x—z| > ro+Kh, Case[2 treats the annulus ro—Kh < |[x—z| <
ro + Kh, and Case Bl treats the inner annulus 2Kh < |z — z| < ro + Kh.

In each case, we use Lemma Ml applied to U = D%@(x — -) at the point w = z in
W = Q using the point set X = = and the vector @ € RX defined by ac = a((, z).
By local polynomial reproduction, the hypotheses of Lemma 4 hold with r = Kh
and |lal,, z) =T

The only difference between the cases lies in the smoothness M enjoyed by U.

Case 1 (Assume |x — z| > rg + Kh). In this case, U = D%(z — ) is M = L — |a]
times continuously differentiable on R?\ B(x, 7). Under these conditions, we have
E@) (2, 2) = |U(w) — >ocex acU(Q)], so by (&.2), it follows that

B (z,2) < ChM nax, IDPU |1 (B(orchy) < CRET max DY@l (B(a—z,KR))-

We note that x := min{|n| | n € B(x—z, Kh)} > ro, so the first item of Assumption
2l applies, giving max =1 D¢l L (B@—2 K1) < Ck*~ L. Since k > %|x — z|, we
have maxy |, [[D7¢||L_ (Bz—=Kkh)) < Clz — z|*~L which implies that

s—L
E@(z,z) < ChE1l|g — 25~ F = Cps~lol (%) .

Case 2 (Assume that ro — Kh < |z — z| < ro + Kh). In this case, Assumption [2
guarantees continuity of D?¢ on R?\ {0} for |3| < s+d—1. Thus U = D¢(zx — -)
has uniformly bounded derivatives of order M = s+d—1—|a/. In this case, Lemma
[ guarantees that

E@ (g, 2) < Cpstd-1-lol A DL ]
)= soatax DUl s )

s+d—1—|al
S Ch H¢||Cs+d71 (B(O,Zro)\B(O,r0/2))'

Case 3 (Assume that 2Kh < |z—2z| < 19— Kh). Recall that item (2) of Assumption
2l states that ¢(z) = u(x) + hs(x)v(x) in this region. To treat this case, we consider
the v and hsv components separately.

By Assumption 2] we have U = D®u(x —-) has smoothness M = L — |« over the
set B(x,rg), which contains B(z,ro — Kh)\ B(z,2Kh). Thus Lemma [ guarantees
that |[DYu(z —z) = > ¢z al§, 2) DYu(z — )| < ChY~lel. Since |z — z| < ro, we have

s—L
4. ‘Da _ _ , D2 _ ’ < L—shsf|a\ |(E — Z‘ )
(4.3) u(z —z) ;6;&(5 2)D%u(x — &) < Cry T
Similarly, letting U = D%(hv)(x — ), Lemma [ gives
Do (hav)(@ = 2) = 3 a(, 2)D* (hov) (@ — €)|
£€E
< Chtlel max IDP (hs0) Lo (B2, 1))

because max|gj—r,—|q ||DﬁU||Loo(B(z,Kh)) < max|gj=r, ||Dﬁ(hsv)HLOC(B(E*LK’I))' We
can estimate ||D5(hsv)||Lm(B(w_z7Kh)) by using the inequality

IDP (hev) |l 1o (B(a—z, 1)) < Ca Z DNl Le (Bla—z k) [ PP 0 L (B2 1))
<8
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which follows with a 8 dependent constant from the Leibniz rule. By (4.I), there
is a constant so that for any |y| < L, |[D7hy(z)| < Clx|*~F on B(0,70). Since
|z — z| > 2Kh, it follows that inf{|¢| | ¢ € B(z — 2z, Kh)} > 1|z — z|, so

(4.4) D% (hsv)(z — 2) — Za(g, 2)D%(hyv)(z — &)| < ChE71ol|g — 22~ L,
€€E
The result in Case Bl follows by combining (4.3) and (4.4). O

Lemma 6. Suppose ¢ satisfies Assumption 2l Then for 0 < |a| < s+ d/2, and
0 < |x — z| < 2Kh, the error kernel satisfies

B (2,2) < (W10 4 o — 271+ 3 (g, 2) [l - g*1°).
£e=
Proof. Assumption [2] allows us to split E(O‘)(a:, z) into a totally smooth part and a
homogenous part E(®)(z,z) < Eg + Ey where
Es:= ‘Dau(x —z)— Z a(&, z)D%u(x — &)
£e=

By = D (h)( — 2) = 3 a(€, 2) D (hyo)(w — €)|

EEE

b

The smooth part is treated as in the proof of Lemma [Bl In particular, Lemma [l
ensures that

(4.5) ‘Dau(x —2) - Za(g, 2)Du(zx — 5)‘ < OpE-lol,
EEE

To treat Fg, we use the Leibniz rule and smoothness of v, to obtain

By <C Y (IDh(a - 2)| + Y Jal&,2)|IDhy(z - ©)))

y<a §€E
(4.6) < C(Ja— 271 4+ Y falg, )|l — g1,
£€E
where the second estimate follows from (4.I)). Combining (4.5) and (4.6]) gives the
result. O

Theorem 4.5. Suppose ¢ satisfies Assumption 2, f = v * ¢+ p, with p € P, and
v € Ly(RY) having support in a bounded, open set 2 having Lipschitz boundary.
Then for o with [o] < s+ d/2, the approzimation error satisfies

If = T=fllwg ®e) < ChET|v] 1, ey
Proof. We begin by considering an integer o < s+d/2. Let o be a multi-index with
1/2
la| = 0. Then we have || D f—D*T= f|| 1, (ra) = (f]Rd | fra B (z, Z)V(z)dz|2 da:)
by differentiating under the integral. Defining quantities A and B as

A= HAZ>2K}L E(a)(-,z)u(z)dz‘

Ly(R)’

B := H/ E©@ -,zuzdz‘ ,
|-—z|<2Kh G 2)ue) Lz (R9)
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we split the error into two parts: ||[D®f—D*T=f| 1,re¢) < A+ B. This corresponds
to splitting the error kernel as E(® = E; + E5, where

Es (.T, Z) = E(a) (l‘, Z)X{(x,z)\|xfz\>2Kh} (xa Z)7

EQ(x; Z) = E(a) ({E, Z)X{(m,z)Hx—zKQKh} (LE, Z)

We may control F; by Lemma [5l and F> by Lemma [6l

By integrating F(x, z) with respect to either z or z, we obtain an estimate for
the L, norm of the integral operator &, : g — [p. g(2)E1 (2, z)dz. In particular, for
1 <p<oo,

€412 ety gty < ChE1 / (lyl/h)*" dy
2Kh<|y|<ro—Kh

+ Cheta=1=lelyol({y | ro — Kh < |y| < ro + Kh})
+ Ol / (lyl/n)*~" dy.
ro+Kh<|y|<oo

To treat the first term on the right hand side, we use by homogeneity of the inte-
grand and a change to polar coordinates to get the estimate

o
R~ e / (|y|/h)57L dy < ChL—lel / potd—1+L g,
Kh<|y|<ro—Kh 2Kh

< ChL—|a|(2Kh)S+d—L _ Ch8+d—|a‘.

The second term involves the volume of an annulus having thickness proportional
to h; so vol({y | 7o — Kh < |y| < ro + Kh}) < Ch. The third term can again
be estimated by using homogeneity of the integrand followed by a change to polar
coordinates;

hsflal/ (|y\/h)57L dy < th\a\/ pdtlts—L g,
ro+Kh<|y|<oco ro

< ChL—|a\ < Chs+d—|a|

because L > s + d by assumption). So ||& d 4y < Chsta=lel Tn partic-
( Yy Lp(R4)—Ly(RY)
ular, this holds for p = 2, which gives

(4.7) A<ty gay.-

By Lemmal6l Fs(z,z) < C’(hL"O‘| + |z — z|s"°‘| + 2565|a(§, z)||3: — §\s*|a|) for
x, z satisfying |z — z| < 2Kh. This allows us to estimate B with three integrals,
each generated by one of the above terms. Defining By, By and Bj as

By = / hL_lo“|u(z)\dz‘
|-—z|<2Kh

By = / 2ty (2 dzH ,
2 |»—z\<2Kh| 1>~ (2)] La)

By = / S ate, )| 1+ —€1 1w (z) |z

|-—z|<2Kh ¢z

Lo(Rd)

Lo(R4)

By Holder’s inequality, we then have
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The first two parts can be controlled by the method used for F4, giving
(4.9) B; < ChL+d7|a‘||V”L2(Rd)v
(4.10) By < CRH 1y, ga),

since s — |a] > —d/2 > —d.
To handle B3, we apply Holder’s inequality to the sum dea‘a(f, z)‘ |- —¢|s~ el

writing |a(¢, 2)| = v/[a(€, 2)[/]a(&, 2)], and |la(-, 2)||¢, =) = > ez la(§; 2)| to obtain
172 2
A I N O (3 el =gt o) e
Re!J B(z,2Kh) L]l( ) Z
Applying Holder’s inequality to the inner integral gives
Bt [ ([ JabOlued) x
R \J B(z,2Kh)
/ Z|a & 2)| |z — §|2S |a|)| ‘ dzdz.

(z,2Kh) 56"

dzx.

By the estimate fB(m,th) la(-, ) leyz)d¢ < fB(Ith) I'd¢ < Ch4, we have

2 < Oop / / S Jal&, )] o — €201 [u(2) [2dzda.
Rt JB(x,2Kh) oz

Because a(¢,z) = 0 when |z — £ > Kh and z € B(x,2Kh), the inner sum is taken

only over £ € = which are within 3Kh from x. We use this to switch the order of

sums and integrals:

d _ ¢]2(s=lal) 2
(B3)? < Ch / Z |z — €] (/B(%QK}L)‘G(S,Z)HV(Z)‘ dz) dz

|6—a|<3Kh

< ChdZ (/B(&m) | — ¢ 1eD dx) </R Ia(ﬁ,z)llv(z>|2d2> :

EeE
The last integral can be made larger by increasing the domain of integration to
R?. At this point, we observe that fB(g,th) |z — €26 —lel dp < Cp2s—2leltd, This
leaves

(Ba)? < Ch2e—2lol+2d / (-, 2)lley ol (2) [2d=
]Rd
(4.11) < TR 242200l |y |12 o

The bound B < C’h5+d"°“||y||L2(Rd) follows from the decomposition (4.8) and
estimates (A.9), (4.10) and (411). Combining this fact with (4.7) completes the
proof in case o € N.

For fractional o with [o] < s + d, we simply interpolate between integer order
Sobolev spaces, using o1 = |o| and 09 = [o], so that 0 = oy + (1 — §)oy. This
can be done by using Holder’s inequality to estimate the Fourier characterization
of the H? norm, or to by way of the Gagliardo-Nirenberg inequality.

In either case, we have the estimate [|F|[ygre) < C|F|* “l(Rd)HF”e W (R

which ensures

s —0o 1-6 S —0o 0
If = T=fllwg < (CRH vl p,ma) (CRH72 V]| pyra))
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The result follows because h(sTd=01)(1=0)p(s+d~02)0 — ps+d—0o O

5. INTERPOLATION WITH POSITIVE DEFINITE RBF'S

With the aid of the Bernstein estimates from section [B] we show that the ap-
proximation rate of Theorem (4.5 is inherited by RBF interpolation: for this, we
consider an RBF ¢ having a native space which is norm equivalent to H™, and a
target function for which the doubling result of [29] applies.

We measure the interpolation error || f — IEf”Ha(]Rd) for suitable values of o > 0.

5.1. Main result for positive definite RBF's.

Theorem 5.1. Suppose 7 > d/2 and ¢ is a positive definite RBF' with native
space equivalent to the Sobolev space HT(RY). Suppose, further, that ¢ satisfies
Assumption 2 with s = 21 —d. If Q C R? is compact and satisfies an interior
cone condition, then there is a constant C so that the following holds. For any
f € H*> (RY) which satisfies f = ¢ * v with v € Lo(RY) supported in Q, for any
sufficiently dense subset = C Q and for o > 0 satisfying [o] < 27 — d/2, the
inequality
|f = I=fll o ®ay < CRTq" 7|V L, may

holds.

Before proving Theorem [5.1] some remarks are in order.

Using the mesh-ratio p = h/q gives ||f — I=f|lwg@) < Cp™ 7R |V 1, (ra)-
If = is such that ¢ and h are kept roughly on par, i.e., if = is quasi-uniform with
controlled mesh ratio, then this extends previous doubling results in, which held
for o < 7.

In other words, the novelty of Theorem [5.1]is that it holds in case 7 < ¢ and
[o] <27 —d/2.

Because N (¢) is norm equivalent to H™ (R?), it follows that there exist constants
0 < Oy < Cy so that for all f € HT(R?),

& [ 1F@F/o)w < [P0+ R) do <0 [ 1fwl /.

By employing an approximate identity, this shows that gg(w) ~ (14 w®)~7, so
Assumption [I holds automatically.

Proof. By the above comment, we consider o which satisfies ¢ > 7 and [o] <
27 — d/2. By hypothesis, ¢ satisfies Assumption [II Thus Theorem [B.1] applies to
Isf = T=f € Va(¢), and |To—~(I=f — T=f)lng) < Cq" 7 =f — T=f | ar(y) holds,
which implies

I=f —T=flla- <Cq " |=f — T=f|ln(g)-
Theorem [4.5] gives ||f — T=flxp) < Cllf — T=fllur < Ch7||v| L, e, while the
standard doubling argument given in the proof of [29, Theorem 5.1] shows that
I1f = I=f 13y < Nf = I=flLa@) V] o ey

Since the inequality [|f — I=f|lL,) < Ch7[|f — I=f|lw; ey holds by standard
arguments (see [33, Theorem 11.32], or the original version [25, Theorem 2.12]), we
have, by norm equivalence of the spaces N(¢) ~ H™ ~ W] (R9), that

If — I=fline) < CRTIV| Ly Ray-
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Thus, the triangle inequality gives ||[I=zf — T=f|n(g) < Ch7||V]| 1, (ray, and

(5.1) Hzf = T=flae < Cq 7R |V L, re
follows. On the other hand, a direct application of Theorem [4.5] gives
(5.2) If = T=fllae < CR* 7|Vl 1, Ry

Together, (5.2) and (5.1) give
If = I=fllae < |f = T=fllue + [[T5f — Iefllue < CR7q" 7 (|| L, (ra)
and the result follows. O

5.2. A note on compactly supported RBFs. As pointed out in Example [4.3]
the compactly supported RBFs of minimal degree constructed in [33} Chapter 9]
do not satisfy Assumption[2 unless d = 2. This is precisely because of the behavior
at the boundary of the support of ¢y 4. This can be addressed by following the
same construction, but using a radial polynomial of slightly higher degree. The
requirements of Assumption [2l may also be satisfied by other compactly supported
RBFs, of which there are many, one may find other constructions in [41[6][34].
Furthermore, it may be possible to prove Theorem [5.1] for the classical Wendland
functions with d > 2 by improving the error analysis of the 7= scheme (in such a
way that Assumption [2]is weakened), or by using a different approach altogether.

We recall here some aspects of Wendland’s construction which can be used to
construct compactly supported RBFs that satisfy Assumption [2

For a measurable function, f : (0,00) — R which is integrable with respect to
dp = sds, we define Zf(r) := [ sf(s)ds. The operator Z has an intertwining
property with the Fourier transform: the d + 2-dimensional Fourier transform of a
suitably integrable radial function f equals, as a radial function, the d-dimensional
Fourier transform of Zf, see e.g. [32] Lemma 2.1]: i.e.,

r_d/z/ FOEITDI2 g, (rt)dt
0

_ T*(d*2)/2/ If(t)td/QJ(d_m/z(rt)dt for all r > 0.
0

Define 1,(0,00) — R by )y := (1 — )ﬂ Then for spatial dimension d, and integer
0> [d/2] + 1, the function = — ty(|z|) = (1 — |z|), is radial, positive definite and
supported in B(0,1). Via Bochner’s theorem and the above intertwining formula,
x> (ZFyg)(|z|) is positive definite as well, see also [32, Eq. (5)].

The RBFs of minimal degree described in Example [4.3] are defined as ¢y 4 :=
TFapy, with £ = k+|d/2| +1. For general k, £, and f : [0,1] — R, a simple induction
gives the identity Z" f(r) = % f: tf(t)(t?> —r?)k=1dt for r < 1. In particular, the
family of functions

1—k

k A ! — (42 — p2)k-1
Trapo(r) == I‘(a)/r t(1 — t)4(t2 — r2)F1dt

can be extended to non-integer values of k and ¢; such “generalized Wendland
functions” have been introduced and studied in [§].

By collecting known results from [33] and [8], Proposition [II shows that, for
¢ > k + d, each kernel %1, satisfies the hypotheses of Theorem [5.1l In particular,
we have the compatibility between Sobolev order m and homogeneity parameter s
from Assumption [ namely s = 2m — d since both quantities equal 2k + 1.
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Proposition 1. For integers k, ¢ satisfying £ > k + d, the function
Yor R = R :a e Ty (|z))

18 a compactly supported RBF which satisfies Assumption @ with s = 2k + 1. Iis
native space, N'(1g), is norm equivalent to Wi (R?) with m = k + 451

Proof. Smoothing properties of the operator Z given in [33, Lemma 9.8] guarantee
that ZFyy € C*T#((0,00)). Since s = 2k + 1 and £ > k + d, it follows that
(+k>s+d—1,s0ZIFp, € C*T971((0,00)), as required.

Because ¢ has support in B(0,1), item (1) holds with rq = 1.

Since each application of T increases the polynomial degree by 2, Z¥), is polyno-
mial of degree 2k + ¢, and, as observed in [33] Theorem 9.12], the first k£ odd-degree
coefficients in the monomial expansion of Z¥, vanish. This also follows directly
from the formula in [8, Theorem 3.2]. By splitting into even and odd degree powers,
we obtain

2k-+£ k+1¢/2] L(e—1)/2]
Thpe(lel) = D djlal’ = | Y dajlal® | + 2T D dakgagaslal?
j=0 j=0 =0

so item (2) holds with s = 2k + 1.
k44t

The fact that N (¢y) = W, (R9) has been observed in [8, Corollary 2.4].

Specifically, the d-dimensional Fourier transform of v 1, is shown to satisty 1y (&) ~
(1+ ¢~ @21 in [8, Bqn. (2.3)]. -

6. INTERPOLATION USING CONDITIONALLY POSITIVE DEFINITE RBF'S

The CPD case requires an extra assumption and has a slightly different error
estimate. For various reasons, the target function f = v * ¢ + p € N(¢) must
satisfy the polynomial annihilation condition v L P,,,_1, which is equivalent to
the vanishing moment condition 7(£) = O(|£|™). Furthermore, the error estimate
is initially in terms of the quantity £q=(f), which can be refined in a few ways
(this is discussed after the proof).

Section [6.1] provides the analogous result to Theorem [5.1] for CPD kernels. Sec-
tions [6.2] and [6.3] give instances where the annihilation condition is guaranteed to
hold and provide bounds for the quantity £ =(f) in terms of the fill distance.

6.1. Main result for conditionally positive definite RBF's.

Theorem 6.1. Suppose ¢ is an RBF which is CPD of order mgy and which satisfies
Assumptions [l and B, with s = 27—d. IfQ C R is compact and satisfies an interior
cone condition, then there is a constant C so that the following holds. If = C §) is
a sufficiently dense set, and if f € N(¢) satisfies the decomposition f = ¢ xv +p
where p € Ppy—1, and v € Ly(R?) is a function having two properties, supp(v) C
and v L Pp,y—1, then

\To—(f = I=f)|n(g) < Cq7 7 (BT + Eaz(MIIVI| L, ra)
. f=1=fllz,
with [o] < 21 —d/2. Here Eq=(f) := %.

Proof. The estimates
\To—r(f = Tef)In(e) < CRPT 7|Vl pyay and  |f = T=flng) < ORIVl Ly(@a
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follow from Theorem [4.5] and the embedding H™ = W] (R?%) C N(¢) which implies
the estimate |Jo—-(f — T2f)In(e) S 1 To—r(f = T=f)la- S IIf — T2 fllwg @ae)- We
can treat the interpolation error in the native space by using a similar ‘doubling’
argument to that of Theorem [B.1Il1 Orthogonality gives

~ —

\f = Isflivgy = (Fs f = 1=f)ne) = /Rd V(W) (f(w) — I=f(w))dw.

Some care is necessary to apply a Plancherel-like result, since f(w)— Iz f(w) is only
a generalized Fourier transform (and also not necessarily in Ly(R%)). The identity

[ 7 (Fw) - Efw@)w = [ v@)(7(s) - Iz (0)da
Rd Q
is handled in Lemma[ll Applying Cauchy-Schwarz gives

|f = I=f o) < Wlloa@)llf = I2flla@) < Wlia@lf = I2f v Eaz(f)-

Dividing gives | f—Iz f|ar(¢) < Ea,=(f)||V] 1, (re) and applying the triangle inequality
gives [(T=f —I=f)|n(¢) < (Ch™+Ea=(f)) V[ L,we)- Because v L Py, 1, it follows
from Remark [4.4] that T=f € V=(¢). Since Tef — I=f € V=(¢), we may apply
Theorem [B.1] to obtain
\To—r(T=f = I2f)Ine) < Cq" (T f — If)In(g) < Ca™ 7 (AT + Ea2)lVll L, ra)
and the result follows. O

Under some extra conditions on the RBF, £q =(f) can be controlled by the fill
distance, yielding a result similar to the positive definite case. This is discussed
below. However, even without extra hypotheses, the term £q =(f) can be estimated
by the power function Pz(x) = supy|. . =1 |f(#) = I=f(2)], which can be estimated
by [33, Theorem 11.9].

Corollary 1. Suppose ¢ satisfies the requirements of Theorem [6.1. Then
|To—r(f = 1=f)Ing) < OqTfahde/QHV”LQ(Rd)-

Proof. Because Iz is idempotent, we have

=(f) = If = I=f = I=(f — I=f)llL.(0)

Ea

|f = I=f|ne)
< vol())/2 max,co | f(2) — I=f (x) — I=(f(2) — I=f (2))|
B |f = I=f|ne)
< (Vol(Q))l/zrmneaécPE(x).

By [33] Theorem 11.9], for £ > mgy — 1, there exist positive constants ¢y, co so that
. 1/2
Ps(z) < Cfégﬁ o — p”LOO(B(o’CQh))'

Since ¢ satisfies Assumption 2 (in particular item (2)) it follows that, if we take
¢ > 27 — d, we have minyep, |¢ — pllL_(B0,c2n)) < Ch?*/2 = Ch?7?. The result
follows by plugging the estimate Eq =(f) < Ch7~%?2 into Theorem 6.1} O

We now make the additional assumption necessary to refine g =(f) by using

the zeros lemma. We assume that gfi)\(f) < C|€|7%" in a neighborhood of the origin,
which without loss is B(0,rg) \ {0}, where ry is the constant from Assumption [II
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(by continuity of qAb) Together with Assumption [1l this is equivalent to assuming
the continuous embedding N (¢) C HT™. We also assume mg < 7, which permits
us to compare the WJ(R?) seminorm appearing in the zeros estimate and the
homogeneous seminorm of H7.

CorollarX 2. Suppose ¢ satisfies the requirements of Theorem [6.1] with mg < 7
and that ¢(&) < C[€|727 for 0 < |€| < ro. Then

|«70—‘r(f - IEf)|N(¢) < CQT_UhTHVHM(Rd)-
Proof. Because mg € N, we have mg < |7]. By the zeros estimate [21] Theorem
A4], we have ||f — I=f|L,) < Ch7|f — I=flwy®a). Because f —I=f € N(¢),
[33, Theorem 10.21] ensures it has generalized Fourier transform of order mg/2 <

|7]/2 (note that mg is an integer). Lemma [II applies and guarantees that the
W3 (R%) and HT seminorms are identical. Consequently, we have || f — Iz f|| 1, ) <

Ch™|f — I=f|;-. Because gfi)\(f) < CJ¢|7? for all € # 0, we have

If = I=fllL,) < CRTIf = I=fln(e)

It follows that £q =(f) < Ch7, and the result follows. O

)
Lemma 7. Suppose ¢, Z and f = v * ¢ + p satisfy the hypotheses of Theorem [6.1]
Then

| ) (F) = Ef)as = | via) (1) - I f(@)d

Proof. We achieve this by mollification. Let x € C°(RY) be a smooth function
which equals 1 in B(0,1/2) and vanishes outside of B(0,1). Then vy := k(-/R)VU is
a smooth test function supported in B(0, R) (since 7 is entire), hence a Schwartz
function satisfying g (£) = O(|¢]™0); here we have used the polynomial annihilation
assumption placed on v. Because f — Izf € N(¢), it has a generalized Fourier
transform of order mg/2, so

/ 7(w) (Fw) - o (w))dw = / vr(@) (f () — Iz f(x))d.
Rd Rd

Since [pa |D( w)||f(w) — I=f(w)|dw < \f|N(¢)|f I—f|N ¢) < oo, dominated conver-

gence guarantees that hmR_mo fRd VR (w) Hf |dw = 0. The fact
that f — Ief € N(¢) also guarantees that 1t is contlnuous and has slow growth.
Thus, for any compact set K, we have

}%E{l)o/h/}{ —v(@)||f(z) (z)|dz = 0.

If K D Q then vg(z) — v(z) = vr(z) when z € R?\ K. Writing vz as a con-
volution, namely vgr(z) = R? [v(y)rV(R(z — y))dy, it follows that |vg(z)] <
CRY(1 + R dist(x,Q))~%, where we have used that  is a Schwartz function and
v € L is supported in ). Because f and Iz f have algebraic growth, the estimate

)|dz < CR? =™ d
/Rd\K|VR( @)/ @) (2)|da /Rd\K (1 + Rdist(z, Q)L "

< CRd_L/ |z|™~Ldz — 0
R\ K

holds and the lemma follows. O
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In the next subsections, we consider two applications of Theorem [6.1l The
first considers a RBF where gZA) has an algebraic singularity at the origin which
determines the order of conditional positive definiteness. The second treats surface
splines, considered in Examples [3.2] and [4.1] which do not satisfy the hypotheses of
Theorem [5.1]

6.2. RBFs with algebraic singularities. In this subsection we assume gZA) has a
singularity similar to |w|~%0~? near the origin. If the other conditions of Theorem
[6.11hold, then Lemma [§ shows that v L P|g, /2

Because | - |~#o~9* is locally integrable if and only if a > By, it follows that if ¢
has a generalized Fourier transform of order mg, then 2mg > [y, since the function
W |w|?mo QAS(w) must be locally integrable. Consequently, if mq is minimal in the
sense that mo = [Bo/2] + 1 then v L P|g, /2 implies v L Ppy_1.

We note that this is sufficient to treat surface splines of order m having the
unconventional order mg = |m — d/2| + 1; i.e., with auxiliary polynomial space
Plm—ds2)- As mentioned in Example [3.2] Q/S,\n = [£]72™, s0 By = 2m —d in this case.
The conventional situation of surface splines with CPD order mg = m is treated in
the next section.

Another example which this section treats, which is relevant to the pseudo-
spectral methods mentioned in section [1 is the case of a differential operator like
L = 1— A applied to ¢,,. In that case, one can see that Assumption [ holds
from the Fourier transform: Eqﬁ\m(f) = (1 + [£]?)|¢|7™, although the singularity
at 0 does not match the decay at infinity. Assumption 2] holds in this case, too,
as can be easily checked. Finally, Corollary 21 does not apply in case, because the
singularity |¢|72™ is sharper than the decay at infinity |£|>~2™. In this case, one
could use Corollary [l

Lemma 8. Suppose ¢ is CPD of order mg for which there is a neighborhood B(0,r)
of the origin where the following two conditions hold:

o there is C so that g/i)\(w) < Clw|=Po=? g.e. in B(0,r)

° fB(Om) $(§)|w|6°| log w|~tdw = cc.
If f € N(¢) has the form f = v * ¢+ p, with v € Ly(R?) having compact support,
then v L P|g,/2)-

Note that the above hypotheses are met if there are constants 0 < ¢ < C' < oo
such that cjw|#~9 < ¢(w) < Clw|=P~< a.e. in B(0,r).

Proof. Assume without loss that » < 1. By [33, Theorem 10.21], since f € N (¢)

it has a generalized Fourier transform which satisfies f/ (@—1/ 2 € Ly(RY). By
Hoélder’s inequality,

/ |F@)]|w]®/?  log w| "} duw
B(0,r)

< ([ iFormeas)” ([ oot
R B(0,r)

holds, so w — | f(w)|w|?/2|logw|~! € L1(B(0,r)).
Since the support of v is compact, U is entire. Let k € N be the smallest integer
for which there is a multi-index « such that D*7(0) # 0. By Taylor’s theorem, we
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can write 7(z) = Hy(z) + R(2), where R(z) = o(|z|¥) as 2z — 0. Here Hy is the
Taylor polynomial of degree k at 0; it happens to be homogeneous because of the
minimality of k.

For O} € C>®(S%1) defined by Hy(z) = |2|*Ox(z/|z|), the set

¢i={ces™™ | 10u) > 310kl }

is open and non-empty. Thus, in the cone {z € RY | z/|z| € C}, we have that
|Hy(2)| > 31Okl |2|®. Since R(z) = o(|z|¥), there is ro > 0, and a corresponding
neighborhood R := {z | |z| < ro, z/|z| € C} such that

N 1
(v2€R) 19(:)] = {1Ollocll*

~

Since V(w) (w)/c/ﬁ\(w), we have, for w € R, that
|F (@))% log w| ™ = [P(w)[$(w)|w]®/*| logw]| ™!

S) co _
> 1Ol 3 o/ g .

Since C has positive measure, the integrability of the right hand side guarantees
that k > 5y/2. Because k is an integer, k > 1+ |80/2], and the result follows. O

6.3. Surface splines. Suppose now that ¢,, is the fundamental solution to A™ on
R, Then ¢,, is CPD order mg = m, with N'(¢,,,) = BL,,(R%). We also assume the
boundary of Q is C*° (rather than merely Lipschitz), and express its outer normal
by 7 : 9Q — S?~L. In this case, we replace the condition

(6.1) f=v%¢m+p € BL,(RY) with v € Ly(RY), supp(v) C Qand v L P,
by a stronger version:
2m

(6.2) the unique Beppo-Levi extension f. of f|q is in WQ’ZOC(Rd)

which will ensure that the conclusion of Theorem [6.1] holds.

If f e Wim(Q), then [23, Theorem 8.2] shows that the Beppo-Levi extension
BL,,(R?) (i.e., the native space extension) can be written as fo = ¢, * vy + p.
Indeed, as described in [23] Section 8.2], we have that

m—1
(63) Vg * Qsm = /QAmf(a)(bm( - a)da + Jgo AQ Njf(a))‘j,oc¢m(x - a)da(a),
where

DzAU-D/2 jis odd
and the operators N; : W3™(Q) — L2(92) are from [23] Theorem 2.4].
Lemma 9. If Q has C* boundary, then the condition (6.2) implies (6.1)).

Proof. Suppose (6.2) holds. Let Q C B(0,R), for some R > 0. Then because
fo € W2™(B(0, R)), the trace theorem guarantees that A f. € Wy 7 ~(99Q) for
0 < k < 2m — 1; in particular, the trace /\g from Q) coincides with the trace A,
from R4\ Q.

TrAI/2 | is even,
Mf:{ f J
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By the jump conditions |23 Corollary 3.4] for layer potentials
Vio= [ (@)t = a)io(a),

which state that )\jng — X\;Vijg = (=1)7g, we have that N;f = 0. Thus (6.3)
consists only of one term, and v; = A™f € Ly(R%), which is supported in Q.
Finally, [23| Lemma 8.1] guarantees that vy L Pp,_1. O

In case (6.2) holds, Corollary [2 applies and
\To—m(f = I=f)|gm < Cq""TR"[V]| Ly (0)-

Furthermore, because f and Iz f have generalized Fourier transforms of order m/2,
we can use Lemma[Ilto ensure that |f — Iz flwg ga) ~ | f —I=f|m- whenever o > m,
so for m < o with [o] < 2m — d/2, we have

(6.4) |f = I=flwg < CIf = I=flg. <Cqg" 7R ||[v] Ly

Here we have used that |u|z. < |Js—m(u)|gm when o > m. In particular, if the

point set = is quasi-uniform with mesh ratio p, we have, with p dependent constant,
|f = I=flwg @ay < CR*™ 7|V Ly(0)-

Remark 6.2. A necessary and sufficient condition for f € W2™(Q) to satisfy (6.2)
is that f € ﬂ;”;olker(Nj); this is [23] Corollary 8.3].

Remark 6.3. A condition which implies (6.2) has been considered by Gutzmer and
Melenk in [19]. Namely, that f satisfies natural boundary conditions:

(6.5) feWZm™(Q) and D*f(x) = 0 for z € 9Q and m < |a| < 2m — 1.

The result [19, Lemma 2] shows that if f satisfies (6.5, then f satisfies (6.2). Thus
(6.4) provides a higher order counterpart to their result, then [19, Theorem 2] shows
that for sufficiently dense = C €,

\f = I=flwr@) < R flwzm )

holds for & < m. We note that the results of [19] hold under more general conditions,
namely for 2 having Lipschitz boundary without the assumption of quasi-uniformity
on =.

APPENDIX A. REGULAR LOCAL POLYNOMIAL REPRODUCTIONS

Lemma 10. If Q C R? is compact and satisfies an interior cone condition, then
for every L > 0, there exists a constant K depending on L and the cone aperture,
and hg > 0 depending on L and both cone parameters, so that for any finite subset
2 C Q with h(Z,) < hg there is a stable, local polynomial reproduction of order L.
Le., there is a map a(-,-) : Zx Q — R which satisfies the following four conditions:

(1) for every z € Q if dist(§, z) > Kh then a(§,2) =0
(2) for every z € Q, Z£€E|a(§,z)| <3

(3) for every p € Pr, and z € Q, ZfeE a(&, z)p(&) = p(z)
(4) for every & € E, a(€,-) is smooth.
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Proof. Let N := dimPy. Select a basis {p; | 1 < j < N} for Pr. Then the result
[33, Lemma 3.14] guarantees the existence of a map @ which satisfies items (1)—(3).
Indeed, for every z € Q, E&E’d(ﬁ, z)’ < 2 and if dist(&, z) > Kh then a(, z) = 0.
Let K = K+ 1. Pick y € Q. Let Zg := ZN B(y, Kh). Because = is unisolvent,
it contains a unisolvent subset Z C Z, with #Z° = N (i.e., it contains a subset
which is poised for interpolation by Pr). Enumerate 2= {&,...,&n}, and let
=t .= \:b
o =D \ 2.
Consider now the C* function F : R? x RV — RY defined by

(F(z,b)) Zbkpj &) = Y al¢y)p;(Q)-

cest

For by := a(-,y) =, F(y,bo) = 0, and DyF(x,b) = (ZTFi) = (pj(&)) is the Van-
dermonde matrix for Z° and is therefore non-singular for all z. By the implicit
function theorem, there is B(y,71) and a smooth function g : B(y,r1) — R¥ so
that g(y) = bo = a(-,y) |z» and F(z,g(z)) =0 for all z € B(y,r1).

Note that [[g(y)|l¢, vy < 2 = [la(-,y) [z |l z#)- It follows from continuity of g

that there is ro € (0,71) so that we for all z € B(y,r2)

lg(@)lleymyy <3 =@l y) |z e (=z2)-

By decreasing the radius even further, i.e., taking r(y) := min(ra, h), we have that
for every z € B(y,r(y)) and for every & € o, we have dist(z,§) < Kh, since
dist(y, &) < Kh.

For x € B(y,r), set

and note that a, is a local polynomial reproduction of order L, locality K and
stability 3 in B(y,r).

By compactness, there is a finite cover of the form 2 = U]]Vil B(y;,7(y,)). Denote
by a;j : £ x © — R the extension by zero of a,, : Z x B(y;,r(y;)) — R. Let
(’(/)j)jzlmM be a smooth partition of unity subordinate to this cover: i.e., consisting
of functions 1; : @ — [0, 1] with supp(¢;) C B(y;,r(y;)) and Ej\il ;= 1.

Then a : E x Q — R defined by a(§, 2) := ZJ 1¥j(2)a;(€, z) is a smooth local
polynomial reproduction, since

M M
Y op@alé2) = () D pOas&2) = D w(2)p(z) = p(2).

¢es j=1 ¢e= j=1
s

We have also that = | Z;Vil Y(2)a; (€, 2)| < 3, s0 a has stability constant I' < 3.
Finally, for z € €, if a(2,&) # 0, then for some j, z € B(y;,7(y;)) and a;(&, z) # 0.
But this implies that |z — | < Kh. O
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