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Global storm-resolving models (GSRMs) have gained widespread interest because of the
unprecedented detail with which they resolve the global climate. However, it remains difficult to
quantify objective differences in how GSRMs resolve complex atmospheric formations. This lack

of comprehensive tools for comparing model similarities is a problem in many disparate fields that
involve simulation tools for complex data. To address this challenge we develop methods to estimate
distributional distances based on both nonlinear dimensionality reduction and vector quantization.
Our approach automatically learns physically meaningful notions of similarity from low-dimensional
latent data representations that the different models produce. This enables an intercomparison of
nine GSRMs based on their high-dimensional simulation data (2D vertical velocity snapshots) and
reveals that only six are similar in their representation of atmospheric dynamics. Furthermore, we
uncover signatures of the convective response to global warming in a fully unsupervised way. Our
study provides a path toward evaluating future high-resolution simulation data more objectively.

The Earth’s atmosphere is a complex system, with many different factors influencing its dynamics on scales rang-
ing from microns to thousands of kilometers. Thanks to modern high-resolution global Earth system models,
much of this complexity can now be captured with unprecedented accuracy, down to the “storm-resolving”
scale of several kilometers'~*. By explicitly resolving fundamental nonlinear and high-resolution processes like
deep convection (precipitating clouds) formation, these models can address longstanding issues with cloud and
precipitation patterns in conventional climate simulations®~'°. However, despite these advances, there remain
substantial differences in how these models are designed, which contribute to uncertainty in their weather and
climate predictions*. While attempts have been made to validate and compare ensembles of these models, this
has traditionally been done using coarsened statistics, such as annual averages, guided by physically informed
approaches. A community goal is to directly compare models at the scale of storm formation, which could
improve understanding of the consequences of different design decisions and help narrow the uncertainty of
cloud-climate feedback®!!-'3.

One of the biggest challenges with understanding those simulations’ output is the massive amount of high-
resolution data produced. This can quickly become overwhelming, as seen in the first inter-comparison study of
Global Storm-Resolving Models (GSRMs), the DYAMOND project?. For just 40 days of hourly simulation out-
put, nearly two petabytes per GSRM were generated. This means that storing the data is a significant hurdle and
analyzing it is even more challenging. To get around these barriers to understanding those simulations’ results
simpler dimensionality reduction methods such as clustering and projections are traditionally used. However,
these methods may not fully capture the non-linear relationships embedded in small-scale physical processes,
which are what make these simulations so valuable'*-'6.

To gain more insight and confidence in these climate predictions, we need objective ways to quantify changes
in convective organization, identify models that are outliers, and more comprehensively analyze modern
GSRMs*!7. As intercomparisons of multiple GSRMs across multiple climates were not available at the time of
this work, this paper proposes a novel kind of comparison: we compare models based on their high-resolution
simulation data of the present climate. In machine learning terminology, we quantify differences between GSRMs
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based on the notion of distribution shifts across different simulated data sets. This approach enables a fully data-
driven approach towards model inter- and intra-comparisons.

Our contributions are threefold. (1) We introduce novel methods and metrics utilizing unsupervised machine
learning techniques, specifically variational autoencoders (VAEs) and vector quantization, to systematically ana-
lyze and compare high-resolution climate models. This approach compliments traditional physically informed
analysis allowing for a detailed inter-comparison of nine diverse GSRMs informed by the small-scale convective
organization unique to these detailed simulations. (2) Our analysis uncovers inconsistencies in the representa-
tions of tropical convection among GSRMs, highlighting the need for further investigation into parameteriza-
tion choices. (3) Our study provides insights into the impact of climate change on high-resolution simulations.
In a fully data-driven fashion, we identify distinct signatures of global warming, including the expansion and
intensification of arid, dry zones over the continents and the concentration of deep convection over warm waters.

Data: storm-resolving models and preprocessing

This paper examines high-resolution atmospheric model data (5 kilometers or less horizontally) provided by
the DYAMOND project®. To simplify modeling, we focus our new unsupervised method on the vertical velocity
variable, giving us information about updraft and gravity wave dynamics across different scales and phenom-
ena. Specifically, we consider eight different DYAMOND GSRMs: the Icosahedral Nonhydrostatic Weather and
Climate Model (ICON), the Integrated Forecasting System (IFS), the Nonhydrostatic ICosahedral Atmospheric
Model (NICAM), the Unified Model (UM), the System for High-resolution modeling for Earth-to-Local Domains
(SHIELD), the Global Environmental Multiscale Model (GEM), the System for Atmospheric Modeling (SAM),
and the Action de Recherche Petite Echelle Grande Echelle (ARPEGE). In addition, we include SPCAM, a
Multi-Model Framework (MMF) that embeds many miniature 2D GSRMs in a host global climate model'*".

We extract two-dimensional image-like snapshots of the original 3D vertical velocity data (pressure/altitude
vs. longitude), which are taken every three hours. We use 285,000 randomly selected samples from each model
(160,000 for training, 125,000 for testing), spanning the 15 S-15 N latitude belt and representing diverse tropical
convective regimes. The GSRMs’ varying horizontal and vertical resolutions and other sub-grid parameterization
choices are detailed in Tables 1 and 2 of*. Figure 2 and Movie S1 provide example data. These selected datasets
provide us with a comprehensive testbed of vertical velocity imagery.

Besides comparing different GSRMs on the present climate, we also consider data produced by a single
model, but for different simulated climates. Here, we use SPCAM to simulate global warming by increasing
sea surface temperatures by four Kelvin. We treat this as a proxy for climate change, where we consider spatial
and intensity shifts between convective updrafts in two simulated climates. The use of the SPCAM model is a
pragmatic choice which facilitates exploration of climate change emulation, due to its computational efficiency
compared to GSRMs? that allows sampling of multiple climates, and the known characteristics of its climate
change behavior'®. The use of the SPCAM model is essential for climate change emulation as at this point no
climate change simulations exist from DYAMOND*.

Unsupervised model intercomparison

Our approach is based on variational autoencoders (VAEs)?!, a deep learning approach to dimensionality reduc-
tion and density estimation. (For more details, see “Methods”.) VAEs are probabilistic autoencoders that use
neural networks to embed data in a low-dimensional “latent” bottleneck representation termed the “latent space”
From there, the VAE attempts to reconstruct the original data with minimal information loss. At the same time,
VAEs impose a regularization on the latent space that encourages the latent representation to have a simple
structure so that the latent representation can be used to discover patterns in high-dimensional data. The tradeoff
between both tasks is a manifestation of the rate-distortion tradeoff from information theory* and forms the
basis for deciding on an architecture.

In order to facilitate the discovery of hidden structure in the latent space, we additionally cluster the embed-
ded data using k-means clustering. In machine learning terminology, such an approach is also called vector
quantization (see “Methods” for details), in particular if the number of clusters is large. We find that VAEs are
essential to our dimensionality reduction task. Directly attempting the clustering in the raw data space does not
result in stable and reproducible clusters. Likewise, a simpler dimensionality reduction technique such as PCA
also fails to create robust results (Fig. 8). Furthermore, we find that the VAE-based clusters are interpretable and
correspond to different convective and geographical phenomena, which will be discussed next. Finally, we show
that working with a large number of clusters gives rise to natural similarity metrics across GSRMs (Fig. 3). See
the Supplementary Information for more details.

Latent space inquiry uncovers differences among storm-resolving models

As follows, we will provide evidence that the learned low-dimensional representations are semantically mean-
ingful and can be well-described using only three learned latent clusters that correspond to distinct convective
organizations.

Cluster characterization

As a first qualitative analysis, we can learn a shared clustering across the dimensionality-reduced data of all

nine GSRMs (Fig. 3). Since the latent space is 1000-dimensional, we plot the dominant two (or three) principal

components for visualization purposes. Each data point is colorized according to its cluster assignment, i.e., its

nearest cluster, where each cluster has a unique color. We find that the VAE organizes convection in the way an

atmospheric scientist might?***. By analyzing each cluster in the latent space’s vertical velocity kinetic energy
w'w’ profiles (which can be thought of as a measure of the variance in vertical velocity at each vertical level of
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the atmosphere), we find a clear distinction between top-heavy (deep) and bottom-heavy (shallow) convection
types. Furthermore, plotting the proportion of each of the three clusters for every spatial coordinate separately
reveals a distinction of one cluster dominating over land, and two over oceans. We thus find that the three
dominant clusters represent marine shallow convection (blue), deep convection (red), and continental shallow
convection (green) (Fig. 4).

Qualitative model intercomparison
Inspecting the dimensionality-reduced data along with the learned latent clustering and spatial visualization
(Fig. 4) gives unique qualitative insights into commonalities and differences across GSRMs. While most GSRMs
share similar distributions in the latent space, Fig. 3 reveals that the SPCAM and SAM models show systematic
differences compared to the other ones (Fig. 3 g, j vs. all). SAM reveals a differently-shaped deep convection cluster
(Fig. 3j, red regime). SPCAM shows an unusual deep convection cluster adjacent to the marine shallow (blue)
mode. A closer inspection of the v w’w’ profile shows a unique regime of continental convection with a short
horizontal scale of variability for SPCAM, particularly near the surface of the Earth (Fig. S9b, red line vs. all).
For SAM, the v w'w’ profile of deep convection is much more intense than that of other GSRMs, especially in the
upper atmosphere (Fig. S9b; blue line). These differences in intensity statistics and vertical structure help explain
the unusually wide extent of the deep convection cluster on the latent space projection (Fig. 3j, red cluster vs. all).
A further inspection of the GSRMS’ relative cluster proportions (Fig. S10) confirms this perspective. SPCAM
and SAM differ significantly from the other models (Fig. S10, second and third rows vs. bottom six). These two
divergent GSRMs contain high proportions of stronger convection types, consistent with our previous analysis
(Fig. 3 and Figs. S5-7, S9). For ICON, we find similarly pronounced differences in cluster proportions, showing
a higher proportion of strong convection types (continental shallow and deep). While these were primarily
qualitative findings, we will quantify distributional differences across GSRMs next.

Dynamic consistency between high-resolution climate models

In our analysis, we delve into a comprehensive inter-comparison of various GSRMs on a distributional level,
aiming to uncover both commonalities and disparities across their entire simulated datasets. The idea behind
the following approach is to consider model dissimilarities or distances as distribution shifts. In the machine
learning literature?, such shifts occur in various contexts (e.g., changing lighting conditions in videos, medical
data from different hospitals, etc.) and are usually associated with a degradation of the trained classifier. In
contrast, we consider an unsupervised version of distribution shift assessment and use it to assess similarities
between simulation data sets.

ELBO scores

To initiate this comparison, we turn our attention to the VAE’s training objective, the Evidence Lower Bound
(ELBO) (Eq. 3). As detailed in “Methods”, this metric serves as a reflection of the model’s likelihood estimate for
each observation, indicating the probability of a particular sample’s occurrence. Examining the probability density
function (PDF) of ELBO scores offers a distinct and unique fingerprint for each GSRM. The ELBO also aids in
measuring disparities between different data distributions, making it a pivotal tool in our analysis. Utilizing a
common encoder model, we visualize the PDF of each GSRM test dataset, providing valuable insights into the
intricacies of their respective data distributions.

Figure 5a shows nine resulting PDFs, where the red lines corresponding to ICON, SPCAM, and SAM have
different distributions than the (blue lines denoting the) other six GSRMs. Specifically, the ELBO PDFs of ICON,
SPCAM, and SAM are more right-skewed and less symmetric, confirming our earlier findings of a “majority”
group involving most GSRMs, and a “minority”/“outlier” group involving ICON, SPCAM, and SAM.

Assessing GSRM distances using vector quantization

In order to further quantify the distribution shifts between different GSRMs, we revisit our non-linear dimen-
sionality reduction and clustering technique from before. But crucially, for a more quantitative comparison, we
partition the latent space into a large number of regions, essentially through k-means clustering with a large
(K = 50) number of clusters. As before, we then attribute each data by their nearest cluster centroid. This tech-
nique is called vector quantization and is commonly used in the context of data compression®”**. This discrete
representation has the advantage of making certain computations tractable. In particular, it allows computing
statistical distance measures between (discrete) data distributions, such as the symmetrized Kullback-Leibler
(KL) divergence. See “Methods” for technical details. Using this approach, we present a matrix of pairwise simi-
larities among the nine GSRMs (Fig. 5b-g).

Figure 5g shows the results of the analysis, where a dark red indicates a high distance between models. We
make two observations: firstly, three GSRMs (SAM, SPCAM, and ICON) exhibit a significant dissimilarity with
respect to each other and with the rest of the models. Secondly, a group of “similar” models (GEM, UM, NICAM,
IFS, SHIELD, ARPEGE) shows a relatively high degree of mutual similarity. It is worth noting that Fig. 5b shows
similar results; here we use a lower but physically interpretable cluster count (K = 3).

Our results obtained from vector quantization align well with our earlier investigations in “Latent space
inquiry uncovers differences among storm-resolving models”. In both approaches (“Latent space inquiry uncovers
differences among storm-resolving models”, “Dynamic consistency between high-resolution climate models”),
we found a split between six similar GSRMs and three divergent GSRMs. Specifically, our analysis revealed that
ICON had a lower proportion of shallow convection compared to other GSRMs, SAM contained unusually
intense “Deep Convection’, and SPCAM exhibited small scale turbulence with distinct profiles of \/;,7;,7 show-
ing unusual updraft intensity near the earth’s surface not seen in other GSRMs.
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Though we have put much of the focus on using our framework to identify unique GSRMs and hone in on
the causes behind these inter-GSRM differences, the apparent similarity among the GEM, UM, NICAM, IFS,
SHIELD, and ARPEGE models is another key finding of our approach. This conformity mirrors what we found
by inspecting the latent representations (Figs. 3, S5-7), the vertical structure of the leading three convection
regimes (Fig. S9), and the proportion of each type of convection in the simulation (Fig. S10). It would be worth
elucidating the degree to which the similarity between these GSRMs is a reflection of DYAMOND GSRM:s better
representing observational reality than coarser GCMs or an artifact of the inter-dependence of climate-models
occluding the interpretation of a multi-model ensemble?, but this question is outside the scope of our present
work. Instead, we will move on from inter-GSRM comparisons in the same climate state to a comparison of
different climate states.

VAEs extract planetary patterns of convective responses to global warming

The assessment of the distribution shift is a powerful tool for comparing different climate models, but also for
investigating the impact of global warming on atmospheric convection. In this section, we apply our approach
to the SPCAM model, which provides simulation data for two different global temperature levels: present-day
conditions and a scenario with +4 K of sea surface temperature warming. Besides predicting changes to the
vertical velocity profiles, we can also identify geographic regions that are most affected by climate change.

In order to investigate the geographic effects of global warming on convection and specific regions where
convection undergoes the most significant changes, we build on the methods described in “Latent space inquiry
uncovers differences among storm-resolving models” by first learning global convection clusters and initializing
three cluster centers (K = 3) for physical interpretability. We then stratify the SPCAM data by their latitude/
longitude gridcell and calculate location-specific cluster proportions based on the fixed cluster centers. These
proportions (71, 72, w3) with 7y + w2 + 73 = 1indicate the fraction of the data being assigned to each cluster
K € {1,2,3}; see “Methods” for details. We can now visualize the geographic distribution of these cluster
proportions and identify the dominant convection types in each region (see Fig. S11).

When we examine the latent space of SPCAM, we again three distinct regimes of convection. The first mode
corresponds to deep convection over the Pacific Warm pool, almost identical to the other GSRMs. A second
mode of shallow convection dominates over areas where air is descending, both over continents and the oceans.
In contrast to the other GSRMs, which treat continental connection as a single regime, we have identified a third
unique mode that we call “Green Cumulus,” which is exclusively found over specific sub-regions of semi-arid
tropical land areas (see Fig. S11a).

Changing probabilities of convective modes in response to global warming
We again use technical notation to measure the shift in convection patterns between the control and warmed
climates. We first encode our dataset into a latent space and cluster the encoded data using K-means. The fraction
of data assigned to each cluster represents the prevalence of each convective regime in the dataset. We can use
these “cluster assignment” vectors to identify the spatial pattern of each type of convection across the tropics. By
comparing these normalized probabilities between the control and warmed climates, we can objectively quantify
the chan e in the atmosphere’s structure with warming, which we refer to as a distribution shift. Specifically, let
K, 79K, 79K denote the cluster proprotions at present temperatures, and (7r; K 7y K 3+ 4Ky the correspond-
1ng quantities in a climate globally warmed by four Kelvin. Then, the probablhty shifts Amry = (7" K _ 7 X) for
K € {1, 2,3} reveal the effects of climate change on convection patterns.

The most prominent signal of climate change that our analysis captures are the shifts in deep and shallow
convection across different geographic regions. Figure 6a shows that shallow convection is increasing over
areas of subsidence, while Fig. 6b shows a corresponding decrease in deep convection over these less active
oceanic regions. Simultaneously, Fig. 6b depicts an expected increase in the proportion and intensity of deep
convection over warm ocean waters and particularly the Pacific Warm pool®, with shallow convection becoming
less prevalent in these unstable areas. Finally, as shown in Fig. 6¢, the rare “Green Cumulus” mode becomes more
common over semi-arid land masses, consistent with the overall intensification and expansion of arid zones (dry
get drier mechanism)**2

We find evidence of the vertical shift in the structure of each convective regime as temperatures warm,
as shown in Fig. 6d. The upper-tropospheric maximum in v w’w’ shifts upwards with warming. This finding
is consistent with the expected tropopause vertical expansion induced by climate change®***. Additionally, a
reduction in mid-tropospheric Vw'w’ can be explained by the decrease in vertical transport of mass in the
atmosphere due to the enhanced saturation vapor pressure in a warmer world*>*°. The decrease in lower-
tropospheric vVw'w’, indicated by the blue lines, corresponds to a decrease in marine shallow convection
intensity, which we believe is evidence of marine boundary layer shoaling®. Finally, beyond the median v w'w’
statistics, we see an increase in the upper percentiles of deep convection (Fig. S12b), revealing an intensification
of already powerful storms over warm waters, consistent with observational trends?C.

The expected geographic and structural effects of climate change become apparent by inspecting the latent
space’s leading three clusters, showing that VAEs can quantify distribution shifts due to global warming in a
meaningful and interpretable way.

Global warming impacts on rare “Green Cumulus” convection

Finally, we hone in on the unique ways in which “Green Cumulus” Convection changes with a warming climate
as inferred from our unsupervised framework. Within SPCAM, this sub-group of continental convection
corresponds to a rare form of convection that was first identified by*®. We choose to formally adopt the unique
label of “Green Cumulus” here due to the near total overlap between the geographic domain of this subsection
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of continental convection in SPCAM and the regions of the highest proportion of “Green Cumulus” convection
identified in satellite imagery (Figure 6a in*®). Both our results and*® identify this convection primarily over
semi-arid continents (Fig. S11a). Despite its existing identification in literature, is not traditionally included in
the analysis of tropical convection®?**. This is due both to its rarity and the fact that previous efforts to “rigidly”
classify it fail to identify statistically significant differences in physical properties between “Green Cumuli” and
other existing convection types*’. However, the clustering of the latent space of SPCAM immediately separates
“Green Cumulus” out into its own unique mode distinct from the rest of the continental convection.

By geographically conditioning the latent space cluster associated with “Green Cumuli” we can not only
confirm the regional patterns of the mode, but we can begin to uncover unique physical properties behind its
formation and growth. Looking at the condition of the atmosphere in these geographic regions during the times
when “Green Cumuli” dominate, we identify consistent signatures of very high sensible heat flux, relatively low
latent heat flux, and the smallest lower tropospheric stability values (as defined in*') (Fig. $13). This unique
atmospheric state at locations of this convective mode, combined with its very distinct v w’w’ profile (Green lines
in Fig. 6d), suggests it does in fact deserve to be separated out from other types of convection despite its scarcity.

Although other studies have made note of this convective form**-*, our distribution shift analysis shows that
“Green Cumuli” expand as global temperatures rise (Fig. 6¢). We observe that both the proportion and geographic
localizations of “Green Cumulus” increase in a hotter atmosphere—this is likely aided by expected dry-zone
expansions®*2. Comparison of these “Green Cumuli” v'w'w’ cluster profiles between the control and warmed
climates also shows a substantial increase in the associated boundary layer turbulence (Fig. S12c). This suggests
two trends as the climate changes: (1) “Green Cumuli” will become more frequent over larger swaths of semi-
arid continents in the future and (2) when “Green Cumuli” occur, they will be even more intense. Unsupervised
machine learning models here proved capable of isolating rare-event “Green Cumuli” and capturing its climate
change signals, synthesizing dynamic analysis and allowing new discovery.

Discussion

We introduced new methods and metrics to compare high-resolution climate models (global storm-resolving
models—GSRMs) based on their very large output data by using unsupervised machine learning. Systemically
comparing models and providing an understanding of the effect of climate change in such high-fidelity high-
resolution simulations has been challenged by their enormous dataset sizes and has limited progress. Our
new unsupervised approach relied on a combination of non-linear dimensionality reduction using variational
autoencoders (VAEs) and vector quantization for an unsupervised inter-comparison of these storm resolving
models. Beyond inter-model comparisons, we also compared global climates at different temperatures and
developed new insights into the changes in convection regimes.

Our data-driven method provides a complementary viewpoint to physics-based climate model comparisons,
potentially less susceptible to human biases. For example, we could independently reproduce known types of
tropical convection verified through examination of the geographic domain and vertical structure. At the same
time, our machine learning methods facilitate an intuitive understanding of simulation differences.

Our distributional comparisons identify consistency in only six of the nine considered storm resolving
models. The other three (SAM, SPCAM, ICON) deviate from the larger group in their representations of the
intensity, type, and proportions of tropical convection. These divergences temper the confidence with which we
can trust GSRM simulation outputs. Note we cannot rule out the possibility that one of the divergent GSRMs may
still be reflecting observational reality better than the majority group. We leave this comparison to observations
for future work.

Our work suggests the need to further investigate the parameterization choices in these high-resolution
simulations. In the DYAMOND initiative, ICON was configured at an unusually high resolution (grid-cell
dimension of 2 km) so that typical sub-grid orography and convection parameterizations were deactivated*.
In the design of both SPCAM and SAM, there are approximations required for the anelastic formulations of
buoyancy*®*’. When these formulations are ultimately used to calculate vertical velocity, they could be causing
the deviations between models in the intensity of updraft speeds. We believe there is a high chance these specific
distinctions between parameterizations could be causing the split in the dynamics of the GSRMs. However,
further investigation is needed to confirm the true root causes of the differences between GSRMs we have
identified.

When comparing different climates, convolutional variational autoencoders identify two distinct signatures
of global warming: (1) an expansion and (at the atmosphere’s boundary layer) an intensification of “Shallow
Cumulus” Convection and (2) an intensification and concentration of “Deep Convection” over warm waters. We
argue that the first signal contributes to distribution shifts in the enigmatic “Green Cumulus” mode of convection.

The present study has focused on vertical velocity fields in high-resolution climate models as one of the
most challenging data to analyze. Improved performance could be obtained by jointly modeling multiple
“channels” (i.e. variables) of spatially-resolved data such as temperature and humidity. While we have performed
preliminary analysis of these results here*®, we leave more detailed conclusions for further studies. Our study
could also be extended to alternative data sets, such as the High Resolution Model Inter-comparison Project
(HighResMIP)**** and observational satellite data sets. Besides variational autoencoders, future studies could
also focus on other methods such as hierarchical variants, normalizing flows, or diffusion probabilistic models.
Ultimately, we hope that our work will motivate future data-driven and/or unsupervised investigations in the
broader scientific fields where Big Data challenges conventional analysis approaches.

Methods

A broad overview of our approach can be seen in Fig. 1, with more details discussed below.
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Figure 1. An overview of our machine learning based approach. We extract 2D vertical velocity fields from
GSRM’s across the tropics. We use a variational autoencoder to reduce these high dimensional vertical velocity
fields to low dimensional latent representations for analysis. Clustering of these latent representations reveals
three unique regimes of tropical convection. We can compare the “Distance” between these GSRMs by looking
at the symmetrized KL divergence between the normalized PDF of convection type probabilities. The image of
earth’s surface was taken from https://explorerl.jpl.nasa.gov/galleries/earth-from-space/.

Simulation data and preprocessing

We examine the data on vertical velocity generated by high-resolution km-scale global storm resolving models
(GSRMs) from the DYAMOND archive, and a multi-scale modeling framework (MMF)*"*2. GSRMs are
numerical simulators that provide uniform high-resolution simulations of the entire atmosphere. On the other
hand, MMFs are a specialized type of coarse-resolution global climate model that incorporate small, periodic
2D subdomains of local storm resolving dynamics (LSRMs)>**. In our study, we utilize the Super Parameterized
Community Atmosphere Model (SPCAM) v5 as our MME 1t is consistent with the code base of REF*® but
configured at a coarser exterior resolution, consisting of 13,824 local 2D (vertical level—longitude cross sections)
GSRMs, with each spanning 512 km and composed of 128 grid columns spaced 4 km apart. Since we are
only using the DYAMOND II GSRMs data covering the boreal winter (though future work could include the
DYAMOND III GSRM data when it is publically released as the next phase could cover the entire year), we
generate six separate realizations of boreal winter for the MMF by introducing perturbed initial conditions to
gather more data points. Although there is DYAMOND I data modeling the boreal summer, it is not with the
exact same set of models and many models in common between DYAMOND I and IT were configured differently
making a synthesis of data across DYAMOND data generations challenging™.

To preprocess the input, we follow these steps: we convert the 4D vertical velocity data from the DYAMOND
GSRMs into 2D input samples of horizontal width and vertical level. To do this, we extract the 2D instantaneous
subsets that are aligned in the pressure-longitude plane. This allows for a direct comparison with the MME which
uses 2D LRSMs aligned in the same way. We restrict our data sampling to the tropical latitudes between 15° S
and 15° N during boreal winter. This results in a dataset of 160,000 training sample images that is large enough
to capture the diverse spatial-temporal patterns of tropical weather, turbulence, and cloud regimes.

We normalize the input values by scaling each pixel’s original velocity value in meters per second (m/s)
to a normalized range between 0 and 1. We do this consistently across all samples using the range measured
across the entire dataset. To ensure uniform structure across all samples, we interpolate the input images onto a
standardized vertical (pressure) and horizontal grid. This is necessary to account for differences in the GSRMs’
respective grid structures when performing pairwise comparisons.
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Figure 2. A selected vertical velocity field from each of the nine GSRMs used in this intercomparison.
Atmospheric pressure is denoted on the y axis and the number of embedded columns in a given snapshot
is shown on the x axis. We see a rich mix of turbulent updrafts (red) of various scales and types. For more
examples, see Movie S1.

Figure 2 provides vertical velocity snapshots for various models used in this paper. For more examples, see
Movie 1.

Understanding convection via vertical structure

To analyze the dominant vertical structure of convection, we calculate the horizontal variance of vertical velocity
within each image. For this, we compute the horizontal mean w; separately at each vertical level (Note this is
done over a 2D field at each grid cell, not globally, so w; is not equal to 0), and then subtract it to create the
layerwise anomaly w’ = w — W at a given vertical level. Then the final measure of the variance we are interested
in is calculated by

ww & oW — w2, (1)

The resulting 1D second-moment vector is widely analyzed in the study of atmospheric turbulence as it helps
characterize the altitudes of most vigorous convection®>. We average it across a cluster to estimate the convective
structures present and use it as one metric to discriminate the average physical properties sorted by the VAE
latent space in Figs. 4, 6, S3, S8, S9, S12.

The horizontal extent of convection

To distinguish narrow from wide convective structures, it is necessary to separate convective updrafts based on
their width. To elucidate these differences, we measure the Turbulent Length Scale (TLS)%, which is a way to
derive the horizontal breadth of the updrafts. We calculate the TLS at each vertical level and then combine the
TLS across all layers to get a composite value for the vertical velocity field. We then calculate the power spectrum
of the weighted average length of all samples, using ¢ to represent the power spectra, ||k|| as the complex modulus,
n as the number of dimensions, and () as the vertical integral:
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Figure 3. Two-dimensional principal component analysis (PCA) projection plots of DYAMOND data

encoded with a shared VAE (trained on UM data). The left column (panels a—c; see also S5-S7) shows data
points colorized by physical convection properties, including convection intensity (a), land fraction (b), and
turbulent length scale (c). The VAE visibly disentangles all three properties. The right columns (panels d-i)
show data points from different DYAMOND data sets, colorized by convection type (as found by clustering).
The top panels (g,j) show clear differences in their latent organization compared to the remaining models; see
“Dynamic consistency between high-resolution climate models” for a discussion. Movies S2-S6 show additional
animations of the latent space.
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Figure 4. The results from the VAE trained on DYAMOND UM data. Unsupervised clustering (k = 3)
obtained from UM test data reveals three distinct regimes of convection. Panel (a) shows each cluster’s median
vertical structure, calculated by v'w’w’. Panels (b-d) show the proportion of occurrence of each convection
type at each lat/lon grid-cell of a sample assigned to a particular regime, showing distinct geographical patterns.
Additional evidence of this disentanglement can be seen qualitatively in Fig. 3a,b,c,h.
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Figure 5. Unsupervised storm-resolving model (GSRM) inter-comparison. The top panel (a) shows the ELBO
(Eq. 3) score distribution of data from different DYAMOND simulations. (The VAE encoder is trained on

UM data before all nine different test datasets are applied.) We see that three model types (ICON, SPCAM,

and SAM) have qualitatively different ELBO score distributions than the remaining models. Panels (b-g)

show symmetrized KL divergences between DYAMOND models obtained through nonlinear dimensionality
reduction and vector quantization (see main text). Panel (b) shows results obtained from K = 3 physically
interpretable clusters while panel (g) shows the results from K = 50 in order to better approximate the true
lower bound of the KL Divergence. Panels (c-f) are intermediate K values. To better highlight the structure, we
apply agglomerative clustering to the columns® and symmetrize the rows. Regardless of the selected K value,
the ultimate results are similar, particuarly for K > 20. We find dynamical consistency between six of the nine
GSRMs we examine (6 x 6 light red sub-region corresponding to NICAM, IFS, GEM, SHIELD, ARPEGE, UM),
which is in agreement with panel (a).
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We can use this information to colorize the vertical velocity samples in the latent space, as shown in Figs. 3
and S7.

Variational autoencoders

Variational autoencoders (VAEs) are widely-used latent-variable models for high-dimensional density estimation
and non-linear dimensionality reduction?!. VAEs differ from regular autoencoders in that (1) both encoders
and decoders are conditional distributions (as opposed to deterministic functions), and (2) they combine the
learning goal of data reconstruction with simultaneously matching a pre-specified “prior” in the latent space,
enabling data generation.

In more detail, VAEs model the data points x in terms of a latent variable z, i.e., a low-dimensional vector
representation, through a conditional likelihood p(x|z) and a prior p(z). Integrating over the latent variables
(i.e., summing over all possible configurations) yields the data log-likelihood as log p(x) = log [ p(x|z)p(z)dz.
This integral is intractable, but can be lower-bounded by a quantity termed evidence lower bound (ELBO),

L(O; x) := Eg,z/x) [log po (x]2)| — BKL[qe (z|x)|pe (z)]. 3)

This involves a so-called variational distribution gy (z|x), also called “encoder’, and py (x|z) which is commonly
referred to as the “decoder” Both the encoder and decoder are parameterized by neural network®'. The 8
-parameter is usually set to 1 but can be tuned to larger or smaller values to trade off between data reconstruction
ability and disentanglement of the latent space (the rate-distortion trade off), see**”* for details. To achieve a
better model fit, one typically anneals 8 from zero to one over training epochs.

Our selected VAE architecture prioritizes representation learning over data reconstruction. For our
experiments, we anneal S linearly over 1600 training epochs. We use 4 layers in the encoder and decoder with
a stride of two) (Fig. 1). We use ReLUs as the activation function in both the encoder and the decoder. We pick
a relatively small kernel size of 3 to preserve the small-scale updrafts and downdrafts of our vertical velocity
fields. The dimension of our latent space is 1000. For more details on the VAE design choices, see the Methods
section of*.
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Figure 6. Convection type change induced by +4K of simulated global warming (see main text) in the SPCAM
model. Results are from a VAE trained on this SPCAM control (+0K) data. Panels (a-c) show differences in
convection type proportion (see main text), where we stratified and plotted the data by latitude/longitude grid
cell. Each panel displays probability shifts in the three convection types found through clustering with K = 3,
corresponding to marine shallow convection (a), deep convection (b), and “Green Cumulus” convection (c).
Panel (d) shows the shift in the mean vertical structure of each convection type with warming (solid vs. dashed
lines). This unsupervised approach captures key signals of global warming, including geographic sorting of
convection (a,b), expansion of arid zones over the continents (c), and anticipated changes to turbulence in a
hotter atmosphere (d).

K-means clustering

A central element of our analysis pipeline is analyzing the distribution of the dimensionality-reduced, embedded
data z; using K-means clustering®®!. We use this algorithm both for small K (yielding interpretable convection
types) and large K (for vector quantization, see below).

In a nutshell, K-means clustering alternates between assigning the (dimensionality-reduced) data points z;
to K cluster centers ui based on euclidean distance, and updating the cluster locations u (setting them to the
mean of the assigned data). To formalize the algorithm, one frequently defines the cluster assignment variables
m; € {1,...,K}, indicating which cluster data point z; belongs to. A measure of convergence is the inertia,
I= Zf]: zi — ;| |2, measuring the intra-cluster variance of the data.

In all experiments, we perform the clustering ten times, each with a different, random initialization and
finally select the result with the lowest inertia. This process enables us to derive the three data-driven convection
regimes within an GSRM, which we highlight in Fig. 3h. Notably, we never find the clusters to be strictly spatially
isolated; rather, our clustering can be thought of as a partitioning (or a Voronoi tessellation) of the latent space
into semantically similar regions.

In order to identify the optimal number of cluster centroids in our analysis, we adopt a qualitative approach
that takes into account our domain knowledge. Instead of relying on conventional methods such as the Silhouette
Coefficient® or the Davies-Bouldin Index®, we define a “unique cluster” as a group of convection in the latent
space that exhibits physical properties (vertical structure, intensity, and geographic domain) that are distinct from
those of other groups. By identifying the maximum number of unique clusters, we are able to create three distinct
regimes of convection, as shown in Fig. 4. We have observed that increasing K above three usually results in sub-
groups of “Deep Convection” that do not exhibit any discernible differences in either vertical mode, intensity, or
geography. Therefore, for our purposes, we do not consider K > 3 to be physically meaningful.

Our method offers a significant advantage in creating directly comparable clusters of convection between
different GSRMs. In recent works, clustering compressed representations of clouds from machine learning models
often employs Agglomerative (hierarchical) clustering®®. In contrast, our use of the K-means approach allows
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Figure 7. Approximating the KL divergence using vector quantization (VQ) based on K-means clustering,
using a variable number of clusters. As discussed in the main paper, VQ lower-bounds the KL and becomes
asymptotically exact for large K. We considered the distributional divergence between ICON and the eight other
GSRMs. Empirically, the KL approximation seems to saturate at K = 50.

us to save the cluster centroids at the end of the algorithm, which provides a basis for cluster assignments for
latent representations of out-of-sample test datasets when we use a common encoder as in “Latent space inquiry
uncovers differences among storm-resolving models” of our results section. By only using the cluster centroids
to get label assignments in other latent representations and not moving the cluster centroids themselves once
they have been optimized on the original test dataset, we can objectively contrast cluster differences through
the lens of the common latent space. Using this approach, we create interpretable regimes of convection across
nine different GSRMs, as shown in Fig. 3d-1.

Vector quantization

We seek to approximate differences between data distributions by directly estimating their Kullback-Leibler (KL)
divergence. The KL divergence is a measure of how one probability distribution differs or diverges from another.
It quantifies the additional information needed to represent one distribution using another. In the context of
our study, we utilize the KL divergence as a measure of distance between the distribution of convective features
within our model and a reference distribution (Fig. 1).

The KL divergence is always non-negative and becomes zero only when two distributions
match. For any two contlnuous d1str1but10ns p (x) and pB(x), the KL divergence is defined as
KL(pA||p?) = Epax)llog pA(x) — log pB(x)]. However, if both distributions are only available in the form of
samples, the KL dlvergence is intractable since the probability densities are unavailable.

In theory, the KL divergence between data distributions can be well approximated by using a technique
called vector quantization?. This technique involves coarse-graining an empirical distribution into a discrete
one obtained from clustering, allowing us to work in a tractable discrete space where the KL divergence can be
computed.

In more detail, we perform a K-means clustering on the union of both data sets. We then deﬁne the cluster
Sfrequencies or cluster proportions as the fraction of the data claimed by each cluster k: 7 = 5 Z; 1 8(mj, k),
where § denotes the Kronecker delta. By construction, ) ;_; 7x = 1are normalized probabilities.

By increasing the number of clusters (making enough bins), we can quantize continuous distributions into
discrete ones w1th increasing confidence. The two data distributions pA(x) and pP (x) result in two distinct cluster
proportions 74 and 75 for which we can estimate the KL as

K

A
KL(p* @0)llpP0) = KL(x||7%) = 3 m 71;3. (@)
Ty

k=1

The inequality comes from the fact that any such discrete KL estimate lower-bounds the true KL divergence®.

Vector quantization suffers from the curse of dimensionality. To mitigate this issue, we work in the latent
space of a VAE and cluster the latent representations of the data instead (i.e., we replace x by z in Eq. (4)). Our
VAE’s latent space still has sufficiently high dimensionality (typically 1000) to allow for a reliable KL assessment.
In the Supplementary Information provided, we investigate the required cluster size to get convergent results
and find that K = 50 gives reasonable results (Fig. 7).

Computing pairwise GSRM distances

To quantify the similarities and dissimilarities among the data produced by different GSRMs (and hence measures
of distance between models), we employ the vector quantization approach to compute KL divergences. Since the
KL divergence is not symmetric, we explicitly symmetrize it as KL(q||p) + KL(p||q) (termed Jeffreys divergence).
Since we adopt vector quantization in the latent space, this amounts to training nine different VAEs, one for each
GSRM. Briefly, to compare Models A and B, we (1) save the K-means cluster centers from the latent vector of the
VAE trained on Model A, (2) feed both models” outputs into Model A’s encoder as test data, (3) obtain discrete
distributions of cluster proportions for Model A and Model B, and (4) compute symmetrized KL divergences
based on the discrete distributions using the right-hand side of Eq. (4).
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Figure 8. Comparing the robustness of our VAE-based approach with two baseline methods (clustering in PCA
space and in pixel space), we assess symmetrized KL divergences across DYAMOND models. Across physically
interpretable (K = 3), approximately converged (K = 50), and intermediate K values, only the VAE-based
approach shows consistent performance. In the bottom plot, examining K from 2 to 50, our VAE approach
exhibits increasing correlation coefficients close to one between symmetrized KL divergences at adjacent indices
(Kand K + 1), indicating robustness to clustering hyper-parameter variations. (We consider 15 different trials

at each K and report the mean correlation coefficient.) This trend is not observed in the baseline approaches,
where correlation coefficients are significantly less than one and do not trend upwards towards convergence as K
approaches 50.

Robustness of results

Our unsupervised framework utilizes K-means clustering as part of the vector quantization process. However,
the choice of the number of clusters (K) introduces variability in the results. To assess the generalizability of the
results, we calculate symmetrized KL divergence between models from three different approaches: VAE, PCA,
and pixel space (Pure K-means clustering on the full vertical velocity field) analysis. These tests involve compar-
ing models generated from K = 2 to K = 50, with 15 unique trials conducted at each K.

To evaluate the variation in results for each K, we flatten the table of symmetrized KL divergences at a given
K and calculate its Pearson correlation coefficient®” with the table of KL divergences at K + 1. This process yields
15 unique Pearson correlation coefficients, which are then averaged. The summarized outcomes are presented
in Fig. 8.

The analysis reveals that the VAE approach exhibits the highest level of robustness for an approximation of
the true KL Divergence, showing a rapid convergence towards a correlation coefficient of nearly 1 as K increases.
This suggests that, regardless of the selected K (when K > 20) value, the results remain consistent. Empirically
we see this for the VAE approach in Fig. 8, where panels d, e, f show consistency in GRSM similarity but there are
slight differences (particularly in ARPAGE) at lower K counts prior to convergence (a,b,c). In sharp contrast, the
other approaches exhibit lower correlation coefficients and do not converge even at greater K counts (as shown
in Fig. 8). Taken as a whole, these results suggest that for robustness of the measurement of model distance, a
higher value of K is most appropriate.

However, it is important to note that we do not care solely about the approximation of the KL divergence when
we consider the cluster count. We also desire for interpretability for our cluster’s and for purposes of visualization
we want each cluster to correspond to a unique regime of convection. Therefor, we still show results for lower
values of K, in particular K = 3.

Data availability
Instructions for acquiring DYAMOND simulation data used to train our models can be found here. Compressed
data used for main text and SI figures is publically available at 10.5281/zenodo.8024093.
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Code availability

Training and postprocessing scripts, as well as saved model weights and python environments, are available on
GitHub at 10.5281/zenodo.8024076. The geographic visualizations in Figs. 4, 6, S11, and S13 were rendered in
Python®® version 3.7.3 using cartopy® version 0.17.0 and matplotlib version 3.0.3.7°.
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