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Abstract. For a nonlinear dynamical system that depends on parameters, this paper introduces
a novel tensorial reduced-order model (TROM). The reduced model is projection-based, and for
systems with no parameters involved, it resembles proper orthogonal decomposition (POD) combined
with the discrete empirical interpolation method (DEIM). For parametric systems, TROM employs
low-rank tensor approximations in place of truncated SVD, a key dimension-reduction technique
in POD with DEIM. Three popular low-rank tensor compression formats are considered for this
purpose: canonical polyadic, Tucker, and tensor train. The use of multilinear algebra tools allows
the incorporation of information about the parameter dependence of the system into the reduced
model and leads to a POD-DEIM type ROM that (i) is parameter-specific (localized) and predicts
the system dynamics for out-of-training set (unseen) parameter values, (ii) mitigates the adverse
effects of high parameter space dimension, (iii) has online computational costs that depend only
on tensor compression ranks but not on the full-order model size, and (iv) achieves lower reduced
space dimensions compared to the conventional POD-DEIM ROM. This paper explains the method,
analyzes its prediction power, and assesses its performance for two specific parameter-dependent
nonlinear dynamical systems.
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1. Introduction. The numerical solution of parametric dynamical systems is a
common problem in areas such as numerical optimal control, shape optimization, in-
verse modeling, and uncertainty quantification. If the system is described by a set of
evolutionary nonlinear partial differential equations (PDEs), then a straightforward
approach that involves repeatedly solving a fully resolved discrete model for various
parameter values can result in overwhelming computational costs. Reduced-order
models (ROMs) offer a possibility to alleviate these costs by replacing the fully re-
solved model, also referred to as the full-order model (FOM), with a low-dimensional
surrogate model [3, 18].

Reduced-order modeling for parametric dynamical systems has already attracted
considerable attention, as seen in works such as [8, 21, 11, 4, 7, 10]. This paper con-
tributes to the topic with a novel projection-based ROM that extends the ideas of
proper orthogonal decomposition (POD) and discrete empirical interpolation method
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(DEIM) ROMs [31, 39, 13] to parametric systems using concepts and tools from tensor
algebra. We refer to this approach as “tensorial reduced-order modeling” (TROM).

In general, a projection-based ROM constructs the surrogate model by project-
ing the high-fidelity FOM onto a low-dimensional problem-dependent vector space
[8]. This space is computed from information provided by FOM solutions sampled at
specific time instances and parameter values, often referred to as solution snapshots.
When dealing with multiple and varying parameters, it can be challenging, or even
impossible, to build a universal low-dimensional space that adequately represents so-
lutions for all times and parameters of interest while still achieving sufficient order
reduction. TROM addresses this problem by using a “low-rank tensor decomposition”
(LRTD) in place of truncated singular value decomposition (SVD), a key dimension-
reduction technique in both POD and DEIM. Similar to SVD, LRTD provides an
orthogonal basis for a “universal” reduced-order space that can be sufficiently large
to approximate the space of all observed snapshots. However, tensor low-rank repre-
sentations also preserve information about the parameter dependence in this universal
space, something that SVD/POD fail to offer. For any incoming parameter value, not
necessarily from the training set, TROM uses this additional information to find a
“parameter-specific” local reduced space, which is a low-dimensional subspace of the
universal ROM space.

According to the outline above, dimension reduction in TROM is a two-stage
process. In the first, “offline” stage, two approximate LRTDs are computed: one
for the tensor of solution snapshots and another for the tensor of snapshots of the
nonlinear term of the dynamical system. The second LRTD is required for a hyper-
reduction DEIM-type method. The system is then projected onto the universal space
provided by the first LRTD, and DEIM is performed using the universal space of the
second LRTD. The resulting significantly reduced but still relatively large projected
system is then passed to the next stage along with certain information about both
LRTDs needed to compute the local reduced bases. In the second, “online” stage, for a
given incoming vector of parameters, TROM computes bases for the local parameter-
specific subspaces. These orthogonal bases are represented by their coordinates in
the universal spaces. This allows for easy projection of the system onto the local
reduced subspace and for performing a second (local) step of hyper-reduction. As
demonstrated below, computation of local reduced bases and projection onto the
local subspaces during the online stage involves operations only with low-dimensional
matrices and vectors, making it fast. The distinguishing features of TROM are as
follows: (i) it finds “parameter-specific” (local) reduced spaces during the online stage;
(ii) the additional online costs are small and depend only on tensor ranks, not on the
FOM resolution; (iii) depending on the low-rank tensor compression format used, the
adverse effects of parameter space dimension can be mitigated; and (iv) reduced space
dimensions are lower compared to the traditional POD-DEIM ROM for the same or
better accuracy.

The concept of tensorial ROM was introduced recently in [32]. That paper ex-
plained the computation of universal and local projection spaces for three popular
low-rank tensor formats (canonical polyadic, Tucker, and tensor train) and applied
the method to two parameterized linear systems. This paper extends TROM for
reduced-order modeling of nonlinear systems, which requires the application of a
hyper-reduction technique, and introduces the concept of a tensor two-stage DEIM.
We show that finding a local parameter-dependent representation of the nonlinear
terms can be done in two stages, including LRTD in the offline stage and low-
dimensional computations in the online stage. We provide an interpolation estimate
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for tensorial DEIM in terms of tensor decomposition accuracy, interpolation bounds
in the parameter domain, and singular values of some local matrices.

The literature on tensor methods in reduced-order modeling of dynamical systems
is rather limited. In addition to [32], we mention two papers [33, 34] that review tensor
compressed formats and discuss their possible use for sparse function representation
and reduced-order modeling, as well as a series of publications on the tensorization of
algebraic systems resulting from the stochastic and parametric Galerkin finite element
method; see, e.g., [9, 5, 6, 28, 27]. In [23], a POD-ROM was combined with an LRTD
of a mapping from parameter space onto an output domain. Different approaches to
making projection-based ROMs parameter-specific can be found in [17, 16, 2, 1, 40].

The rest of this paper is organized into six sections. Section 2 sets up the problem
of interest. Section 3 summarizes the standard POD-DEIM ROM. Section 4 intro-
duces the necessary tensor algebra preliminaries and reviews the concept of tensor
rank. Section 5 explains TROM. Section 6 addresses the analysis of TROM, includ-
ing the representation capacity of local reduced spaces and the interpolation property
of tensorial DEIM. Finally, section 7 assesses the performance of TROM for two ex-
amples of parameterized dynamical systems and compares it to that of the standard
POD-DEIM ROM.

Notation conventions. The TROM and its analysis involve vectors, matrices,
and tensors tailored to the full model, the reduced model, and some intermediate
constructions. To assist the reader in navigating through the paper, we follow several
notation conventions: we use lowercase letters for scalars, bold lowercase letters for
vectors, upright capital letters for matrices, and all tensors will be denoted with bold
uppercase letters (e.g., v is a scalar, v is a vector, V is a matrix, and V would be a
tensor). For dimensions associated with the full-order model, we use uppercase Latin
letters like N, M, K, K1, and so on. To denote low-rank approximations of full-order
tensors and related quantities, we use the tilde symbol. For example, if ® is a full-
order tensor, then @ represents its low-rank approximation. We may also use N, M,
or Ry, and so forth to denote tensor ranks. Vector spaces are denoted by uppercase
Latin letters such as V, U, Y, and so on (Note: these should not be confused with
upright capitals V, U, Y used for matrices). We reserve the letter “n” to represent
the final reduced dimension of a ROM. When it’s necessary to distinguish between
the final reduced dimensions of the ROM projection and DEIM interpolation spaces,
we use ng and ny, respectively.

2. Problem formulation. The TROM framework we develop applies to steady-
state and evolutionary systems arising from PDEs depending on parameters. We for-
mulate the problem in the form of a general nonlinear dynamical system. Specifically,
for a given a= (o, ...,ap) from the parameter domain A C R?, find the trajectory
u=u(t,a):[0,7) = RM solving

(2.1) w=Au+1f,(t,u), t€(0,7), and wuli—g=uy,

with parameter dependent matrix A, € RM*M | continuous flow field £, : (0,7) x
RM — RM and an initial condition ug. We assume that the unique solution exists
on (0,7T) for all @ € A.

One can think about (2.1) as a system of ODEs resulting from a spatial discretiza-
tion of a (nonlinear) parabolic problem, where the coefficients, boundary conditions,
or the computational domain (through a mapping into a reference domain) are pa-
rameterized by a.
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Our focus is on a projection-based ROM, where, for any given a € A, we seek an
approximation to u(a) by solving a lower-dimensional system of equations obtained
by projecting (2.1) onto a reduced space, known as the ROM space. For effective
order reduction, it is essential that the ROM space is both problem-dependent and
specific to a.

Among the projection-based approaches for model reduction in time-dependent
differential equations, one of the most common techniques is proper orthogonal de-
composition enhanced with the discrete empirical interpolation method (POD-DEIM)
to handle nonlinear terms [24, 37, 29, 30]. We provide an outline of the POD-DEIM
ROM below for reference and for the purpose of comparison in section 7. Addition-
ally, reviewing the POD-DEIM ROM is instructive since the Tensorial Reduced Order
Modeling (TROM) can be viewed as a natural extension of POD-DEIM to parametric
problems.

3. Model reduction via POD—-DEIM. Here we recap the conventional POD—
DEIM ROM for non-linear systems adapted for the parametric case. Consider a train-
ing set of K parameters sampled from the parameter domain, A:={a,...,ax} C A.
Hereafter we use hats to denote parameters from the training set A. At the first offline
stage of POD-DEIM, one computes through FOM numerical simulations a collection
of solution snapshots

(3.1) ¢, () =u(tj, o) eRY, j=1,....N, k=1,....K,
and non-linear term snapshots
(3.2) Y,(an) =fa, (tj,u(t;,ar) eRY, j=1,....N, k=1,....K,

further referred to as u- and f—snAapshots7 respectively, at times 0 <ty <--- <ty <T,
and for @, from the training set A. For a desired reduced space dimension n < M, one
computes the reduced space basis {u?Od n_, CRM referred to as the POD basis, such
that the projection subspace Span{u‘fod7 .. .7u$L°d} approximates the space spanned
by all u-snapshots in the best possible way. This is achieved by assembling the matrix

of all u-snapshots

(3'3) (I)Pod = [¢)1(a1)"~ '7¢N(a1)7'~ .7¢1((XK), .- 'ad)N(aK)v] € RMXNK

and computing its SVD

(3.4) ®poq =UXVT.

Then, the POD reduced basis vectors ude7 i=1,...,n, are taken to be the first n
left singular vectors of ®p0q, i.e., the first n columns of U or in MATLAB notation
Upod - U:,l:n~

At the second online stage, the POD-ROM solution u™™ is found through its
vector of coordinates (3 in the space range(Upoq), i.€., u™™ = Up,ea3, which solves the
projected system
(3.5)

Bt = UgodAaUpodﬁ + Ugodfa (t, UpOdB)? te (Oa T), and /3|t:0 = Ugoduo-

While the precomputation of the projected matrix UgodAaUpod during the off-
line stage enables fast matrix-vector multiplications for evaluating (3.5), efficiently
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evaluating the nonlinear term in (3.5) during the online stage is generally challeng-
ing. The discrete empirical interpolation method (DEIM) addresses this challenge
effectively. In this widely-used hyper-reduction technique, the nonlinear term is ap-
proximated within a lower-dimensional subspace of span{v;(ax)}j=1,. Nr=1,. K,
the space spanned by all FOM f-snapshots. SVD is employed to find the basis
{ %DOd n_, C RM for this subspace, where yliDOd represents the ith left singular vector
of the matrix:

(36) \Ilpod = [¢1(a1)7 R wN(a1)7 s 7¢1(QK)7 ce 71/)N(aK)] € RMXNKa
comprising all f-snapshots. To ease notation, also take n first left singular vectors of
(3.6) to form Ypoq = [nyd, ..., ¥2°d]. For stability and accuracy considerations, it’s

possible for Y,,q and Upeq to contain different numbers of vectors. In such cases, we
refer to these dimensions as ny and ne, respectively. We refer to range(Ypod) as the
POD-DEIM reduced f-space and the columns of Y,,q as the POD-DEIM reduced
f-basis. Then, DEIM approximates the nonlinear term of (2.1) via

(3.7) fo (£, 1) = Y poa(PT Ypoa) P E4 (L, 1),
where the “selection” matrix is defined as
(3.8) P=P(n):=[e,,...,e,, | e RM*"

This matrix, P, is constructed so that for any f € R, the vector PTf contains
n entries selected from f with indices n = [n1,...,7,]7 € R®. DEIM determines n
entirely based on the information within Y .4 using a greedy algorithm, as detailed
in [13].

The singular values of ®,,4 and ¥;,,q provide information about the representa-
tion power of span{ub®®,... uP°d} and span{y?°?,...,yP°d}, respectively. In partic-
ular, the following estimate holds

K N n 2 NK
(39) 3D ||ouar) = 3 (dilen)ut ) u | < 3T 0¥ (@p00)
k=1i=1 j=1 £ j=nt1

for representation of the solution states, and similarly for y?Od and f-snapshots

Y, (o).
Summarizing, the POD-DEIM ROM of (2.1) takes the form

(3-10) B = UgodAOLUpod/6 + (U;deYpod)(PTYpod)ilpra(ta Upodﬁ)v te (Ov T)7

with the initial condition Bl=o = U} quo for B(t) : [0,T] — R™ so that u(t) is
approximated by u™™ (¢) : [0, T] — span{ub®?, ... uP°d}, where u™™(t) = Upoa B(1).

A key requirement for the efficient evaluation of the nonlinear term is that for a
fixed t and u € RM | an arbitrary given entry f; of vector f,, can be computed quickly,
with costs independent of dimensions M and N. To meet this requirement, we assume
that each f; depends on a few entries of u, i.e., fi(t,u) = fi(t, up,(5),- - - Ups(i)), With
C' independent on M and N.

Please note that the POD-DEIM reduced bases capture cumulative rather than
localized information about the dependence of u- and f-snapshots on ce. Without this
parameter-specificity, both bases may lack robustness for parameter values outside
the training set, and this limitation can even apply to in-sample parameters if the
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reduced dimension is not sufficiently high. In other words, POD-DEIM bases might
not perform well away from the reference FOM simulations. This poses a significant
challenge when applying POD-based ROMs in tasks like inverse modeling. To address
this challenge, we introduce tensor techniques with the aim to preserve the information
about parameter dependence in lower-dimensional spaces and next to benefit from it
at the online stage. We continue with some preliminaries from multilinear algebra.

4. Multilinear algebra preliminaries and tensor decompositions. As-
sume that the parameter domain A is the D-dimensional box

(4.1) A=

7

D
o™ o]
=1

Also, let the training set A be a Cartesian grid: distribute K; nodes {ag}jﬂ,_“,;{

within each of the intervals [a™® o] in (4.1) for i=1,..., D, and let

i

~

(4.2) A= {az @1,....ap)7 G € (&1} jo1. ki = 1,...,D}.

The cardinality of A is obviously K = Hil K;.
Given the structure (4.2) of the training set, the FOM solution u- and f-snapshots
are naturally organized in the multidimensional arrays

(43) ((I))i,jl,»--»ijk:¢k(a{17'~~7ag)v (‘Il)i,jly---,ijk:’l»bk(a{la'”aag))a

which are tensors of order D +2 and size M x K1 x--- X Kp X N, ie., j;,=1,.... K;,
i=1,...,D,k=1,...,N. We reserve the first and last indices of ®, ¥ for dimensions
corresponding to the spatial and temporal resolution, respectively.

Throughout the rest of this section, ® is a generic tensor of the same order and
size as the u- and f-snapshots tensors. Unfolding of @ is reordering of its elements
into a matrix. If all 1st-mode fibers of @, i.e., all vectors (®).;, . .,k € RM are
organized into columns of a M x N K matrix, we get the 1st-mode unfolding matriz,
denoted by ©(1). A particular ordering of the columns in ©(y) is not important for
the purposes of this paper. Thus, ®,0,q4 and ¥,,q are 1st-mode unfolding matrices of
tensors ® and ¥. We seek to replace the (truncated) SVDs of ®;0q4 and ¥yeim with
low-rank approximations of ® and W directly in tensor format.

Unlike the matrix case, the notion of tensor rank is ambiguous. The problem
of defining a tensor rank(s) has been extensively addressed in the literature; see,
e.g., [19]. For our purpose we choose three tensor formats which lead to different
definitions of a rank and offer three compressed tensor representations or LRTD.
These three formats: canonical polyadic (CP), Tucker (a.k.a. high-order singular value
decomposition, HOSVD), and tensor train (TT), are recalled below.

In the CP format [22, 12, 25, 26], one represents a tensor ® by the sum of R
outer products of D + 2 vectors u" € RM o7 e RXi i=1,...,D, and v" € RV,

R
(4.4) @%é:ZuToo{muoa’Eovr.
r=1

Here R is the so-called CP-rank and an outer product of d vectors at/) € RN is defined

as an Ny X --x Ny rank one tensor A = aWo...0al® with entries A i, = al(-ll) - al(.j).
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The HOSVD represents a tensor ® in the Tucker format [41, 26]:

Kp N

M K K
~@ — . J a g ap k
(4.5) O~0= E E E E Cjar,gp ! 00 0 coa ov
j=1q=1 1k=1

with a core tensor C and vectors u ¢ RM, ol e RX: and v* € RY. The sizes of core
tensor in all dimensions, i.e., M, I~(1, e I~(D and J\Nf7 are referred to as Tucker ranks
of ©.

Finally, the TT decomposition [36] represents a tensor in the TT-format:

Rpt1

(4.6) E E w't ool o cogly Pt oDt

Ji=1 Jp+1=1

with u/t € RM | g7/ € REi and vir+1 € RN, where the positive integers R; are
referred to as the compression ranks (or TT-ranks) of the decomposition. For higher
order tensors the T'T format is, in general, more efficient compared to HOSVD. This
may be beneficial for larger D. Note that unlike CP or HOSVD formats, compression
ranks of TT decomposition may depend on the order in which the snapshots are
organized in tensors ® and W. Throughout this paper we use the ordering as in (4.3).
However, a different order may decrease the compression ranks further.

All three decompositions can be viewed as extensions of SVD to multidimensional
arrays but having different numerical and compression properties. In particular, find-
ing the best approximation of tensor by a fixed-ranks tensor in Tucker and TT format
is a well-posed problem with constructive algorithms known to deliver quasi-optimal
solutions [14, 36]. Furthermore, using these algorithms based on truncated SVD for
a sequence of unfolding matrices, one may find ® (in Tucker or TT format) that
satisfies

(47) [CRICI PR ]/

for given € > 0. Corresponding Tucker or TT ranks are then recovered in the course
of factorization. Here and further, ||®H 7 denotes the tensor Frobenius norm, which
is simply the square root of the sum of the squares of all entries of ©.

The k-mode tensor-vector product ® xa of a tensor @ € RN X XNm of order m
and a vector a € RV* is a tensor of order m—1 and size Ny x- - X Nj_1 X Njy1 X+ - - X Npp:

(4.8) (© Xk a)jy, i jisri Zejls oG g -

Jk=1

Analogously, the k-mode tensor-matrix product @ xj A of a tensor ® € RNt XX Nm

and a matrix A € R7*"r is a tensor of order m and size Ny x -+ x Ng_1,J, Npy1 ¥
- X Nyt

k
(4'9) (® Xk A)j1,~-~,jk—1,i’jk+17~~~,jm = Z @j1,~-~,jmaijk'

Jr=1

In what follows we assume that ® and ¥ are compressed representations of u-
and f-snapshot tensors ® and W, respectively, in one of the formats discussed above.
To minimize notation burden, we assume they satisfy (4.7) with some ¢ which is the
same for both ® and ¥ compression.
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5. TROM for nonlinear dynamical systems.

5.1. Universal and local reduced spaces. Each of the two stages of the
TROM algorithm is associated with distinct reduced spaces. The reduced spaces
computed during the offline stage are referred to as the “universal” reduced spaces,
while the “local” reduced spaces are employed in the online stage. We will describe
both types of reduced spaces below.

Universal reduced spaces are the spans of all 1st-mode fibers of the compressed
tensors, i.e.,

(5.1) U= range(i(l)) and Y = range(\fl(l)).

The dimension of U is equal to the first Tucker or TT rank of ® (if Tucker or TT
formats are used) and it does not exceed R for the CP compression format. We also
denote by U and Y the matrices with columns that form orthonormal bases for U and
Y, respectively.

The universal spaces represent all observed u- and f-snapshots up to the tensor

compression accuracy. Indeed, let U= [uy,...,ug], where N =dim(U), then it holds
that
- 2
K N N
(5:2) DI CACTHEDCACHIEHEE
k=1i=1 j=1 e

~Ja- o) <@l = - 0u) < (2 - &)
9 ~1|2 ~1|2 2
<fr-vur|lle -8 <|e-&| <ol

where we used [|A x;, B||r = [[AB || r < [|Al[IB |7 = [|A]||B|F for a matrix A and
a tensor B of compatible sizes, and spectral matrix norm || - ||. We also used ||P||=1
for the orthogonal projection matrix P =1— UUT.

The bound (5.2) and a similar bound for f-snapshots resembles the POD optimal
representation property (3.9). Universal spaces U and Y can be seen as TROM coun-
terparts of POD-DEIM ROM spaces Upoq and Ypoq In fact, if SVD-based algorithms
from [14, 36] are applied to find ¥ and ® in Tucker or TT-formats, then it holds that
U="Upoq and Y =Y,0q if N =npoq and the same training set is used for both POD
and TROM. The advantage of LRTD over POD is that ® and ¥ contain information
about variation of u- and f-snapshots with respect to a. This additional information
enables us to find the subspaces of U and Y referred to as local reduced spaces that
are best suitable for the representation of u(t,) and f, (¢,u(t,a)) for any specific
a € A. These local reduced spaces are then used for online TROM’s stage. Their
dimensions can be (much) lower than the dimensions of U and Y, thus the universal
spaces can be allowed to be sufficiently large (by choosing e small enough) to accu-
rately represent all u- and f-snapshots without any decrease of ROM performance at
the online stage.

To define parameter-specific local reduced spaces for an arbitrary a = (ag,...,
ap)? € A, we need an interpolation procedure in parameter domain

(5.3) e:a—RE i=1,...,D.
such that for a smooth function g : [a2™", at#*] — R one approximates
K; )
glay) = ) _ej(a)g(al),
j=1
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where e'(a) = (ej(a),... e} (a))”, and &l, j =1,...,K;, are the grid nodes on
[, "], In this paper we consider (5.3) corresponding to Lagrange interpolation
of order p — 1: for a given a € A let @',...,a;” be the p closest grid nodes to «; in

3 3
[am o] for ¢=1,...,D, then

p

1T @ — o) H (@ —a)) i j=ix€ i, i),

(5.4) el (a) = i iy

0 otherwise,

Lagrange interpolation is not the only possible option, of course. B B
With the help of (5.3) we introduce the local snapshot matrices ®(a) and V(o)
via the following “extraction—interpolation” procedure:

(5.5) D(a) =P xse'(a) xze*(a)--- xpy1 eP(a) e RM*N,
() =W x5 el (a) x3e*(a) - xpy1 el (a) e RM*N,

If a =& € A is a parameter from the training set, then e(&) encodes the > position of
@; among the grid nodes on [, a8%]. Therefore, for ¢ = 0 the matrices o(a), ¥(a)
are exactly the matrices of all u- and f-snapshots for the particular & (“extraction”).
Otherwise, for a general a € A matrices ®(ax), ¥(ax) are the result of interpolation
between precomputed snapshots.

Finally, we have all the required pieces to define the local spaces. For arbitrary
given a € A the parameter-specific local reduced u-space of dimension n is the space
spanned by the first n left singular vectors of <I>( ), where n < rank(@( )). Similarly,
the parameter-specific local reduced f-space of dimension n is spanned by the first n
left singular vectors of ¥(a), n <rank(¥(a)). It is quite remarkable that orthogonal
bases for each of these local spaces can be calculated quickly (i.e., using only low-
dimensional calculations) through their coordinates in the corresponding universal
spaces without assembling ®(a) or V() explicitly. TROM framework performs this
“on the fly” during the online stage for any incoming «, as explained later.

In summary, the universal spaces, within a compression accuracy of €, encompass
the spaces formed by all observed snapshots. These spaces resemble those utilized by
the conventional POD-DEIM ROM, where the SVD of matrices containing all u- and
f-snapshots is truncated based on the desired dimension or approximation accuracy.
In the TROM framework, this truncated SVD is substituted with LRTD in one of
the formats (4.4)—(4.6). Beyond the universal reduced spaces, the two-stage TROM
framework also takes advantage of a-specific “subspaces” within the universal spaces,
known as the local reduced spaces. We illustrate the usefulness of local reduced
spaces through a numerical example of the parametrized Allen—Cahn equations (for
a complete problem description, see section 7) in Figure 1. This figure compares the
singular values of W;,,q = ¥ (1) with the singular values of ¥(a) for a random sampling
of a € A. Truncation by o, (¥poq) and o, (U (cx)) determines the representation power
of the standard POD-DEIM ROM interpolation space and the TROM local space of
a fixed dimension n. We observe a significant enhancement in the representation
power of TROM local spaces compared to POD-DEIM ROM spaces, demonstrating
the benefits of taking into account information on a-dependence during the offline
decomposition stage.

5.2. Two-stage TROM-DEIM process. With all the preliminaries in order,
we are now ready to introduce the two-stage process for computing TROM that
incorporates DEIM to handle nonlinearity. One may formulate at least three variants
of this process, each corresponding to the considered LRTD format. However, the
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F1G. 1. Singular values on(¥poq) and o (¥ () for an ezample of the parametrized Allen—Cahn
equations from section 7.2.

main steps remain the same for all three variants. Therefore, we will present the
TT version of the TROM-DEIM process, with additional comments regarding the
necessary adjustments for other LRTD formats provided at the end of this section.

Offline stage. The first calculation is to compute the truncated TT decomposi-
tion to both u—snapshot tensor @ and f-snapshot tensor W, satisfying (4.7):

RD+1
(5.6) S~P= g E quoa'Jl’]2 . O'ggD“ov’D“
,
Ji=1 Jp+1=1
RD+1
P \I’ E E yjloo.ﬁlaJ2 o.]gz‘»liD-HonDH’
Jji=1 Jjp+1=1

with u/t,y7t e RM, a’jl(’;”ﬂazf(;”l € R¥i and vip+1 zio+1 ¢ RN The truncated TT
decompositions <I’ ¥ may be found by using a stable algorithm based on truncated
SVD for a sequence of unfolding matrices [36, 35] with computational costs similar to
finding ®p0q and Wyoq for the conventional POD-DEIM ROM. We organize vectors
from (5.6) into matrices

(5.7) U=[u!,... uf' e RM*EY vyl . vEbn] e RV*Ebi,
(5.8) Y=[y!... .y eRME | 7=

..
1534 1534
z!,... 2"+ e RV*BDta

where RY and RP., are the first and last TT ranks of both snapshot tensors © €

{57 \il}, respectively. We also consider third order tensors S9 € R XE?H, defined
entrywise as

(5.9) [S€] aj‘I], j=1,...,R®, k=1,..K; q=1,...,R,,

jk}q_|: 7,0 &

for all i =1,..., D, for both snapshot tensors ©c {‘i {Ivl}, respectively. While both
U and Y are orthogonal matrices, the columns of V and Z are orthogonal, but not
necessarily orthonormal. Thus, we need diagonal scaling matrices

. R® . RY
W =diag (V[ Vi), WY =diag (|}2].... 1275 ] )

Then, the essential information about the compressed TT representations © € {‘5, \Tl}
that is transmitted to the online phase is assembled into

(5.10) core(©) = {SE9 € Rﬁ?XKME?ﬂ, i=1,...,D, W° ¢ RﬁgHXEgH} .
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To perform hyper-reduction, DEIM algorithm is applied to the orthonormal col-
umns of Y to compute the indices 1 of the selection matrix P = [e,,,... ,e,,ﬁq,] €
~ 1
RMx*RY Then, the matrices
(5.11) UTY e REDXEY and  PTY e REV<AY

are computed and passed onto the online stage along with the TT cores (5.10).

If one or both terms A, and f, in (2.1) do not contain a dependence on the
parameter, they can be projected for later use to save computation at the online
stage:

A=UTAU, f()=PTf(U.).

Analogously, the projections can be precomputed offline if the dependence on param-
eters is explicit of the form Ay =), gi(a)A; with some given functions g; : A = R
and parameter-free matrices A; and similarly for f.

Online stage. The second stage of the TROM process is specific for a particular
incoming value of a € A. In particular, it computes the two local reduced bases via
their coordinates in the universal reduced bases, the columns of U and Y, respectively.
To achieve this, use the cores (5.10) to define the parameter-specific core matrices
C®(a) € REY*ED41 ag the product

(5.12) Coa)=]](S? x2e'(a))

—

i=1

for © € {®,¥}. After rescaling with W, take the SVD of the rescaled core matrices
(5.13) C*(a)W? =U. 22V V()WY =Y. 2Y7T,

which is computationally cheap since C’s and W’s have reduced dimensions. This al-
lows one to obtain the SVD of the local snapshot matrices from (5.5) without explicitly
assembling them. To see this, note the identities

(5.14) B(a) = UCT ()W* (W?) ' VT = (UU,) 8% (v (W)™ VC)T,

and similar for (). Since all matrices U, Us, V(W®)1, V. have orthonormal
columns, the right-hand sides of (5.14) are the (thin) SVDs of ®(a) and ¥(a), re-
spectively. Therefore, the coordinates of the local reduced u-basis in the universal
space U are given by the first n columns of U.. Similarly, the coordinates of the local
reduced f-basis in the universal space Y are the first n columns of Y.. We denote
Up = [Uc)1m € RET X7 and Y, =1[Y] 1m € RE X7 Thus the local projection and
interpolation spaces are range(UU,,) and range(YY,,).

After computing the coordinates of local reduced bases, an additional hyper-
reduction step is performed. Below we introduce two variants of this local hyper-
reduction procedure: (i) local DEIM and (ii) local least squares fitting.

(i) Local DEIM is done by applying DEIM algorithm to (PTY) Y, to obtain the
indices § = [£1,...,&,] and the corresponding selection matrix P, = P, () €
REY*"  Then, the nonlinear term can be found using the matrices (5.11)
precomputed at the offline stage:

(5.15) £,()=UT (UTY) Y, (PT (PTY)Y,)” PTE(U,).
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(ii) Local LS fitting. Thanks to reduced dimensions of the universal and local
space, it is computationally inexpensive to solve the fitting problem of finding
x € R" such that (P7Y)Y,x ~ f(U,-) in the least square sense. Then, the
nonlinear term representation takes the form

(5.16) £,(-)=UT (UTY) Y, (PTY)Y,) F(U,.-),
where ((PTY)Y,,)! denotes the pseudo-inverse of RY x n-matrix (PTY)Y,,.

Along with either variant of local hyper-reduction, the preprojected matrix Ais
projected further to obtain

(5.17) A, =UTAU,.
Finally, the TROM of (2.1) takes the following form: Find B(t) : [0,7] — R”

solving
(5.18) B, =A.B+£.(83), te(0,T),

with the initial condition B|;—o = UL UTuy, so that u(t) is approximated by u®™°™(¢):
[0, 7] — RM  where ut™™(t) = UU,B(t).

We summarize both stages described above in Algorithm 5.1. In practice, one
may pick different reduced dimensions n for the local reduced u- and f-spaces. When
we need to distinguish them, we use ng and ny, respectively.

Algorithm 5.1 TROM-DEIM

e Offline stage.
Input: snapshot tensors ® € RM* KX XxKpxN and @ ¢ RM*Kix--xKpxN
and target accuracy e.
Output: Compression ranks, decomposition cores (5.10), matrices (5.11).
Compute:

1. Use the algorithm from [36] with prescribed accuracy e to compute
decomposition (4.6) for both © € {®, ¥}; assemble the cores (5.10)
and the matrices U and Y as in (5.7)—(5.8).

2. Apply DEIM to Y to find the selection matrix P.

3. Compute the matrices UTY and PTY.

e Online stage.
Input: decomposition cores (5.10), local reduced space dimensions

(5.19) ne < min{ﬁf,ﬁ%H}, ny < min{ﬁf’, E%H}v

and an incoming parameter vector « € A.

Output: Coordinates of the local reduced bases in the form of matrices U,
and Y,,.

Compute:

1. Use tensors S?, i=1,..., D, to assemble the core matrices C®(a) €
REYXEB11 a5 in (5.12) for both © € {®, ¥}.

2. Compute the SVD (5.13) of both scaled core matrices C®(a)W? and
CY(a)WY to find the matrices of left singular vectors U, and Y.,
respectively.

3. Set Uy, =[Ucl: 1:me and Yy, =Y. 10y -

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/24/24 to 129.7.158.43 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

A1862 ALEXANDER V. MAMONOV AND MAXIM A. OLSHANSKIY

After the model reduction is done according to Algorithm 5.1, the projected prob-
lem (5.18) is solved with either (5.15), (5.17) or (5.16), (5.17). One lets u®°™®(¢) =
UU,B(t). For another incoming vector of parameters c, the online part of Algo-
rithm 5.1 should be recomputed.

Remark 1 (computational complexity). Let us introduce R = max{R®, R% 1
Ié‘lp,ﬁj‘gﬂ} and n = max{ng,ny}. Then, the bulk of the computational cost of the
online stage of TROM-DEIM is in the SVD computation (5.13) which takes O(R3).
This is followed by integration of (5.18) costing O(LLQN ). This compares favorably to
POD-ROM integration cost of O(R?N), provided R < N which is always the case for
reasonably long integration times. Then, the speed up of TROM-DEIM relative to
POD-ROM is determined by the ratio of dimensions of local and universal spaces.

We conclude with a brief discussion of variants of Algorithm 5.1 based on the
other two LRTD formats by pointing out the required modifications.

HOSVD-TROM. For step 1 of the offline stage we employ HOSVD-LRTD (4.5)
instead of TT-LRTD (4.6), so the cores (5.10) are replaced with

(5.20)

core(@) = {C@ GRMGXI??X“'XR%XN@, S) ER”I‘XK@, i:l,...,D}, O c{®, U},

where Si@ = [0'217@7 .. .7af§}T € R”ixgz‘e, i=1,...,D. The matrices U and Y are still
assembled as in (5.7)-(5.8), but the vectors u’, i=1,...,M® andy’/, j=1,..., MY
come from HOSVD-LRTD (4.5) instead. At the online stage of Algorithm 5.1 the
bound (5.19) is replaced by ng < min{M® N®}, ng <min{M¥ , NV}, while the core

matrices (5.12) at step 1 are instead computed as

(5.21) C®(a)= Ci X3 (SPe! () x5 (S9e*()) -+ x pi1 (SHeP ()
eRMONY 9,0}

Unlike the TT case, no rescaling is needed for HOSVD core matrices (5.21), so the
SVD in Step 2 of the online stage becomes simply

(5.22) C?(a) =022V CY(a)=Y.2YZT.

CP-TROM. For CP-TROM, the replacement of LRTD in step 1 of the offline
stage with (4.4) can be computed through two distinct approaches. First, one can
employ a Proper Generalized Decomposition method to compute CP-LRTD incre-
mentally in a greedy manner, gradually increasing the CP-ranks R‘i and R‘IL until the
target accuracy ¢ is achieved [15]. Alternatively, the target ranks R® and RY can be
specified initially, and an alternating least squares (ALS) algorithm can be used to
compute CP-LRTD [26]. In this context, we opt for the latter approach due to the
availability of high-performance ALS implementations.

For the matrices

écp} GRNXECI)

)

(5.23) U=[u',...,uf" e RM*E" 'y
Z

Vi, . .,v
(524) Y:[yla"'ayﬁ\p}eRMXé‘P7 :[zla"wzﬁ\p}ERNXE\Pa
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their thin QR factorizations are computed U = QuRy, V = QvRy, Y = QyRy,
7 =QzRyz, in order to obtain the cores

(5.25) core(®) ={Ry,Ry € RECPXE(P,O'Z@ i=1,....D,r=1,... ,Eq)},
(5.26) core({Ivl) ={Ry,Rz € RE\PXEW,U;:\I,, 1=1,....D,r=1,.. ,E‘P}

At the online stage instead of (5.19) we simply require that ne < R® for both
© € {®,T}. At step 1, the core matrices (5.21) are replaced with

(527)  C*(a)=RuS*(@R} eRF " C¥(a) =Ry S" ()R} € RFF",

where
D . ~
(5.28) Sé(a)zdiag(s?,...,sge), with sT@:H<a§,@,el(a)>, r=1,...,R®,

for both © € {®,T}. Similarly to the HOSVD variant, no rescaling of the core
matrices is needed, so the SVD in step 2 of the offline stage is (5.22).

6. Representation and interpolation estimates. In this section we consider
representation capacity of TROM local reduced bases and prove an interpolation
estimate for the two-stage TROM-DEIM. To do so, we need a few assumptions about
the properties of the dynamical system (2.1). In particular, we assume that the unique
solution to (2.1) exists on (0,7}) for all & € A;, with some T3 >T and A C A;. Also,
f, is continuous with continuous derivatives in u and a up to order p:

(6.1) f, =f(t,u, ) € C([0,T1], CP(RM x A,)),

where p is the interpolation order parameter from (5.4). For a vector function we
define its CP norm as maximum over all components ||f|cr = max; || fi||c»-

The assumption in (6.1) implies that the solution of (2.1) is smooth with respect
to parameters. More precisely, it holds (cf. [20, Theorem V.4.1]) that

du

6.2 ec(o, 7] x AM, ————
62) eI A, B e

eC(0,7]x HM, jl <p.

Letting

Pu
Cu = | St 0ed®
Oday' ... 0ap

. 9
lil<p

c([0,T]x A)

we apply the chain rule and use (6.2) to estimate

I (t,u(a), @)

(6.3) max = —
Odaq' ...0ap

<C sup ||f(t)|lcr(14 CE)=:Ct,
lil<p

te(0,7)

C([0,T]x.A)

with some Cf independent of FOM dimensions.
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For an arbitrary fixed a = (a1,...,ap)? € A, not necessarily from the sampling
set, consider the FOM u-snapshots of (2.1) and the corresponding f-snapshots,

v =u(ty,a), fF=Ff,(t,u") for 0<ty,....txy <T.

Denote by u;, i =1,...,n, the basis vectors of the local reduced u-space, i.e., U;
are the first n left singular vectors of ®(a). This local basis used to represent TROM
solution admits the following representation estimate [32]:

2
N n

N
1
64) o> [uE =S ) e, g&(& 18+ 53>+0252p,

k=1 j=1 o i=n+1

where o; are the singular values of E)(a) and §; are the mesh parameter of the sam-
pling,

(6.5) 5%‘:1Sjn%%_l|a§ —Qj

D
, i=1,...,D, and (5”225?.

i=1
Constants C7 and C5 in (6.4) depend only on the stability of the interpolation proce-
dure and bounds on partial derivatives of u from (6.2). The scaling 1/(NM) accounts
for the variation of dimensions N and M, which may correspond to the number of
temporal and spatial degrees of freedom if (2.1) results from a discretization of a par-
abolic PDE. In this case and for uniform grids, the quantity on the left-hand side of
(6.4) is consistent with the L%(0,7, L?(£2)) norm.

We now want to derive an interpolation bound for the two-stage TROM-DEIM.

For the POD-DEIM ROM such a bound is given in the original paper [13]. In our
notation the result reads as follows: For some f € RM let f = Ypod(PYpod)_le7
then it holds that ||f —/f|| <NPYpod) T = Ypoa(Ypoa)T)f]|. A bound on Cy(n) =
|(PYpoa) || was also derived in [13]. Applying this result for in-sample o € A, one
finds the interpolation estimate

(6.6) max

k=1...N ka - kaZQ <Cu(n)on(Ppoa), with F¥ =Y 0q(PYpoa) ' PEF.

In the context of ROM for parametric systems, the estimate in (6.6) shows the fol-
lowing limitations: (i) It is not clear how it can be extended for an out-of-sample
a, and (ii) For the case of higher variability w.r.t. parameters, the singular values
of W04 may decrease relatively slowly (see Figure 1) requiring higher dimensions of
reduced f-spaces. The interpolation bound for the two-stage TROM-DEIM given
below addresses both of the above issues.

THEOREM 6.1. For any given a € A, let Yo = YY,, Po = P, P for the local

pointwise interpolation and Po = P for the least-square local interpolation. Also let
% = Yo (PaYa) Pof®, and o; are singular values of (e). It holds that

1 & 2 C al
(6.7) Wz ka —f* oS W ((1152 @)+ > &3) + Cy0°P,
k=1

1=n+1
with Cy = ||[(PaYea) || for the local pointwise interpolation and C, = ||[(PY)~L|| for
the least-square local interpolation. Constants C1, Co are independent of a, sampling
grid, local TROM dimension n, tensor ranks, and FOM dimensions.
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Proof. Note that for the local DEIM the matrix Po Yo = P,PYY,, is invert-
ible and hence its inverse coincides with the pseudo-inverse, so we use the notation
(PaYea) throughout the proof to cover both local hyper-reduction variants. Clearly,
for both variants (PQYQ)Jr is the left inverse of P, Yo and so we have the identity
(I-Ya(PaYa)Pa)Ys =0. We employ it to estimate
(6.8)

||f’C - kaéz = ”(I - Ya(PaYa)TPa)fk”Z? = ||(I —Ya (PaYa)TPa)(I - YaYZ)fk”P
< ”I - Ya(PaYa)TPa” ”(I - YaYg)fk Héz-
For the local DEIM, the first factor on the right-hand side of (6.8) can be estimated
by the same argument as in [13]:
(6.9)
1= Ya(PaYa)Pal = [Ya(PaYa) Pal < [[Yalll(PaYa) l[Pal = [[(PaYa)l,
where the first identity holds since Y4 (P4 Y ) P is a projector.

For the local LS fitting the matrix Yo (PaYea) Pq is still a projector. Further-
more, for any x € RY, where N is the dimension of the universal reduced space Y,
and y = (P4 Ya)x, it holds that P, Y4y = P'x, where P’ is the orthogonal projector

on the range of P, Yq.
Let u=Y,y, then we have PYu=P,Yu=P,Yoy = P’'x implying

IYn(PaYa) || = [[6]| = [|(PY)Pxl < [(PY)"[[I[P"x] < (PY)T|]x].
This yields || Y, (PaYea)!|| <[[(PY)T| and so for the local LS fitting we have

(6.10) 1= Ya(PaYa) Pall = [Ya(PaYa) Pal < [[Y[[[Yn(PaYa) ||| Pal
= Ya(PaYa) [ <II(PY)].

Consider the SVD of ¥(a) € RM*N from (5.5) given by
(6.11) U(a)=YEZ", with ¥ =diag(dy,...,on).

Then from the definition of the basis for the local reduced f-space it follows that Yo =
YY, = [y1,-.-,¥n] € RMX" are the first n columns of Y. Let F(a) = [f!,... V] €
RM*N “then

S P =lla- vayDr@l;
k=
< (o= Ya¥ZyE@) - S|, + |a-vavDi@)] )

(6.12) < ([[Fte) — w0 + [ja- Yayg)\i(a)HFf,

where we used triangle inequality and ||I — Yo YZ| <1 for the spectral norm of the
projector. For the last term in (6.12), we observe

(6.13)

Nl

N
H(I - YQYZ)\I/(a)HF - HY diag(0,...,0,Gp41,...,5N) ZTHF - > &
j=n+1
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To handle the first term of (6.12), consider the interpolation of the full (noncom-
pressed) f-snapshot tensor ¥;(a) = ¥ xye! (a) x3e?(a)--- x p;1e”(a), and proceed
using the triangle inequality

(6.14) [F(er) — \I/(a)HF <|[|F(a) — \Ifl(a)HF + || ¥ () — a)HF.
The polynomial interpolation procedure is stable in the sense that

2

K;
(6.15) 3 Jei(ae))|* | <C.,
=1

where e; € R is the ith column of the K; x K; identity matrix, and with some C,
independent of a € [, o] and i =1,..., D (e.g., C. =1 for linear interpolation).
We use this and (4. 7) to bound the second term of (6.14). Specifically,

(6.16) H\Il[(a) - Ef(a)HF - H(\Il ~ @) xzel(a) xz (@) Xpir eD(a)H

<[l e % e @lalet@le . (@)

<(@o” e -] _<(cPepel,.

F

It remains to handle the first term in (6.14). The choice of interpolation procedure in
(5.4) implies that for any sufficiently smooth f : [a® aM2%] — R it holds that

K’L

(6.17) sup Ze ae)) f(@)| <, ||f(p)||c( min qmax]) 07 ,

aG[a?‘ir‘,a?"‘”‘] =1
for i=1,...,D, where the constant C; does not depend on f.

Using the shortcut notation f*(ay,...,ap) = f(ty,u(a ..., ap),a1,...,ap) and
interpolation property (6.17), we compute
1 ORI ~
(¥ x5 e'(a)) oo ip Ze f(@l,a,...,a'%)
:f (041,042 - 62zDD) +A:1,i2,...,ip,ka

where & € A. The A-term obeys a componentwise bound

AL <C, sup

Hi2,..41D,k )
min max
a€laPin,aPex]

where the absolute value of vectors is understood entrywise. Analogously, we compute

(6.18) (¥ x2e'(a) x3 e2(a)) = ((¥ xze'(a)) x2 €*(av))

443,..,4D,k 4,83,..58D K

k ~7 AZD 1
*E 6 (f 0417042,063; S )+A,]13 iD,k)

_ ¢k ~ig ~ip
=f (al’az’a3 )’ aD)+ 713’ ,ZDk+§ :e ,323, iD, k>
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with a componentwise bound for the remainder

otk A- -
2@37 gZD’k+Z€ sJ 13,...,tD,k SC@ sup a 9. D (ahaaa?"' lD) (Sp
ae[ag]ln xnax
orfk . -
+ C,C, sup 5 (a, 02, .. Ay ot
ae[allninvallnax] aal

Applying the same argument repeatedly, we obtain

(6.19) (1)), , = (¥ s e} (@) xg e2(a) - x pi1 ().,

= fk(Oél,Oé27 cnap)+A = (F(a)):’k + A,

with a componentwise bound for the remainder

orfk
|A:’k|SCa Sup ) (Oél,...,OéD_l,Cl) 6%‘1’
ue[amln7 max] OéD
orfk " R
+ (C.)P72  sup 3 — (a1,a,8%,...,a%)| 6%
ae[amln mmx] 0[2
orfk
+(Co)P™Y sup T (a,a%,...,a') 5P>
ae[al]]lxl max]

< C, max {(C’e)(D 1 } CyoP.
Using the definition of the Frobenius norm and (6.19), we arrive at
(6.20) IF(@) = Wi(a)|p < VM Comax{(C.) P01} Crov,

with constants C,, C., C¢ from (6.17), (6.15), and (6.3), respectively. Combining
(6.8)-(6.10), (6.12)—(6.14), (6.16), and (6.20) proves the final result. |

It is interesting to note that for the local LS fitting variant of the two-stage
hyper-reduction the constants in the interpolation theorem, Theorem 6.1, are all in-
dependent of a. Moreover, the constant C, is essentially the same as in the original
estimate (6.6).

7. Numerical experiments. We perform several numerical experiments to as-
sess the performance of the TROM and compare it to the POD-DEIM ROM. Our
testing is performed for dynamical systems arising from discretizations of the
parameter-dependent Burgers and Allen—Cahn equations. All results presented below
are for the local least squares second stage of the hyper-reduction. The local DEIM
as the second stage were found to yield very close results.

7.1. Parameterized one-dimensional Burgers equation. As a first example
consider the one-dimensional Burgers equation: Find u(t, ), solving

(7.1) Ut = Q1 Ugy —ut, forxz e (0,1),t€(0,T), wu(t,0)=u(t,1)=0,
where a; > 0 is the viscosity parameter. The initial condition is in parametric form:

1, x € (0, az),

(7.2) Ua (0,2) = ug(z, 2) = { 0. € Jas, 1) for ap € (0,1).
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Thus, we consider a two-parameter system, with the parameter domain A = [0.01,
0.5] x [0.2,0.8].

We discretize (7.1)—(7.2) in space using a first order upwind finite difference (FD)
scheme on a uniform grid with mesh size h = 1/M to obtain a dynamical system
of the form (2.1), where A, € RM*M depends on a; only and the nonlinear term
fo(t,u) = f(u) is the discretization of —uu, that does not contain any dependence
on .

To generate FOM snapshots we integrate in (2.1) time using a semi-implicit BDF2
method with equidistant time stepping: for each oy, € A, given ¢;(a) and ¢;_; (o)
in RM, find ¢, (&) satisfying

3¢ (a) —4d;(a) + ¢, (ax)
2At
= Aak ¢j(ak) - (2‘1’3‘(6%) - ¢j—1(ak)) © Gw¢j+1(ak)7

with first step performed via BDF1. Here j=1,2,... N, At=T/N, T =1, and k=
1,...,K. We denote by G, € RM*M the matrix discretization of the first derivative,
with boundary conditions (7.1). The operation @ denotes entrywise product of vectors
in RM.

Once the time-stepping (7.3) is computed, f-snapshots are given by

(7.3)

(7.4)
Yp(ar)=—(20;(ax) — ¢, 1 (k) © Gep (), j=1,2,....,N, k=1,...,K.

7.1.1. Tensor compression accuracy and TROM solution quality. In the
first series of experiments we study the performance of TROMs depending on the
LRTD accuracy €. We set N =200, M = 400, and use a rather fine grid of 32 uniformly
distributed &3 values in [0.2,0.8], and 16 values of & log-uniformly distributed in
[0.01,0.5] to define the sampling set A.

For TT-TROM we start with a low accuracy of ¢ = 0.1 (we always set the same tar-
get accuracy for ® and ¥) and gradually improve it letting e = {0.1,0.03,0.01,0.003,
19_3}~. We report in Table 1 the resulting TT compression ranks in the format
[RP, RS, RY] for both © € {®, ¥}, and the compression factor

(7.5) CF(©®) = #(©)/#online(O),

for ® € {®, ¥}, where #(0) is the number of entries of the full snapshot tensor ©
and #online(®) is the amount of data passed in Algorithm 5.1 from the offline stage
to the online stage. For CP-TROM we used the combined compression factor

(7.6) CP(®,w)— — TR F#FT)
#online(®) + #online(P)

The first and last TT ranks emphasized in bold are responsible for the universal
reduced space dimension and the maximum possible local reduced space dimension,
respectively. For the same ¢, the first and last Tucker ranks (not shown) of HOSVD-
TROM were found to be the same as the first and last TT ranks, but the HOSVD-
TROM compression factor (not shown) was slightly worse than those of TT-TROM.
The higher TT ranks for ¥ than for ® indicate a higher variability in f-snapshots
compared to that of u-snapshots. We shall see that this high variability results in a
dramatic accuracy gain of TROMs compared to conventional POD-DEIM ROM.
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To assess the effect of tensor compression accuracy on the TROM solutions, we
selected an out-of-sample parameter vector a = (0.013,0.633)7 ¢ A and computed the
corresponding TT-TROM solution at ¢t = 0.05,0.5,1. We set ng = R%H for© e ®, U,
which corresponds to using the local reduced spaces of the largest possible dimension;
see the bound in (5.19). The resulting solution is displayed in Figure 2 (left), where
it is compared to the FOM solution. The HOSVD-TROM solutions were virtually
identical to those provided by TT-TROM, so we do not display them separately. We
observe that TT-TROM solutions for € = 0.1 exhibit significant inaccuracies, but the
results improve rapidly for smaller values of €. For ¢ = 1072, the TT-TROM solutions
closely align with the FOM solution. We do not present the TT-TROM solutions for
€ =0.003,1073 since they are visually indistinguishable from the FOM solution.

In Figure 2 (right), we present the results of a similar study for CP-TROM,
where the CP-rank is predetermined instead of targeting a specific accuracy . The
experiment covers CP-ranks of 50,100,200,300,500 (further increasing the CP-rank
leads to a very slow convergence of the ALS method [26] for computing CP LRTD).
The corresponding compression accuracy of ® and W is detailed in the lower part of
Table 1.

We note that the best compression accuracy achieved by CP-TROM for ¥ is
only 2.82 - 1072 (for CP-rank=500). In Figure 2 (right), CP-TROM solutions are
displayed for CP-ranks of 50 and 100, with n¢ =5 and ny = 10. For CP-rank=200,

TT-TROM CP-TROM

0.8

061 P

u

0.4 [

——FOM
--------- CP-rank=50
= = CP-rank=100
—6---CP-rank=200

0.2

0 0.2 04 x 086 0.8 1

Fic. 2. FOM and TROM solutions of the discretized Burgers equation at times t = 0.05,0.5,1
for out-of-sample parameter values oy =0.013 and a2 = 0.633.

TABLE 1
Compression ranks [R?,R(;,R?], O € {P®,V} for TT-TROM wversus compression accuracy
€ and the corresponding compression factors (top). Compression accuracy for CP-TROM versus
canonical rank (CP-rank) and the corresponding compression factors (bottom).

e 0.1 0.03 0.01 0.003 10-3

& TT-ranks [7,9,4] (12,20, 7] [20,42,10] [33,78,14] [44,121,17]
W TT-ranks [55,55,10] [93,101,16] [139,151,20] (174,210, 25] [200, 265, 30]
CF(®) 18824 4894 1518 536 270
CF(¥) 620 202 95 54 37
CP-rank 50 100 200 300 500

@ —@| /||| 3.22-1072 2.13-1072 1.26-1072 9.13-1073 5.96 - 1073
T — @ /% 1.63-1071 9.72-1072 5.74-1072 4.12-1072 2.84-1072
CF(®,¥) 8274 2749 822 391 149
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the dimensions of the local reduced spaces are chosen to be ng =7 and ng = 16. This
choice of ng and ny aligns with the TT-TROM local reduced space dimensions of
comparable compression accuracy.

7.1.2. Out-of-sample TROM performance. In this series of experiments we
examine the performance of TROMs for out-of-sample parameter values depending on
the dimensions of the local u- and f-spaces, denoted by ne and ny, respectively. We
use the same sampling set A as in section 7.1.1 and the same out-of-sample parameter
vextor a = (0.013,0.633)7 ¢ A. For both @ and ¥ tensors, we perform TT LRTD
with ¢ = 107 and CP LRTD with CP-rank=200 resulting in CP approximation
accuracy of [|® — ®cp|lr=1.3-10"2 and |¥ — $ep||r =5.6- 1072

In Figure 3 we display both FOM and ROM solutions of the discretized Burgers
equation at times ¢t = 0.05,0.5,1 for increasing values of ng and ng. We observe
that already for ng = 5 and ng = 10 both TT- and CP-TROM deliver reasonable
approximations to the FOM solution. Increasing local reduced space dimensions to
ne = 10 and ng = 20, results in TROM solutions that almost match the FOM
solutions. Remarkably, the further increase to ne = 15 and ng = 30 leads to CP-
TROM solutions with some spurious oscillations, while TT-TROM solution provides
a highly accurate approximation to the FOM solution. We attribute this degrade of
CP-TROM to the failure of CP to approximate the snapshot tensors well for CP-
rank=200 resulting in spurious higher order singular vectors in the bases U, and/or
Y,. We display in all plots in Figure 3 solutions obtained with the conventional

ne =5, ngy = 10 ne = 10, ng = 20

uw

——FOM

——FOM

- = ‘TT-TROM - = -TT-TROM
—-=-"POD-ROM AN ,/ —-—=POD-ROM
0.2 e 02 : ; : :
0 0.2 04 x 06 0.8 1 0 0.2 04 . 06 0.8 1

ne = 15, ny = 30 POD-DEIM ROM for {ng,ny}

08

04

02

——FoM
......... POD ROM {20, 40}

= = TT-TROM

CP-TROM 0
—-—--POD ROM {40,80}
—-=-POD-ROM ~ = -POD ROM {80,160}
0.2 0.2
0 0.2 04 y 06 0.8 1 0 0.2 04 « 06 0.8 1

Fic. 3. FOM and TROM solutions of the Burgers equation at times t = 0.05,0.5,1 for out-of-
sample parameter values o = 0.013 and az = 0.633, and increasing dimensions of the local u- and
f-spaces, ng and ny, respectively. The right-bottom plot shows POD-DEIM ROM solutions for
even higher values of ng and ny.
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POD-DEIM ROM approach for the same dimensions ng and ng. For all the dimen-
sions considered POD-DEIM ROM fails to capture the behavior of the FOM solution.
The right-bottom plot suggests that only for dimensions close to FOM size, it is pos-
sible for POD-DEIM ROM to ensure high quality of the solution, which defeats the
purpose of model reduction.

The dramatic gain in the ROM solution quality offered by the TROM compared
to POD-DEIM ROM, as observed in Figure 3, can be understood by exploring the
relative approximation error of LRTD versus POD in terms of their effective rank.
The effective ranks for TT and HOSVD-LRTD are defined as Rpy; from (4.6) and
N from (4.5), respectively. For the truncated SVD of POD-DEIM ROM the effective
rank is just the number of singular values/vectors kept in ©(yy, © € {®, ¥}.

For LRTD employed in TROM we define the relative approximation errors for
the u- and f- snapshot tensors as

(7.7) Ey=|®—®|r/|®llr, Ev=%-¥|p/I¥|r,

respectively. For the truncated SVD employed by POD-DEIM ROM the relative
errors are

(7.8) Ep =20y — 2)llr/II12)llr,  Ev=/I1Yq) —Yu)lr/I1¥awllr,

where ©(;) are the 1-mode unfolding matrices of the snapshot tensors ©, and é(l)
are their truncated SVDs for both © € {®, ¥}. In practice, TT and HOSVD effective
ranks are essentially the same, so we only report the errors (7.7) for TT-LRTD.

Figure 4 shows that for the same effective rank TT-LRTD provides a significantly
smaller relative error compared to the truncated SVD for both u- and f-snapshot
approximations. Moreover, the accuracy gain is especially pronounced for approxi-
mating f-snapshots.

Results in Figure 3 suggest that TT-TROM solutions are reasonably accurate
even for the local dimensions lower than those given by the last TT rank: ne <
R$.,, © € {®,V}. This behavior is explained by the left plot in Figure 5, which
shows the scaled singular values of the local snapshot matrices ®(a) and ¥(c) for
several random realizations of out-of-sample parameters a ¢ A. Note that o(®(cx))
and o(¥(a)) appear on the right-hand side of the TROM representation estimate
(6.4) and DEIM interpolation estimate (6.7). While setting ng = RGD)+1 makes the

Ee Ey
—#—TT-LRTD | ~, —#—TT-LRTD
—--—--POD 107 . --—-POD

S~
~—.,

n " n n n n n " L -6 n n " n n n n n n

10

20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140 160 180 200
Effective rank Effective rank

F1G. 4. Relative errors of TT-LRTD snapshot tensor approzimations (7.7) and POD (7.8)
versus their effective ranks.
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TT-TROM CP-TROM
10° 10°
10°
10710
10718
0 10 20 30 40 50

n n

Fic. 5. Scaled singular values of local spansot matrices ‘5(0() and U(c) defined in (5.5) for 10
random realizations of out-of-sample parameters o ¢ A for TT-TROM with e = 1073 and CP-TROM
with CP-rank=200, showing on(©(ax)) forn=1,...,50, © € {®,V}.

TABLE 2
TROM errors in H'-norm for refined parameter space grid. Aipo is a set of 100 pairs of
randomly drawn out-of-sample parameters.

K1 X Ko 2x4 4x8 8 x 16 16x32 32x64

1 1 2
> .f0,5.fo ‘(utruc*upod)z‘ dx dt
a€Aip0

Y Jos Jo [(utrue)z|?da dt
a€A100

1 1 2
max Utrue — U z|“dx dt
€Al f0,5 fo ‘( true pod)m‘

1 2
max U dx dt
oy f0.5f0 [(utrue)z|

0.244 0.104 0.035 0.025 0.026

0.442 0.204 0.060 0.030 0.033

corresponding terms in (6.4) and (6.7) vanish for smaller (but not too small) local
reduced space dimensions they are dominated by approximation terms and so do not
affect the representation power of the local reduced spaces.

Finally, we examine the dependence of TROM solution accuracy on the sampling
refinement for the parameter space. Table 2 shows errors in the L?(H') norm, which
is a natural norm for parabolic problems. The error is averaged and maximal over
100 pairs of out-of-sample parameters randomly drawn. We see that the error decays
with refining the parameter grid as predicted by the representation estimate with
saturation achieved for 16 x 32.

7.2. Parameterized two-dimensional Allen—Cahn equation. The second
example we consider is a two-dimensional Allen—Cahn equation, a phase-field model of
a phase separation process in {2 with a transition between order and disorder states.
The model characterizes state of matter at x € by a smooth indicator function
u(t,x), solving

(7.9) ug = Au— f(u) forxe (0,1)% te(0,7T),

with zero Neumann boundary conditions and the initial condition described below.
The nonlinear term is f(u) = F’(u), where F(u) = v*(1 —u)? + $2(u' — Lu) is a
double-well Ginzburg—Landau potential to allow for phase separation. The parameter
a1 > 0 is the characteristic width of the transition region between the two phases,
and s € [0,1] defines energy levels of pure phases with ag > 0 corresponding to an
asymmetric potential.

To obtain a dynamical system of the form (2.1), we discretize (7.9) using a stan-

dard second-order finite difference scheme on a uniform grid with M = 1502 nodes
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Py, = 0.50 . Py, = 0.52

0 0.2 0.4 0.6 0.8 1

F1G. 6. Initial conditions ¢g(@) for three different values of py, € {0.50,0.51,0.52}.

and mesh size h = 1/v/M. This yields A, € RM*M that depends on a; only. The
nonlinear term f, (u) = F’(u) depends on a and is being computed with the powers
of u € RM taken entrywise.

To generate FOM snapshots for (7.9) we apply a semi-implicit second-order time
stepping scheme with uniform time step At: for each ay € A, given ¢;(ay) and
¢;_1 (o) in RM, find ¢, () satisfying

3¢, (Qk) — 40, (ax) + ¢, (@ 5 & o
®j41(a) CZJA(?”C) ?; 1(ak)+Bs(¢j+1(ak)—2¢j(ak)+¢j—1(ak>)

=Ag, ¢j+1(ak) —fa (2¢j(ak) - d)jfl(ak)) )

for j=1,2,...,N, At=T/N, T=20, N =200, and k=1,...,K. Here 3, >0 is the
stabilization parameter [38] to allow the explicit treatment of the nonlinear term.
The first step of (7.10) is performed using BDF1 for the initial condition ¢(c)
with a varying ratio of the areas occupied by each state, as shown in Figure 6. The
initial snapshots ¢, are computed themselves with FOM simulations of the discretized
equation (7.9) on t € (0,1) with ay = 0.01 and ap = 0 from the initial random Bernoulli
distribution with probability of u =1 equal to p, € {0.50,0.51,0.52}, respectively, at
each of M nodes of the spatial discretization grid. Thus, we consider a three-parameter
system, i.e., D =3, with the parameter domain A= [0.01,0.025] x [0,1] x [0.5,0.52].
Once the u-snapshots are calculated via (7.10), f-snapshots are simply

(711)  opj(ar) =—fa (2¢;(ar) — ¢; 1 (ar)), j=12,....N, k=1,... K.

We use a grid of eight log-uniformly distributed & values in [0.01,0.025], three values
of 622\6 {0,0.15,0.3} and three values of & € {0.50,0.51,0.52} to define the sampling
set A.

In the first experiment we study in-sample representation capacity of TT-TROM
and compare it to that of POD-DEIM ROM. In Figure 7 we display the FOM, TT-
TROM, and POD-DEIM ROM solutions of discretized Allen-Cahn equation at the
terminal time ¢t =T = 20 for two in-sample parameter vectors. The TT-TROM solu-
tion was computed for tensor compression accuracy £ = 10~°. Decreasing compression
accuracy to € = 1072 did not lead to a visual difference in TT-TROM solutions. The
corresponding tensor ranks and compression factors for different values of € are sum-
marized in Table 3. We observe that while TT-TROM with the modest local reduced
space dimensions ng = ny = 20 predicts the pattern evolution very well, the conven-
tional POD-DEIM ROM is inaccurate.

Next, we repeat the experiment for out-of-sample parameter values. We display in
Figure 8 the FOM, TT-TROM, and POD-DEIM ROM solutions of discretized Allen—
Cahn equation at the terminal time t = T = 20 for two out-of-sample parameter

(7.10)
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FOM TT-TROM POD-DEIM ROM

1

Fic. 7. FOM, TT-TROM, and POD-DEIM ROM solutions of the Allen—Cahn equation at t =
T =20 for two in-sample parameter vectors: o = (0.01,0,0.5)T (top row) and o = (0.013,0.15,0.52)T
(bottom Tow).

TABLE 3
Compression ranks [R?,R?,R?,R?], O € {P,¥} for TT-TROM versus compression accuracy
e and the corresponding compression factors.

0.1 0.01 10~32 10~* 10~°

£

& TT-ranks  [13,6,3,2] [79,35,13,6]  [221,90,35,15]  [442,155,63,26]  [741,229,94, 38]
¥ TT-ranks [120,46,16,8] [340,129,47,20] [646,216,87,35] [1013,307,127,50] [1405,399,165,65]
CF(®) 4.629 - 10° 1.364 - 10° 1902 555 226

CF(¥) 6921 870 274 123 69

vectors. We observe again an excellent prediction offered by TT-TROM, although
the relative L?(0,7, L?(€2)) error increased from about 1075 for the in-sample case to
about 1072 for the out-of-sample case. Similarly, POD-DEIM ROM once again fails
to accurately predict the solutions.

Finally, we examine the effect of varying tensor compression accuracy € on TROM
solution accuracy and compression ranks. In Figure 9 we display the TT-TROM solu-
tions of discretized Allen—Cahn equation at ¢t =T = 20 for an out-of-sample parameter
vector a = (0.012,0.1,0.51)" for the three different values of e = 10~",1072,10~3 with
local reduced space dimensions equal to the effective ranks, i.e., ng = R$ for both
© € {®,¥}. In Table 3 we observe a large ratio of the first to last TT-ranks which
is even higher than that for the example in section 7.1. This explains a vast accu-
racy gain offered by the TT-TROM compared to the conventional POD-DEIM ROM.
Indeed, POD-DEIM ROM performs poorly for this example with solutions being in-
accurate even for larger local spaces dimensions, as demonstrated in Figure 10.

The computational times for the TT-TROM online stage in this Allen—Cahn equa-
tion example were mainly determined by the tensor compression ranks, as indicated in
Table 3. For tensor compression accuracies € € 1072,1073,107%, the average elapsed
computational times on a laptop, calculated over multiple runs of the TT-TROM,
were approximately 0.012 sec., 0.021 sec., and 0.040 sec., respectively. These times
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FOM TT-TROM POD-DEIM ROM
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Fic. 8. FOM, TT-TROM, and POD-DEIM ROM solutions of the Allen—Cahn equation at
t =T = 20 for two out-of-sample parameter vectors: a = (0.012,0.1,0.51)T (top row) and a =
(0.02,0.2,0.51)T (bottom row).
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Fic. 9. TT-TROM solutions of the Allen—Cahn equation for variying tensor compression ac-
curacy €.

encompass steps 1 to 3 of the online stage in Algorithm 5.1, as well as the time re-
quired for integrating the projected system. This can be compared to an average time
of six seconds required by the FOM for a single value of a.

8. Conclusions. We introduced a Galerkin-type model order reduction frame-
work for nonlinear parametric dynamical systems that utilizes LRTD in place of POD
for both projection and hyper-reduction steps. The LRTD is applied to find “uni-
versal” reduced spaces representing all observed snapshots and it is also used for
finding “local” parameter-specific reduced subspaces of these larger universal spaces.
If HOSVD or TT algorithms are employed to compute LRTD of snapshot tensors,
then the universal spaces coincide with the POD spaces for the matrices of all ob-
served snapshots. In this case, the proposed TROM can be also thought of as a tensor
modification of the conventional POD-DEIM model reduction approach that benefits
from the intrinsic tensor structure of a parametric system in several ways: (i) it pro-
vides means to find local spaces; (ii) it allows interpolation in the parameter domain
directly in the reduced order spaces and thus enables efficient handling of parameters
outside of the training set; (iii) it admits a rigorous analysis of the representation
power of the reduced spaces for general parameter values.
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Fic. 10. POD-DEIM ROM solutions of the Allen—Cahn equation at t =T = 20 for two param-
eter vectors: = (0.01,0,0.50)T (top row) and a = (0.013,0.15,0.52)T (bottom row) for increasing
dimensions ng and ny of local reduced spaces (from left to right). Some combinations of parameter
values and local reduced space dimensions lead to the blow-up of the numerical solution, e.g., for
a=(0.013,0.15,0.52)T and ng =10, ng = 15.
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We assessed the performance of three LRTD variants for model order reduction,
based on CP, HOSVD, and TT tensor formats. While TT was found to have a slight
edge over HOSVD in terms of compression rates for the examples considered, the CP
variant is, in general, more time consuming to compute and delivers worse approxi-
mation quality. Another variation considered is the approach to hyper-reduction in a
two-stage setting. Out of the two variants we prefer the one with DEIM at the offline
stage and local least squares at the online stage, since it performs similarly to the
approach with DEIM on both stages, but also admits interpolation estimate for the
local basis with a bound that is independent of parameters.

We note that for large scale FOMs and higher-dimensional parameter spaces,
sampling full snapshot tensors may become prohibitively expensive due to the expo-
nential increase of the number of snapshots as a function of the paratemeter space
dimension. A promising approach to decrease the associated offline costs is the use
of low-rank tensor interpolation or completion for finding LRTD from a sparse sam-
pling of parameter domain. This should decouple the required number of parameter
samples from the dimension of parameter space, assuming a certain degree of regular-
ity in the dependence of dynamical system solutions on the parameters. Preliminary
results suggesting feasibility and efficiency of such an approach will be reported in a
forthcoming paper.
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