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Abstract— In this work, we address the challenge
of multi-task image generation with limited data for
denoising diffusion probabilistic models (DDPM), a class
of generative models that produce high-quality images
by reversing a noisy diffusion process. We propose a
novel method, SR-DDPM, that leverages representation-
based techniques from few-shot learning to effectively
learn from fewer samples across different tasks. Our
method consists of a core meta architecture with shared
parameters, i.e., task-specific layers with exclusive pa-
rameters. By exploiting the similarity between diverse
data distributions, our method can scale to multiple tasks
without compromising the image quality. We evaluate
our method on standard image datasets and show that it
outperforms both unconditional and conditional DDPM
in terms of FID and SSIM metrics.

I. INTRODUCTION

Diffusion models are a class of generative models
that produce high-quality images by reversing a noisy
diffusion process [1]. They have shown several advan-
tages over previous state-of-the-art generative models
such as GANs [2], such as their scalability and their
ability to capture the underlying structure of the data,
including the spatial relationships between different
objects [3]. This enables them to generate images that
are more realistic and diverse than those produced
by other generative models [4], [5]. These advances
have made diffusion models powerful and useful tools
for generating images and other complex data for
various applications, such as computer vision [6], [7],
natural language processing [4], [8], [9], artistic image
generation [10], medical image reconstruction [11], and
music generation [12].

Diffusion models are based on non-equilibrium ther-
modynamics [1], [13], where diffusion increases the
system’s entropy. They generate samples by gradually
introducing random noise to data and learning to re-
verse the process to obtain the desired data samples.
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However, diffusion models have some limitations, such
as being time-consuming and computationally expen-
sive to train [14], being difficult to troubleshoot and
scale to large datasets [15], [16], and having high-
dimensional latent variables similar to the original data.

Few-shot learning is a type of meta-learning [17]
that enables models to learn from a limited amount of
data [18], [19]. This is especially useful in scenarios
where the data availability is scarce or the training
costs and time are high [18]. In such cases, few-
shot learning can be used to quickly learn from a
small number of examples. Several optimization-based
and hierarchical-based techniques have been proposed
to enable meta-learning for different problems. These
techniques allow researchers to make more accurate
predictions and to better understand the underlying
structure of data. Few-shot learning is also a powerful
tool for image generation in limited data setups. It can
be used to create a variety of images from a small
dataset, such as images of a specific object in different
poses or environments. This can be a useful tool for
data augmentation, as well as for creating new images
for different tasks.

In this work, we study image generation in multi-
task setups with limited data per task. We propose to
enhance the quality of image generation in diffusion
models by leveraging the idea of shared and personal-
ized representations. We introduce a novel hierarchical-
based algorithm called Shared-Representation Denois-
ing Diffusion Probabilistic Model (SR-DDPM), which
exploits a combination of shared and exclusive features
[20] to improve the sample fidelity under limited data
regimes. We discuss how our method is capable of
fast and light fine-tuning, as well as better scalability
to unseen tasks, i.e., data from a new category. We
evaluate the performance of SR-DDPM on four stan-
dard datasets: MNIST [21], Fashion-MNIST (FMNIST)
[22], CIFAR-10 [23], and CIFAR-100 [23] under lim-
ited data samples.

The rest of this paper is structured as follows. Section
II reviews the related works. Section III introduces
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the problem setup and our method, SR-DDPM, for
improving the performance of DDPMs using a mixture
of shared and exclusive layers. Section IV presents the
numerical results and Section V concludes the paper.

II. BACKGROUND

Recent advances in diffusion models have focused
on improving the quality and efficiency of the gen-
erated images in various ways. For instance, [24],
[25] introduced the concept of noise-conditioned score
networks, which learn the corresponding noise for two
consecutive images in the diffusion process. Rombach
et al. [16] proposed a two-stage approach to distinguish
the imperceptible details in high-quality photos via
adversarial auto-encoders, which reduce the size of
latent DDPM. Moreover, some works proposed non-
Markovian and operator learning techniques for im-
plicit fast sampling [14], [26], [27].

Ho et al. [28] found that cascaded diffusion models
were capable of generating high-fidelity images without
the assistance of auxiliary image classifiers. There have
also been recent attempts to boost image quality by
incorporating conditional approaches that use noise pre-
diction [29], [30]. In recent studies, broader corruption
processes such as blurring, pixelation, and desaturation
have also been considered in training and sampling
diffusion models [31], [32].

Furthermore, there has been a growing focus on
score-based generative modeling using stochastic dif-
ferential equations (SDE) [33]–[35], where the goal is
to learn score functions, gradients of log probability
density functions, on a wide range of noise-perturbed
data distributions, and then sample with Langevin-type
methods. Additionally, several exceptional efforts have
been made for cases with multi-modal datasets and
3D image generation [4], [16], [34]. This has been
achieved by incorporating additional information about
the data, such as object labels or scene context, via
using attention layers in the model [36].

III. PROBLEM SETUP & ALGORITHM

In this section, we first describe the underlying
problem setup for few-shot image generation. Then
after reviewing the notion and formulation of DDPM
[24], we present our method, SR-DDPM.
Data Setup: We consider a set of n different tasks
{Ti}ni=1, where for each task i ∈ [n] = {1, 2, . . . , n},
there exist a set of mi samples Si = {xji}

mi

j=1, where
each xji∼Di is an image in a d-dimensional space

(d = 32×32×3 for CIFAR-10 [23]). In the conven-
tional setup for diffusion models, the underlying mech-
anism is to aggregate all samples S = ∪ni=1Si irrespec-
tive of their task and every x∈S is a realization of some
generic (global) distribution x∼D. In this research, we
unravel how to exploit the combination of diverse yet
similar distributions Di to improve the quality of image
generation in diffusion models.

We start by stating the problem setup for DDPM and
then introduce our method for shared representations.

DDPM: Let x0 ∈ Rd be an image sampled from
distribution D. Moreover, let x1,x2, . . . ,xT denote T
latent variables where each xt ∈ Rd, for all t ∈ [T ].
The forward (diffusion) process q can be defined as
follows:

q(x1:T |x0) :=

T∏
t=1

q(xt|xt−1), (1)

q(xt|xt−1) := N (xt;
√

1−βtxt−1, βtI), (2)

where β1, β2, . . . , βT is a variance schedule for the
underlying gaussian noise with mean

√
1−βtxt−1 and

variance βtI at each timestep t. According to [24], [37],
the latent variable xt can be directly derived based on
the observed data x0 as

xt =
√
αtx0 +

√
1−αtϵ, (3)

where αt :=
∏t
s=1 αs and ϵ∼N (0, I). Moreover, the

reverse (generative) process pψ, parameterized by a set
of parameters ψ, can be summarized as follows:

pψ(x0:T ) :=

T∏
t=1

pψ(xt−1|xt), (4)

pψ(xt−1|xt) := N
(
xt−1;µψ(xt, t), σ

2
t I
)
, (5)

µψ(xt, t) :=
1

√
αt

[
xt−

βt√
1−αt

ϵψ(xt, t)

]
, (6)

where σ2t = βt, and ϵψ : Rd×N → Rd is a neural
network with parameters ψ that takes xt and timestep
t as inputs and estimates the realization of ϵ in (3).
For example, UNet with attention is a proper candidate
for ϵψ. In [24], it is explained that σ2t = β̃t =

1−αt−1

1−αt
βt

provides similar experimental results to σ2t = βt. Note
that the underlying assumption in this formulation is
that ϵψ(xt, t) is a shared model across the Markov
chain (from 0 to T ) which is expressive enough to
recover the noise value. Therefore, it is sufficient to
optimize the network parameters with respect to some
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Fig. 1: (Left) UNet architecture contains a mixture of shared and exclusive layers. (Right) SR-DDPM for a
mixture of n exclusive but similar distributions.

loss function L : Rd×Rd → R+, i.e., minimizing

L
(
ϵ, ϵψ(

√
ᾱtx0 +

√
1−ᾱtϵ, t)

)
, (7)

which quantifies the distance between the original noise
and prediction of the denoising model.

Next, we explain SR-DDPM for multi-task denoising
diffusion models with shared and exclusive representa-
tions.

SR-DDPM: Our goal is to exploit the exclusiveness of
each task {Ti}ni=1 by splitting the denoising network
architecture into shared and personal (exclusive) layers.
Figure 1 depicts the UNet structure that uses a common
set of parameters ϕ for all tasks i∈[n], and a distinct
set of parameters {θi}ni=1 for each task. The set of
parameters ψ in (4) is the combination of ϕ and θi,
for any i ∈ [n]. This allows us to jointly capture both
shared and unshared features. For example, Figure 1
shows that for different tasks involving various outfits,
we train and sample from n parallel Markov chains
with shared parameters ϕ and exclusive parameters

Algorithm 1 SR-DDPM: Training
1: repeat
2: i ∼ Uniform([n]) {select a task Ti from n tasks}
3: x0 ∼ Di {sample data x0 from task Ti}
4: t ∼ Uniform([T ]) {sample timestep t}
5: ϵ ∼ N (0, I)
6: Compute the gradient and apply one step of optimizer:

∇ϕ,θiL
(
ϵ, ϵϕ,θi(

√
ᾱtx0 +

√
1−ᾱtϵ, t)

)
7: until converged

{θi}ni=1. In other words, we minimize the following:

Ei
[
L
(
ϵ, ϵϕ,θi(

√
ᾱtx

i
0 +

√
1−ᾱtϵ, t)

)]
, (8)

where xi0 ∼ Di and i ∼ Uniform([n]). Algorithms 1
and 2 respectively describe the training and sampling
processes of SR-DDPM. As shown in Algorithm 1,
at the training phase, we randomly choose a task and
an image from that task. Then, we use a first-order
optimization method such as Adam [38] to optimize
the stochastic gradient and minimize the cost in (8).
Finally, we generate samples by feeding a noise signal
to the network and applying the denoising process of
Algorithm 2.

IV. EXPERIMENTS

In this section, we describe the experimental setup
and the results of our proposed method. We compare
our method with unconditional and conditional DDPM.

We consider four standard datasets: MNIST, FM-
NIST, CIFAR-10, and CIFAR-100. We implement a
multi-task scheme with 500 samples per task. Follow-
ing Section III, we adopt a UNet as the denoising
network with four layers for all methods. The network

Algorithm 2 SR-DDPM: Sampling

1: i ∼ Uniform([n]) {select a task Ti from n tasks}
2: xT ∼ N (0, I) {sample a noise signal xT }
3: for t = T, . . . , 1 do
4: z ∼ N (0, I) if t > 1, else z = 0

5: xt−1 = 1√
αt

(
xt − 1−αt√

1−ᾱt
ϵϕ,θi(xt, t)

)
+ σtz

6: end for
7: return x0
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TABLE I: Comparison of the performance of Denoising
Diffusion Probabilistic Models (DDPM), Conditional
DDPM (C-DDPM), and Shared-Representation DDPM
(SR-DDPM) for T=500, 4-layer UNet with one exclu-
sive layer, linear β schedule, and 600 training epochs.

Dataset |{Ti}i| Method FID ↓ SSIM ↑

MNIST 10

DDPM 3.67 0.881

C-DDPM 2.14 0.884

SR-DDPM 2.04 0.887

FMNIST 10

DDPM 4.80 0.908

C-DDPM 2.72 0.915

SR-DDPM 2.48 0.909

CIFAR-10 10

DDPM 12.64 0.946

C-DDPM 12.86 0.949

SR-DDPM 10.87 0.949

CIFAR-100 20

DDPM 13.74 0.944

C-DDPM 11.54 0.942

SR-DDPM 11.30 0.944

has a bottleneck in the middle to learn only the most
important features of the data. We increase the number
of channels by a factor of two and decrease the image
size by the same factor per layer. We personalize one
layer as the exclusive stage at the first and end of the
network for all datasets. We train the model for each
method within 600 epochs. We use the Adam optimizer
with a learning rate of 5×10−4 for all experiments.

We quantitatively compare the performance of our
model with DDPM and Conditional DDPM (C-DDPM)
using the implementation of DDPM [24] on Hugging
Face [39]. We measure the performance of SR-DDPM
on the four different datasets using sample quality
(FID@10k) and structural similarity (SSIM) on test
data. Table I compares SR-DDPM with unconditional
and conditional DDPM. Our method achieves better
FID scores than the other two on all four datasets.

Figure 2 visualizes the reverse process for image
generation for T = 500 on all datasets. We also dis-
play 20 samples from each task in [40]. The images
generated from FMNIST show that the trained model
can identify similarities between the tasks. Some of the
images generated from one task overlap with the other
task when using the corresponding exclusive layers.

(a) MNIST (b) FMNIST

(c) CIFAR-10 (d) CIFAR-100

Fig. 2: The process of diffusion image reconstruction
using SR-DDPM. For each dataset, we generate 10
samples with T = 500 and visualize the reconstructed
image at t = 0, 50, 100, . . . , 500.

This implies that the method can capture the similarity
between the tasks implicitly by using the shared and
exclusive layers.

V. CONCLUSION

We presented a novel algorithm for training diffusion
models with limited data. Our method outperforms
unconditional and conditional DDPM on image gen-
eration in the same training time. We also found that
the personal layer for each task can detect similarities
among tasks automatically. This means that we can
train a new personal layer for a new task without
fine-tuning the whole network. Our method offers an
interpretable way to generate images by using a com-
bination of shared and unshared parameters to capture
the differences among tasks.
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