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Abstract

The stein variational gradient descent (SVGD) algorithm is a deterministic particle
method for sampling. However, a mean-field analysis reveals that the gradient flow
corresponding to the SVGD algorithm (i.e., the Stein Variational Gradient Flow) only
provides a constant-order approximation to the Wasserstein gradient flow correspond-
ing to the KL-divergence minimization. In this work, we propose the Regularized Stein
Variational Gradient Flow, which interpolates between the Stein Variational Gradient
Flow and the Wasserstein gradient flow. We establish various theoretical properties of
the Regularized Stein Variational Gradient Flow (and its time-discretization) including
convergence to equilibrium, existence and uniqueness of weak solutions, and stability
of the solutions. We provide preliminary numerical evidence of the improved perfor-
mance offered by the regularization.
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1 Introduction

Given a potential function V : R? — R, the sampling problem involves generating
samples from the density

r(x):=Z"te VW with Z::/e_v(x)dx )

being the normalization constant, which is typically assumed to be unknown or hard to
compute. The task of sampling arises in several fields of applied mathematics, includ-
ing Bayesian statistics and machine learning in the context of numerical integration.
There are two widely-used approaches for sampling: (i) diffusion-based randomized
algorithms, which are based on discretizations of certain diffusion processes, and (ii)
particle-based deterministic algorithms, which are discretizations of certain approxi-
mate gradient flows. A central idea connecting the two approaches is the seminal work
by [23] which provided a variational interpretation of the Langevin diffusion as the
Wasserstein gradient flow (WGF),

it =V - (e Vs Fun)) = V- (s Viog 21 ). @

where the term Vy, F(u;) = Vlog % could be interpreted as the Wasserstein gradi-

ent! of the relative entropy functional (also called as the Kullback—Leibler divergence),
defined by

e (x)
(x)

Fue) = KL(MzIﬂ):/Rd log i (x)dx,

evaluated at i;. This leads to the idea that sampling could be viewed as optimization on
the space of densities/measures, a viewpoint that has provided a deeper understanding
of the sampling problem [44, 50].

There are several merits and disadvantages to both the randomized and deterministic
discretizations of the (approximate) WGF. First, note that obtaining exact space-time
discretization of the WGF in (2) is not possible. Indeed, due to the presence of the dif-
fusion term, when initialized with a N-particle based empirical measure, the particles
do not remain as particles for any time ¢ > 0. Hence, on the one hand, randomized
discretizations like the Langevin Monte Carlo algorithm, are used as implementable
space-time discretizations of the WGF. On the other hand, motivated by applications

1 See, for example, [1, 38] for the exact definition.
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where the randomness in the discretization is undesirable, in the applied mathematics
literature, other discretizations of approximate WGF were developed. Such methods
are predominantly based on using mollifiers and we refer the reader to [7, 14, 16, 34,
36] for a partial list and to [10], for a comprehensive overview.

Recently, in the machine learning community, the stein variational gradient descent
[25, 27] was proposed as another deterministic discretization of approximate WGF,
and has gathered significant attention due to applications in reinforcement learning
[29], graphical modeling [48], measure quantization [51], and other fields of machine
learning and applied mathematics [12, 12, 24, 47]. Due to the use of the reproducing
kernels, the stein variational gradient descent (SVGD) algorithm provides a space-
time discretization of the following approximate Wasserstein gradient flow (which we
refer to as the Stein Variational Gradient Flow (SVGF) for simplicity)

it =V - (11s Ty Viog 1) 3

where Ty, : Lg(u) — L‘zi(u)2 is the integral operator defined as 7y , f(x) =
[ k(x, y) f (y)(y)dy forany function f € L4 (), and forakernelk : RY x R? — R;
see, for example [30]. Hence, SVGD (which is based on the SVGF), in this context,
while being deterministic only provides a discretization of a constant-order approx-
imation to the Wasserstein gradient flow due to the presence of the kernel integral
operator. Indeed, if supp(1;) = R? and k is a bounded continuous translation invari-
ant characteristic kernel [41] on R4 (e.g., Gaussian, Laplacian kernels), then

1T = Tlop = 9PUI T £ = Fll gy * 101y = 1 2 1T 1= g,
> 11— [k, 0 () dxll L) > O,

where 1 = (1,..., DT € R?. This shows that the order of the error is crucially
dependent on the choice of the kernel k.

To overcome the above issue with the SVGEF, in this work, we propose the Reg-
ularized Stein Variational Gradient Flow (R-SVGF). To motivate the proposed flow,
we first note that the Wasserstein gradient V log(u,/m) lives in Lg (us), while the
kernelized Wasserstein gradient 7y ,, V log(u; /) morally lives in the reproducing
kernel Hilbert space3 Hg C L‘é(u,). If Vlog(u,/m) € Ran(7Zg,,,), then it is easy to
verify that

(1 =Ty, + v])*lﬂ,utvlog(,u,/n) — Vlog(u,/n)HL,zi(m) — 0, asv — 0.

Additionally, if V log(u, /) is sufficiently smooth, i.e., there exists y € (0, 1] such

that Vlog(u;/m) = ’]th, for some i € Lg(u,) (see, for example, [15]), then

1= )T, + D™ Thy, Vloglue /m) = Vlog(ue /1)l 14,y = O, asv 0.

2 Defined in Sect. 1.3.
3 Defined in Sect. 2.
Eo oy
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In other words, (1 — v)7¢ ,, + vI)’l’Z},MtV log(u;/m) is a good approximation to
Vlog(u;/m) for small v. With this motivation, we propose the following R-SVGF
given by

e =V - (e (1 =0Ty +v1) " Toy, (Vieg ). )

for some regularization parameter v € (0, 1], where R-SVGF arbitrarily approximates
the WGF as v — 0. It is important to note that in the case of y = 1/2, we have
Vlog(u:/m) € Hf, yet, (3) suffers from the drawback of providing only a constant-
order approximation to (2).

1.1 Summary of Contributions
Our contributions in this work are as follows:

(1) We propose the Regularized SVGF (R-SVGF) that interpolates between the
Wasserstein gradient flow and the SVGF. The advantage of the proposed flow
is that one could obtain an implementable space-time discretization as long as the
regularization parameter is bounded away from zero. The main intuition behind
the proposed flow is to pick an appropriately small regularization parameter so
that we could arbitrarily approximate the WGF (Theorems 1 and 3).

(2) For the R-SVGF, we provide rates of convergence to the equilibrium density in
two cases: (i) in the Fisher Information metric under no further assumptions on
the target m € P(Rd) (Theorem 2) and (ii) in the KL-divergence metric under an
LSI assumption on the target (Theorem 4). We also establish similar results for
the time-discretized R-SVGF (Theorems 5 and 6).

(3) We characterize the existence and uniqueness (Theorem 7), and stability (Theo-
rem 8) of solutions to the R-SVGF.

(4) We provide preliminary numerical experiments demonstrating the advantage of
the space-time discretization of the R-SVGF, which we call the Regularized stein
variational gradient descent (R-SVGD) algorithm, over the standard SVGD algo-
rithm.

1.2 Organization

The rest of the paper is organized as follows. In Sect. 1.3, we introduce the notations
used in the rest of the paper. In Sect.2, we provide the preliminaries on reproducing
kernel Hilbert spaces required for our work. In Sect. 3, we introduce the R-SVGF, along
with the notion of regularized Stein-Fisher information, required for our analysis.
Due to the technical nature of the proofs, we postpone the results on existence and
uniqueness of the R-SVGEF, and related stability results respectively to Sects. 5 and 6.
In Sect.4, we provide convergence results on the R-SVGF and its time-discretized
version. We conclude in Sect.7 with a space-time discretization which provides a
practically implementable algorithm, and provide preliminary empirical results.
Elol:;ﬂ
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1.3 Notations

We use the following notations throughout this work:

e For a matrix, || - |> denotes the matrix 2-norm (spectral norm) and || - || y s denotes
the Hilbert-Schmidt norm which is defined as ||A||%I g = Zf j=1 |a; j|2 for any
matrix A = (aij)i,je[d]-

e The term id denotes the d x d identity matrix. /; corresponds to the identity
operator in the RKHS. / corresponds to the identity operator in L ().

° (Loo(Rd ), -l LOO(]Rd)) denotes the space of all essentially bounded measurable
functions on R? with I/l ey :=Inf{C : [ f(x)| < C for almost every x € R4}
for any f € Loo(RY).

o C(R?: RY) is the space of all R?-valued continuous functions on R¥.

e C;°([0, 0o) x R?) is the space of all R-valued measurable functions on [0, c0) X R4
that vanish at infinity, i.e., forany f € C;°([0, oo) x Rd), f(,x) —> 0ast — o0
and f(¢,x) — Oas x — oo.

e For any function space H on RY, C([0, T']; H) is the space of functions f such
that for any fixed ¢ € [0, T'], f(¢,-) € H and for any fixed x € R4, f(,x)is
a continuous function on [0, 7]. C1([0, T]; H) is the space of functions f such
that for any fixed r € [0, T], f(¢,-) € H and for any fixed x € R4, f(,x)isa
continuous function with a continuous first order derivative on [0, T'].

e Let P(RY) denote the space of all probability densities (with respect to the
Lebesgue measure) on RY that are twice continuously differentiable with full
supports on R and finite second moments.

e Forany 1, u2 € P(R?) and any p > 1, Wy (1, n2) denotes the Wasserstein-
p distance between w1 and uy defined as W), (w1, p2):=infx~,, y~u, E[| X —
YIyo.

e For any u € P(RY), (La(w), Ill1,(.) is the space of all p-square integrable
measurable function on R? with || f||§2w) = fpa | fO)Pr(x)dx.

e For any function space H, we say f € H? if f = [f1,---, f4]7 such that
fi € Hforalli e [d]. If the function space (H, ||-|lyy) is further a Hilbert space,
(He, |I- |l4¢¢) denotes the Hilbert space of all vector valued functions whose entries
are in (H, [|-ll3) with || £ 12,0 == X0, 1 £i 13, forany f = [fi.---, falT € H.

e Let (K, ||-ll) and (g, ||-||g) be two function spaces. For an operator A : H — G,
we denote the adjoint operator of A by A*. We denote the operator norm by
|All#—g, which is defined as ||Ally_¢ = SUP| )5, <1 |Aullg. When we don’t
emphasize the spaces, we denote the operator norm of A by [| A, for simplicity.

e Let(H, || - %) and (G, | - lg) be two Hilbert spaces. For an operator A : H — G,
we denote the Hilbert-Schmidt norm by ||A||gs which is defined as ||A||%1 g =
Yier Ae; ||é where {e;};ics is an orthonormal basis of . We denote the nuclear
norm by || Al Which is defined as ||All,,c = Ziel((A*A)%e,-, ei) where
{ei}ics 1s an orthonormal basis of H.

e For a smooth function f : RY x R — R, V; f denotes the gradient of f in the
first variable and V; f denotes the gradient of f in the second variable.

EOE';W
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e Foramap ¢ : R?Y — R?, ¢; denotes the i-th component of the function value and
V¢ denotes the Jacobian, i.e., (V¢);; = 0;¢; forall i, j € [d].

e Typ represents the push-forward of the density p under amap 7.

e (-, -) denotes inner-product in the Hilbert space H. (-, -) denotes inner-product
in the Euclidean space R?.

2 Preliminaries on Reproducing Kernel Hilbert Space

In this section, we introduce some properties of RKHS which would be used later in
the formulation and analysis of R-SVGF. We refer the reader to [6, 33, 42] for the
basics of RKHS. We let 7, be a separable RKHS over R with the reproducing kernel
k:R? x RY — R_¢ and with | - ||, denoting the associated RKHS norm.

We make the following assumption on the kernel function k throughout the paper.

Assumption A1 The kernel function k : R? x R? — R is symmetric, strictly positive
definite and continuous.

Additional assumptions on the kernel will be introduced when they are required. The
following results are essentially based on [42, Lemma 4.23, and Theorems 4.26 and
4.27].

Proposition 1 [ [42]] The following holds.

(i) The kernel function k is bounded if and only if every f € Hy is bounded. Moreover,
the inclusion 1g : Hy — Loo(RY) is continuous and leall3, - Loy = koo,

where k|l 1= sSup,cre Vk(x, X).

(ii) Let ju be a o-finite measure on R and k be a measurable kernel. Assume that

1
2
el £y = ( /R ) k(x,xnm(x)) < oo,

Then Hy consists of 2-integrable functions and the inclusion v, : Hiy — La(u)
is continuous with ”Lk"u”Hk—)LZ(lL) < \kllzy(u)- Moreover, the adjoint of this
inclusion is the operator LZ wt Lo () — Hy defined by

;g0 = /R kG SR, g € La(w), x € B

(iii) Under the assumptions in (ii), Hy is dense in Ly () if and only ifL: W Lo(pn) —
Hy is injective. Alternatively, i} W’ Lo(u) — Hy has a dense image if and only
if te, : Hie — Lo(p) is injective.

(iv) Under the assumptions in (ii), i, : Hr — L2(w) is a Hilbert-Schmidt operator
with ||Lk,u|| us = lkllz ). Moreover, the integral operator Ty, = Lk,ﬂt;’;u :

Lo () — La(w) is compact, positive, self-adjoint, and nuclear with ||’Z7¢ “ H =

nuc
”‘k»unys = [1&ll 2, 10)-
FolCTM
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When f € Hg with f = [f1,---, ful" and g € Hy, we define (f, g)x, as a
vector in R? and ((f, g>Hk)i = (fi, &)n, foralli € [d]. When f € Lg(u) with
f =101/, fal" and g € Ly(u), we define (f, g)r,(u) as a vector in R? and
((f. &) 1agw); = (fis &) Loqw for all i € [d]. Note also that T, = i, utf, and

Ran(?}jﬁ) = Hy C Lo(u). We refer the interested reader to [15] for more details.

Finally, we remark that by letting (1;, ¢;)72, be the set of eigenvalues and eigen-
functions of the operator 7 , where Ay > Ay > --- > 0 and (ei)fil form an
orthonormal system in Ran(7_ ,,), we have the following spectral representation that,
forall f € Lo(u),

Tewf = ki lfrediyq ei- ©)

i=1

Computing the spectral representation, in general for any given p and kernel k is a
non-trivial task. Results are only known on a case-by-case basis; see, for example, [2,
8, 31, 39]. However, we use the decomposition only in our analysis. For the purely
practical algorithm that we describe eventually in Sect. 7, we do not need to know the
decomposition explicitly.

Remark 1 Strictly speaking, the above notation implicitly assumes that the operator
Tk, has a trivial null space, in which case Ran(7% ,) = L2(u) and hence the eigen-
functions (e; )72, form an orthonormal basis to L (). However, our analysis does not
require this condition on 7y ,. In particular, if 7 , has a non-trivial null-space, then
Ran(7g ;) C La(w). In this case, our analysis still holds true. For example, with a
slight abuse of notation, if we let e;, for certain values of i, also denote the basis of
the null-space of 7y ;,, conclusions similar to our results hold.

3 Regularized SVGF

We now introduce the formulation of the Regularized-S VGF and discuss its connection
with the SVGF and the WGF. Recall that in the mean-field limit, the SVGF in (3) only
provides a constant order approximation to the WGF in (2), due to the presence of the
operator 7 ,,. As the operator 7 , is not invertible, we seek to obtain a regularized
inverse so that we end up with the following Regularized-SVGF, as in (4), for some
regularization parameter v € (0, 1]. Note in particular that, as v — 0, the Regularized-
SVGEF gets arbitrarily close to the WGF. Our goal in this section is to derive the
above-mentioned R-SVGF from first principles.

The central operator required in our formulation is the following Stein operator,
which is defined for all p € P(Rd), and for all smooth maps ¢ : RY — R9, as

App(x) = ¢ (x) @ Vlog p(x) + Ve (x),

where ® denotes the outer-product. Generally speaking, the Stein operator can also be
defined for some densities that are outside of P(R?). We restrict to p € P(R?) in the
FoC
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paper for the purpose of our analysis. Now, the Wasserstein gradient flow in (2) could
be thought of as follows. Consider moving a particle x ~ p (for some p € P(R?))
based on the mapping x — T (x):=x + h¢ (x), where h > 0 is a step-size parameter,
and ¢ is a vector-field chosen so that the KL.-divergence between the pushforward of
p according to 7', denoted as Ty p, and the target density 7 in minimal. Liu and Wang
[27, Theorem 3.1], showed that

ViKL(Typ|m) =0 = —Ex~pltrace(Ar ¢ (x))].

We also refer to [23] for an earlier version of the same result. Based on this observa-
tion, if we try to find the vector-field ¢ in the unit-ball of Lg (p) that maximizes the
quantity [E~,[trace(A; ¢ (x))]]z, a straight-forward calculation based on integration-
by-parts, results in the optimal ¢ being the Wasserstein gradient V log ﬁ. To have a
practical implementation, [27] considered maximizing [E,~, [trace(.Aﬂqﬁ()c))]]2 over
the unit-ball in the RKHS ¢, which results in the optimal vector-field being equal to
Tk,pV log g, and correspondingly results in the SVGF in (3).
In this work, we propose to find the vector field ¢ that maximizes

[]Exwp [trace(Aﬂqﬁ(x))]]2 over the unit-ball with respect to an interpolated norm
between Lg(,o) and Hk Specifically, the interpolation norm that we consider is of

the form v ||~||%{d + {1 =v)|- ”Ld for some regularization parameter v € (0, 1],
k

()’

which trades-off between || - ”Hd and || - || We also remark here that a similar

L3(p)’
k
idea has been leveraged in the context of RKHS based statistical hypothesis testing

[5]. Formally, for p, = € P(RY), we consider the following optimization problem.

S(p,m) := max {[Exwp [trace(.Anqb(x))]] such that v||¢\|,2Hd+(1 V) "¢"Ld< = }
peH k

For any p € P(R%), the optimal vector field, ¢ that minimizes KL(T4p|m) can be
described via the following result. To make the statements more consistent with the
analysis (and proofs), we will denote 7 . explicitly as Lk,.tl’{", in the rest of the paper.
Before we proceed, we also recall that the Fisher information between two densities
p, 7 € P(R?), is defined as

-3

i=1

I(p|n):= ”Vlog—’ (6)

<V10g ﬁ e
b4

Lo (p) >L2(p)

with (e;)72, being an orthonormal basis to L2 (p).

Proposition2 Let T (x) = x + h¢(x) and Typ(2) be the density of z = T (x) for any
p € P(RY). Forv € (0, 1, define

= {9 € Hi Il + A =) 9], < 1)

(» —
FoE'ﬂ
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Letm o< eV and m € P(RY). If I(p|m) < oo and k satisfies Assumption Al with
f k(x, x)p(x)dx < oo, then the direction of steepest descent in I3 that maximizes

=V, KL(Typ|m)|h=0

is given by

O R ((1 — V)il + v1d> By p[=VV (@)k(x, ) + VK (x, )],

where ., HZ — Lg(p) is the inclusion operator and sz is its adjoint,
as in Proposition 1. Furthermore, under the optimal vector field ¢;’n, we have
=ViKL(Typl7)lh=0 = S(p, 7).

Proof First note that according to [27, Theorem 3.1], we have
ViKL(Typ|m) =0 = —Ex~pltrace(Az ¢ (x))].

Therefore, we have

qb;‘)_” = arg max {[IE,CNIO[trace(A;T(b(,\c))]]2 such that v H¢H§{d +(1-v) ||¢\|Ld( )= } .
¢EH‘k1 k

Next, observe that we have

d
Ey~pltrace(Az ¢ (x))] = ZEx~p[—3iV(x)¢i (x) + 0i¢i (x)]

i=1

Z B p[=0i V (X) (i, kCx, )3 + (i, 0ik(x, )3, ]

i=1

= (@, Exnp[=VV(0OK(x, ) + VE(x, )]) g

ThetermE,~,[—VV (x)k(x, -)+Vk(x, -)]is finite forall x € R due to the following
inequality:

|Ex~p[=VV(0)k(x, ) + VE(x, )l = |y, leOg Pl

= | /k(x ¥V log %p(y)dx\

1
< 1ol WG ([ koepeeay)* < oc,

where the first inequality follows from the Cauchy-Schwartz inequality and the repro-
ducing property of the RKHS. The second inequality follows from conditions on k
FoE"ﬂ
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and p. Meanwhile, the constraint can be written as
2 2 _ _
V19I5 + (L= V) 817, = vid. $hpgg + (1 =)tk pb. th o)1)

= (VI + (1 =) ytx.0) &, D)y
2

)

1
_ H ((1 — Dt + vld)2 ¢
Hd
k

1
where I; : Hy — Hy is the identity operator. Now, note that ((1 — v)tz’ plk.p + vld) :

is well-defined since ¢ plhp H,‘f — Hf is positive, compact and self-adjoint.
Therefore, based on the above display, the constraint {¢p € H;f Y ”4)”;"? + (1 -

2 i valent ¢
V) ||¢||L,21(p) < 1} is equivalent to

1
peHl:y= ((1 — D + vld>2 ¢ and Yl <1).

Since the spectrum of L;’;plk’p is positive and v € (0,1], (1 — U)l;’;plk’p +

vl; is invertible. For all ¢ € Hg, there exists a unique ¥ € Hl‘f such that
1

((1 — v)t,*;ptk,p + vld>_2 ¥ = ¢. Applying this fact along with the equivalent form
of the constraint, we have

_1
Ex~p(trace(Az ¢ (x))) = <((1 - U)L;‘;ptk,p + vld> 2y, Ex~p[=VV()k(x,-) 4+ Vk(x, ~)]>
_1
- <¢, ((1 — Wit + vld) 2 B p[=VV (0)k(x, ) + Vk(x, .)]>
H(]

=

_1
(=00 e p +v1a) " Exmp[ =TV @k, ) + VG, .)]'

d
Hy

_1
where the second identity follows from the fact that ((1 — U)Lz’ptk’p + VId) 2 s

self-adjoint and the upper bound in the last inequality is achieved when

v ((1 — 0ty + vld)_7 By [=VV (0K, -) + VE(x, )],

and the result hence follows. O

With the optimal-vector field as derived above, we consider the following mean-
field partial differential equation (PDE) as the R-SVGF:

—1
0
dpr =V - <pt ey ((1 — V) g + vld> g, (v log ;’)> . %)
Elol:;ﬂ
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Itis important to notice that the R-SVGF interpolates between the SVGF and the WGF.
However, the regime of interest for us is when v — 0, as we get arbitrarily close to
the WGF. We quantify this statement precisely in the later sections. On the other hand,
when v — 1, the R-SVGF becomes the SVGF.

Remark2 We now make the following remarks about the above result.

(i) We can alternatively write ¢;yﬂ from Proposition 2 as

p
G X — ((1 — V) pthp + vld> Yp (V log ;) ,

since we have

Vp(x)
p(x)

Exnp[=VV0)k(x, ) + Vk(x, )] =/d k(:, x) <—VV(X) - ) p(x)dx
R

=—lU, (Vlogg).

(i) The operator in (7) has an equivalent expression, as we discuss below. First, we
claim that

-1 -1
Ue,p ((1 — V)i plkp + vld) Up= ((1 — WV pli p + vI) U plk. p-

To see that, we start with the trivial identity in the first line below and proceed as

(= vapt 01 e =t (= 00 i+ 014)

—1
= U = ((1 — v)Lk,pLz’p + vI) Uep ((1 — v)t,t’ptk,p + vld)
-1 -1
= l,p ((1 — v)LZ)ka’p + v1d> = ((1 — V)Lk,pl;’;)p + vI) Uk, p

-1
= lp ((1 — V)G pthp + v1d> Up = ((1 — Wtk + vl) Uplh p-

According to this observation, (7) can also be written in the following form

_1 p
0o =V - (p, ((1 — v)zk’ptLZ,pt + vI) Lk,pttz,pr (V log ;t)

=V. (Pt (A=) p, + 1)1)71 Tk, (V log %)) ,

thereby providing the R-SVGF introduced in (4) in Sect. 1.
(iii) Particle-based spatial discretization. We now describe the spatial discretization
of the R-SVGF. Based on the results in Proposition 2 and (ii) in Remark 2, we
FoC
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obtain the following ODE system:

dx; (1) . -1
ETRR CRRIP TV L)

N
Z —Vak (xi (), xj (1)) + k (x:(£), x; (1)) VV (x;(1) | »

j=1
x(0)=xeR! i=1,2,...,N

z| -

where {x; (t)}l.N: | 18 the set of N particles. p,N = % Z;V:l ij<,) is the empirical
distribution at time ¢, provides a N-particle spatial discretization of the R-SVGFE.

(iv) Time discretization. We also have the following time-discretization of the R-
SVGF. Let {h,}72 | be the sequence of time step-size. We denote the density at
the n-th iterate by p" for all integers n > 1. Then the time discretization of the
R-SVGF can be written as

. p"
:0n+1 = <ld - hn+11)v,1+|,,o”V log _) ) (8)
T #p"

-1
where D, ,n = ((1 — V), pn t}:’pn + v, Id) Lk, " LZ’pn.

(v) The parameter v can also be made to be dependent on ¢ or n; in fact, in our analysis,
we pick a time-varying regularization parameter.

4 Convergence Results in Continuous and Discrete Time

Our goal in this section is to derive convergence guarantees for the R-SVGF. Before
we proceed, we introduce the notion of Regularized Stein-Fisher information (or Reg-
ularized Kernel Stein Discrepancy).

4.1 Regularized Stein-Fisher Information and its Properties

Related to the Fisher information defined in (6), several works, for example [19, 24, 37],
used the notion of Stein-Fisher Information to understand the convergence properties
of the SVGD algorithm. The Stein-Fisher information was introduced in [13, 22, 26]
under the name Kernel Stein Discrepancy. It is defined as

Il = |, V108 20 = (Viog 2.0 itV 10g 2)
P o ol e 114 (p)
00 2
:Zki <Vlog£,ei> ,
P T L)

where (1;, e;);2 are the set of eigenvalues and eigenvectors of the operator (g, pt,’;’ o

with A; > Ap > --- > 0. A drawback of the Stein-Fisher information is that it is a
Elol:;ﬂ
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weaker metric, for example in comparison to the Fisher information metric in (6); see
[21, 22, 40]. Indeed, comparing (6) and the above definition for the Stein-Fisher infor-
mation, it is immediately clear that the Stein-Fisher information is severely restrictive,
in particular when the eigenvalues of the chosen RKHS decay fast. To counter this
effect, we introduce the following regularized Stein-Fisher information and show that
when the regularization parameter is chosen appropriately, the regularized Stein-Fisher
information upper and lower bounds the Fisher information.

Definition 1 [Regularized Stein-Fisher Information] For any p € P(R?), the regular-
ized Stein Fisher information from p to 7, denoted as I, s;cin(p|7), is defined as

p -1 p
L. stein(0|70) = <L]t’pv10g £ ((1 — 0ty + vld) i,V log —> .
b b szl

The regularized Stein Fisher information in (9) is well-defined because the operator

1- v)c,”;ptk,p + vl Hf — H,‘f

is positive and for any f € Hf, ((1 — v)t:ﬁptk’p + vld> f =0ifandonly if f = 0.

Remark 3 The regularized Stein Fisher information has the following alternative rep-
resentation:

o0

L stein(plm) =y

i=1

(10)

S <V log ﬁ e,~>
(I=v)r; +v T L)
For v > 0, with the fact that A; decreases to zero as i — oo, the regularized Stein
Fisher information and the Stein Fisher information both encode the spectral decay
information of ¢ ot} ,. However, note that the regularized Stein Fisher information
tends to the Fisher information as v — 0. Hypothetically speaking, if v is set to zero,
then the regularized Stein Fisher information actually becomes the Fisher informa-
tion. In our analysis, we will take advantage of the relation between the regularized
Stein Fisher information and the Fisher information, while studying the convergence
properties of R-SVGF under Log-Sobolev inequality assumptions on the target .
A precise relation between the regularized Stein Fisher information and the Fisher
information is stated in the following result. Before stating the result, we introduce
the following notation for convenience. For y € (0, %], we denote the pre-image of

ViegZ e L4 (p) under (t,ptf )7 as
~ o 3 —y IO
J(p’ V) = (tkwotk,p) Vlog ;
Note that [ 3(p, )|l .4, is finite if and only if V log £ € Ran(( ptff ,)")-

FolCT
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Proposition 3 [Equivalence relation between I(p|m) and I, siein(p|7)] Let p, w €
P(Rd) and suppose there exists y € (0, %] such that ||J(p, V)”Lg’(p) < 00. If the
regularization parameter is chosen to satisfy the following condition,

L I(p|m)

1—v — 3 2
2||J(,0,V)||Lg(p)

(1)

then we have that
1 _ _
S A= Im) < Ly siein(plm) < (1= )~ (pl).

Proof of Proposition 3 According to (10), we have

2

<V log ﬁ, e,>
T La(p)

00
Iv,Stein (plm) = Z

(1—1)))» +v

2
< (=) 'I(uln).

_ P
<(1—v)! ‘<Vlog—,e>
; 7" L)

On the other hand, since [|J(p, y)||Lg(p) < oo for some y € (0, %], there exists
h=73(p,y) € Lg(p) such that

V log g = (Lk)ptz,p)yh.

Therefore
o -1,
. (1—v) 2
(1= 1 (plm) = Ly siein(plm) = Zm (ot )7 By €) 1a0)
i=1
00 -1
(1 —-v) w2y 2
_Zle,ei)Lz(pﬂ

IA

(=)= 1300, Vg,

IA

5(1 —v) " (pl7), (12)

where the second to last inequality follows from the fact that

1—v)~! kzy _ 2y 1-2y
“ p(( n~ly ):(1 12 2Vsup< 1= ) ( v >
(1 —=vA; +v (1—=vA; +v (1—=v)A; +v

< (1—w) 172,

and the last inequality follows from the condition in (11).

Fo C 'ﬂ
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4.2 Convergence Results for R-SVGF
4.2.1 Relationship Between R-SVGF and WGF

Assuming the existence and uniqueness of the R-SVGF (see Sect.5) and WGF (see
[23] for sufficient conditions) we now provide the relationship between the R-SVGF
and the WGF in various metrics. We first start with the relationship in the Fisher
information metric, without any stringent assumptions on the target density (thereby
allowing for multi-modal and complex densities that arise in practice). Note that the
Fisher information metric corresponds to the first-order stationarity metric for the
WGEF, obtained by minimizing the KL divergence. This metric has been recently
proposed as a meaningful metric to consider in the case of sampling from general
non-log-concave densities in [4]. Note in particular under mild conditions on ¢ (e.g.,
connected support) that having the Fisher information /(p|g) = 0 implies p = gq.
However, even when I (plg) < €, for some € > 0, we have that the modes of the two
densities are well-aligned, as argued in [4]. In order to state our next result, we denote
by (Ai s, ei t)z 1» the set of eigenvalues and eigenvectors of the operator ¢ 5, Lz’ o for
any t > 0, withAy;, > Xy, >--- > 0.

Theorem 1 [Relation to the WGF in Relative Fisher Information] Let (p;) be the
solution to (7) and () be the solution to the WGE, i.e.,

_v. [ad
o=V (/LVlogn>,
n(0, ) = po(-).

(13)

For any t > 0, suppose there exists y; € (0, %] such that |30y, Vt)Hlei(pt) < o0.
Then, for any initial density g € P(RY), and for any T € (0, 00), we have

T 4
/Ol(p,|m>dt< 7KL(oolo) + 3 / G v D202 (=030 1) g,
(14)

where Ay is the largest eigenvalue of i p, 1} o0 forallt > 0.

Proof of Theorem 1 First note that we have the following upper bound on ‘% KL (o |14s):

d
—KL(pr|e1)

dt
_d ) pr(x)
= — og

dr Jrd = pi(x)

o1 (x) / <3zpr(x) ( )) e (x)
=/ 3 1 dx d
/Rd v (x) log T o Uiy TP 000 ) o PO

aes)
=/ 911 () log 218 )dx—i-/ 3tpr(X)dx—/ Dot (0 2
e ey i ey

-1 pr(x) p1(x)
= _f]Rd <tk,p, ((1 — U)‘lt,ptlk,m —+ v1d> I,k p[VI g t( ) , Vlog Mt[(x)>,o,(x)dx

pr(x)dx

FoE'ﬂ
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+o+/ <u,;(x)V10g ) V<M>>dx
7(x) e (x)
* -1, pr(x) pr(x)
= _[]Rd <Lk,pr ((1 =V o koo T Vld) U, p V10g l( ) , Vlog Mz(x)>01(x)dx

+ /d <V log pr(x) , Vlog Mt(x)>p, (x)dx
R

e (x) 7 (x)
_ p1(x) prx) e (x)
= ,/]Rd <Vlog PSS V log ) V log pras >pt (x)dx

" -1 pi(x) pi(x)
_ /Rd <<Lk’pt ((1 = VG o thopr Tt vld) L,f,pt — 1) Vlog rrr(x) , Vlog Mtt(x)>pt(x)dx

2
- _/ Vio pr(x)
Rd e (x)

1 2
+ 7/ Vlog pr(x)
4 Jrd i (x)

2 or(x)dx

or(x)dx

—1
+ <ka A =v)f , ko +VIg) ) Vlog —
o ko FVI) L‘f o)
)22 Y 2
= —*I(Pt|ll«t) + Z %[ (Vlog =2, ei,z)
i= (( v)Al i+ u) s La(pr)

In the above calculation, the fourth equality follows by integration-by-parts. The
inequality follows by Young’s inequality for the inner product (i.e., (p,q) <
%c|p|2 + 2—16|q|2 for any p,q € R?%) and the last equality follows from the proof
of Proposition 3. Since Vlog% = (Lk,pttlt’pt)yfh, for some y; € (0, 1/2] with
he :==3(ps, 1) € Lg(p,), we obtain

vt
LKL prlue) < =2 Hprlun) + (max(l = 25.0% ) [ max Y n 12
ar Ptikt) = 4 e ‘ it (L= W)k +v t Ld(p)

3
< =1 Pulie) + G VDDA =) 3G g

where the last inequality follows from the facts that

Vi
)»i v

—_— < sz(l —v)~ Vi
A=v)Ai+v

max (1 — )\,-,,)2 < (max;;V 1)2 and
1 1
Integrating from¢# =0tot =T, we get

3 T
KL(prlur) ~ KL(polpo) < /0 I(orlpo)dt

2,2 2y
fomvn (=02 130 Ry,

Since KL-divergence is non-negative, (14) is proved.

Remark 4 The sequence {A1;};>0 in Theorem 1 is the largest eigenvalue of pltz! o

for all + > 0. Note that it depends on both the kernel k£ and the solution (p;) to (7). If
Fol:'ﬂ
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the kernel function k is assumed to be uniformly bounded, according to Proposition 1,
A%J is uniformly upper bounded by sup, cge k(x, x) forall # > 0. For specific choices
of kernel function, initial and target distributions, it is required to track A ; for all
t > 0. We will illustrate this further with an example in Remark 10.

Remark 5 The above result shows that as long as pp = o, i.e., both the WGF and the
R-SVGEF are initialized with the same density, and v is chosen such that

f G v D=0 13 )Ry, i = 0,

the averaged Fisher information along the path tends to zero. This shows the benefit
of regularizing the SVGF - it enables one to closely approximate the WGF with
appropriate choice of the regularization parameters.

4.2.2 Convergence to Equilibrium Along the Fisher Information

We now provide results on the convergence to equilibrium along the Fisher information
for the R-SVGF. We re-emphasize here that our result provided below holds as long as
the target € P(Rd), without additional structural assumptions (via, say, functional
inequalities).

Theorem 2 [Convergence of Fisher information] Let (p;) be the solution to (7). For
any t > 0, suppose there exists y; € (0, %] such that || 3 (py, V’)”Lg(p,) < 00. Then

oo
/0 I(pe|m)dt < (1 = v)KL(po|7) + / v =) 3o vl

Furthermore, szo sz'(l V)~ Zn 1T (pr, y,)ll dt < oo, thenwe get I (p|) —

L (pr)
0ast — oo, where pt::7 fo psds is the averaged density of (ps)o<s<i-

Before proving the above theorem, we introduce a few intermediate results.

Proposition 4 [Decay of the KL-divergence] For the solution (p;):>0 to the PDE (7),
it holds that

d
EKL(ptlﬂ) = =1 stein(pt]70), (15)
and consequently
d KL(pi|) =0 (16)
— T .
di Pt =
FoE'ﬂ
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Proof of Proposition 4 Note that

d d Pt
LKL =< log 2
a (pr|7) a /}Rd pr log —-dx
=/ 0 pr log &dx+/ 0y prdx
R4 g R
Pt -1 Pt
— /Rd <V log ;(x), Ue.p, ((1 - v)t;:_pytk_p, + vld) t?i.p, (V log ;) (x)> pr(x)dx +0

Pt % L Pt
—({Vlog —, t p, ((l =V oy gy T vld) %oy (V log —)
T L5 (pr)

1
<lk o Vlog— ((1 — V) kot vld) t:,p (Vlog 7)>H”

—1
It suffices to show that for all v > 0, ((1 -V o kopr T+ v1d> is a positive operator
from Hf to 'HZ. By the definition of i ,,, for any f € Hf with ||f||HZ =1,

Lo (=00 gt +V1a) Flpgg = =0tk F o thp g+ 1 g

=(1-v) Htk,p,f”ig(p,) +tv>0

for all v > 0. Therefore, (1 — v)tz,p,”(sﬂt + v, is a positive operator from HZ to

Hf. So is the operator <(1 — V)‘Z,p, ke, p, T+ vld> . Hence, we have (16). The claim
in (15) follows directly from (16), (5) and Definition 1.

We now provide the proof of Theorem 2. For the proof, we recall that we use
(Xig, e, ,)OO | to denote the set of eigenvalues and eigenvectors of the operator tx ol Koy
forany ¢ > 0, withA;; > Ap; > --- > 0.

Proof of Theorem 2 From Proposition 4 and (12), we know that

2

— v)_l

d 1
_mmm_4uw1mm+za:mﬁ$

d i=l

<V log &
T

ei,t>
La(pr)

where V log % = (‘k,ptlz,m)y’ht for some y; € (0, %] with h; := T(pos, y¢) € L‘zi(,o;).
Therefore, we have

d KL(pr|)
— b4
ar Pt

v)_lv

=—(1-v)" ll(mn>+zm

(e pots Yy, e >
< Fopfkop T L (o)

2yt
% (1—v)~lva
-y § 7“, :
( V)" I(prlm) + (lfv))u,,,+v ( t elv’>L2(pt)

(1 — vy~ 1=27,2n < (A =) >2yf < v >|72y,
| (I=v)Ai+v (I =V +v

Fo C 'ﬂ
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— = lm)

< == )+ 0 =TS g
2 pr)

The result follows by integrating over ¢ and noting that the KL-divergence is non-
negative. Now, with p; denoting the solution to (9), we have that I(p;|7) is non-
negative and continuous in ¢. The claim of convergence follows from the convexity of

p = I(plp).

4.2.3 Convergence in KL-Divergence Under LSI

While the previous result was provided for any the target density 7 € P(R?), in this
section, we provide improved convergence results of the R-SVGF under the assump-
tion that the 7 further satisfies the Log-Sobolev Inequality. Recall that we say that &
satisfies the Log-Sobolev inequality with constant A > 0 if for all © € P(R%):

KL(ulr) < %I(ulﬂ)-

Our first result below is a stronger version of the result in Theorem 1, under the
assumption that the target 7 satisfies LSI and Assumption 1 on the initialization of
the WGE.

Assumption 1 The initial density p¢ is chosen so that the solution (u;) to (13) also
satisfies LSI with parameter A, for all 7 > 0.

Under the stronger assumption that the target density 7 is strongly log-concave,
following the arguments in [45, Theorem 8], it is easy to show that Assumption 1 is
satisfied as long as ¢ is chosen such that it satisfies LSI. We conjecture that the same
holds true even when the target density satisfies LSI and additional mild smoothness
assumptions (i.e., LSI is preserved along the trajectory as long as the initial density
o satisfies LSI, presumably with additional milder assumptions). However, a proof
of this conjecture has eluded us thus far.

Theorem 3 [Relation to the WGF under LSI] Assume 7 satisfies the log-Sobolev
inequality with parameter A. Let (p;) be the solution to (7). Let (iy) be the solution
to the WGF, defined in (13), with o satisfying Assumption 1. For any t > 0, suppose
there exists y; € (0, %] such that || 3oy, V’)”L‘é(m) < 00. Then, for any T € (0, 00),
we have

KL(pr|ur) < e */2KL(po| o)

T
+ / e VD2 =) e D250,y 12, di, (1)
0 ’ z(pt)

where Ay ; is the largest eigenvalue of iy p, 1} o forallt > 0.
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Proof of Theorem 3 Following the same arguments as in the proof of Theorem 1, we
obtain that for any ¢ > 0,

iKL( | )<_§[( | )+Z;)2v2 ?
Pt ] Pr Lt (=) +v)2

Pt
Vlog —
dt < 8

s el>
T La(pr)

3 2.2n 2y .,2v
< —ZI(PtWt)‘f‘()tl,t v DT —v) ||J(,017Vt)||Ld(p)

Hence, under Assumption 1 we obtain

d 3A 2 2y, 2y 1~ 2
EKL(PtWt) = —TKL(PHM) + A, VDA =) 1T o, Vt)”Lg(p,) .

Finally, (17) follows from the Gronwall’s inequality.

Our second result is a stronger version of the result in Theorem 2, under the
assumption that the target distribution 7 satisfies LSI. We remark that convergence to
equilibrium of the related WGF under various functional inequalities is a well-studied
topic. We refer the interested reader to [3] for a detailed overview.

Theorem 4 [Decay of KL-divergence under LSI] Assume that w satisfies the log-

Sobolev inequality with ). > 0. Let (p;) be the solution to (7). For any t > 0, suppose
there exists y; € (0, %] such that ||3(p;, V’)“Lg(p,) < 00. Then, for any T € (0, 00),

we have

KL(pr|7) < e 207" *TKL(po| )

T
—v) -
+ /0 v A =, vl ,,, €T T

Proof of Theorem 4 From the proof of Theorem 2, we have

A

d -
KLl = = =) H Gprlm) + (=)™ 3o, vl

= =201 = )KL ) + (1= )~ 1300, vl )

where the last inequality follows the log-Sobolev inequality. The final statement fol-
lows from Gronwall’s inequality.

Remark 6 [Exponential Decay of KL-divergence] Yet another way to state the above
result is via the introducing the following regularized Stein-LSI, similar to the intro-
duction of Stein-LSIin [19]. However, the introduction of Stein-LSI is quite restrictive
in the sense that it couples assumptions on the target and the chosen RKHS. This makes
verifying the conditions more delicate. To counter this effect, we now introduce the
notion of Regularized Stein-LSI. We say that 7 € P(R?) satisfies the regularized
FoE'ﬂ
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Stein log-Sobolev inequality with constant A > 0 if for all & € P(R):

1
KL(u|m) < ﬁlv,Stein(/ﬂn)- (18)

An advantage of the above condition is that, as v — 0 the regularized Stein-LSI
inequality becomes equivalent to the standard LSI inequality. Under the condition that
the target density 7 satisfies (18), and letting (p,) be the solution to (7), it holds that

KL(p|7) < e ' KL(po|7). (19)
The proof of (19) follows immediately from Proposition 4 and (18).

4.3 Convergence Results for Time-Discretized R-SVGF

In this section, we analyze the convergence properties of the time-discretized R-SVGF
in (8). To do so, we require the following additional assumptions.

Assumption A2 The following conditions hold:

(1) There exists a constant B > 0 such that ||V k(x, ')”Hf < Bforall x € R

(2) The potential function V : R? — R is twice continuously differentiable and
gradient Lipschitz with parameter L.
(3) Along the time discretization (8)), I (p"|7) < oo for all fixed n > 0.

The smoothness assumptions in points (1) and (2) of Assumption A2 are commonly
required in analyzing any discrete-time algorithms, albeit deterministic [24, 37] or
randomized [4, 11, 45]. While it could be relaxed (see, for example, [43]), in general it
is impossible to completely avoid them as in the case of analyzing the corresponding
flows. Before stating our results, we also introduce some convenient notations. We let

)\'(n)l"rzyn
S, = | sup ! - 5 and R, := |J(p", )/n)”uzz(pn), (20)
[ n
' ((1 - Vn—i—l))\i + Vn—i—l)

where the sequence {)\E”)}iz 1 corresponds to the positive eigenvalues of the operator
U, pn Lz on in the order of decreasing values for all n > 0.

Theorem 5 [Convergence in Fisher Divergence] Suppose Assumption A2 holds. Let
(p") be the time discretization of the R-SVGF described in (8) with initial condition
p° = po such that KL(po|w) < R. For each n, suppose that V41 and the step-size

hy41 are chosen such that,

1— —1
il @ } Q1)

L " aBR,J/G,

hyy1 < min{
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where o € (1, 2] is some constant, and suppose that there exists v, € (0, %], such that
30", ya) € LY (0"). Then,

s hpy 2 1

Z 51 — okl (p ) < Z U (= vy )2 gy (1 + Eu;}laszhnH) R2+R.

(22)

Before proving Theorem 5, we first prove the following intermediate result. For the
proofs, we let (A(") (”))l_lto denote the set of eigenvalues and eigenvectors of the

Operator t pntf ., with A =5 s.

Lemma1 For each n > 1, define g = Dy, ,nV log %n. Under the conditions in
Theorem 5, we have that, for any x € R? and t € [0, hp41],

VeI < B*R2S, and H (id — ng(x))—lH2 <a

Proof of Lemma 1 Since for each n, there exists y, € (0, 1/2] and a function 7 =
J(p". yn) € L3(p") such that (i pnt} pn)ZV”hj = 0jlog &, where h; is the j-th
component of the function value of i, we have

agi (o) |
dx;

d
IVels= Y.
jal=1

(n)

2
l’l
<3 log 2-, e"‘)> e (x)
1=y +1))» L T La(p")

o RORes 2
(n) (n)
Z l (hj, e >L2(p”) ale,‘ (x))

i— (1— Un+1))» LR

d

Il
™2

~.
I
I

NOeL

<hj’e’(n)>Lz(»0”)) i:: i | 2 ‘a’efn)(")‘z

(I - Vn+1)/\ )+ vn+1)

(n
T

( a- vn+1)A ) 4 vn+1)

IA
e

M= TIM&

(h, el(n)>L 2™

Il
/.Mg\

)\l(n) 1+2y,

2 p2
IVik(x, )l g R

=sup ) 2
! ((1 — V1A +Vn+1>
2p2 w1
< BRj sup ! 5
C(a = 0a )
Fol:rﬂ
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In the above, the first inequality follows from Cauchy-Schwartz inequality, the second
inequality follows from the fact that

o0
S A" v <n>(x)( (Vlk(x DA e, ¢ = IV,
i=1 i=1

and the last inequality follows from Assumption A2. Meanwhile, since ||V g(x)|l, <
IVg(x)|lgs forall x € R, for every t € [0, h,41], we have

id = tvg(en ™| = 3 Irvewly = Y I Vetols
m=0

m=0

Bl—

)L(n) 14+2yy

o0
< > | hur1BRysup : 5
o C (= )

e ¢]

5Z<a;1>m=a.

m=0

where the last inequality follows from (21).

Proof of Theorem 5 We start from studying the single step along (8). In the following
analysis, for each n > 1, we denote g = D, |, ,;»V log & —, ¢i(x) = x —1g(x) for all
x eR4 1 €0, hyp1]and 5, = (¢;)#p". Therefore, we have

pn = ,0~0 and p”+l = (¢h,,+1)#/0n = ﬁhn+l'

The following analysis is motivated by [37, Proposition 3.1]. According to [46,
Theorem 5.34], the velocity field ruling the evolution of p; is w, € L‘zi(ﬁ,) and
wi(x) = —g(d),‘l(x)). Define ¢ (t) = KL(p¢|m). According to the chain rule in
[46, Section 8.2],

') = (Vw, KL 7). 1) 45,

v (1) = (o, HessKL(.m)(ﬁz)wt)Lg(ﬁt) .

where Hesski (.x) (0;) is the Wasserstein Hessian of KL(-|7) at p;. Forany u e P(RY)
and any v in the Wasserstein tangent space at u, the Wasserstein Hessian is given
by [24],

(v, Hesskrcm (0v), .4, = <v V2vv> Lo FELVo ()3

Ly
FoE'ﬂ
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Therefore we can expand the difference in KL-divergence between the two consecutive
iterations as

¥ (hpt1) — ¥ (0)
, h)H»l .
LGRS R RGO
0
= _hn+1 (VWZKL(IO” |7T)r g>Lg(,O")
hn+l 5
+ / (hae1 = 1)1, HeSSKL i) (7)) 14 1. 23)
0
The first term on the right-hand side of (23) can be studied via the spectrum of the
Operator t pn iy o
— et (Vs KL 7). )0,

1 n
0
= —hut1 <V10g— ((1 vn+1)tz’puk,pn + v,,+1ld) 0 oV log —> ,
L5(p™)

2
n
<V log (")>
T La(p™)

A"

= _hn+1 Z

i (1= Un+l))‘«(n) + Vnt1

= _hn+l Iv,l“,Stein (p |7T)

Since p; = (¢)#p", for any function h we have Ex 5 [h(X)] = Ey~n [h(¢:(Y))].
Hence, for the second term on the right side of (23), we obtain

o, Hessiwcim (P = {0 VVer) B 110 0 s
=(g@ ). V2Ve@ ) ,  +EpllVor o b))
L5 (pr)
T 2 -1 2
=Ep 2007 VY261 (0)8 ()| + Ep [Hng(w,(x)) HHS]

2
< L1Ighy ) +Epr [HVg<x)<V¢,<x>>‘ HHJ ,

where the last inequality follows from Assumption A2-(2). Therefore, we obtain

Lh?
KL(p" ) — KL(p"|7) < —hpi1 Ly, stein (0" |7) + "“

18124
My S
L max By [HVg(x)(st,(x)) HHS]

Fo C 'ﬂ
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where
2
pn
el g = HDWH,anlog—
126" T W edom
—1 n |2
* * p
= H ((1 — Unt Dk, p g pn + Vn+11d> Uty pn V 10g —
T[ d n
L4(p")
2

n
<V log L el.(”)>
T La(p")

2
d ( ;En) )
-1 (1 — Vp I)A.l(n) =+ V41

i
< (1 = vug1) 2 (pul70),

with (Ag") , el.("))?il being the sequence of eigenvalues and eigenvectors to the operator
e, ot pn such that )‘(1") >0 > AE") >...>0and (el.("));?il is an orthonormal basis

of Ly(p™). According to Lemma 1 and Assumption A2,
IV @) li7s

)\'(n)1+2yn
< i BZRZ
= sup = 2 n
] n
! ((1 —VntD)A; T+ Vn+1>

2yn—1 142y,
v (1= vy 2"
sup (1— )2yntl (n)

i Vn+1 (I =vnr DA+ vpp

1_2Vn
Vv
(1— 1)n+1))h,' + Vnt1

2yn—1 —2¥u—1 p2 p2
Svn+n1 (I = V)" B Ry,

and furthermore according to Lemma 1,

(id —tVg(x))~! ||§ < &2. Therefore, we

get
Lh%, (1 — v,y 2
KL(p" ) = KL(p"|7) < —hui1ly,,, stein(0"]7) + %up"m
+ laszv%ﬁl(l v )72y,,7]R2h2
2 n+l1 n+1 n"n+1
Lh 1— -1
< —hpp1 (1= vpgr) ™! (1 - %) 1(p"|7)

oy 1 _
+ hn-&—lv,iy:] (I = vut1) R IR,% (1 + Ehn—o—lvni]asz)
< Lha- "
=73 n+1( Vn+1) (p"|7)

2 oy 1 _
+ hev (L= v )2 R (1+5hn+1un+‘1a232>,
E
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where the last inequality follows from (21) and the second inequality follows from the
fact that

29 _
I(p"m) — (1 = v D o,y stein (" 7)< 0 (1= vpg) 27" Ry,

which is proved in Proposition 3. Lastly, summing over n and we obtain

3 hﬂiﬂl)l(p”m) <y (KL(p"Iﬂ) - KL(P"H))

n=0 20 = vy n=0

o0
2 oy 1 _
Y o (1= v T2 IRY (1 + 5l vnl1a232>
n=0

o0

2 _ _

<KL 1) + Y by vy (1 = vy ) 27!
n=0

1 _
R2 <1 + Eh,lJr]lelc)ﬂIsz),

where the last inequality follows from the fact that KL divergence is non-negative.
Therefore, (22) is proved.

Remark 7 We emphasize that the above result does not make any assumptions on the
target density 7, except for 7 € P(R?) and the Lipschitz gradient assumption. In
particular, it holds for multi-modal densities. However, the metric of convergence is
the weaker Fisher information metric.

We now provide a stronger result under the LSI assumption.

Theorem 6 Suppose Assumption A2 holds and 7 satisfies the log-Sobolev inequality
with parameter i. Let (p") be as described in (8) with initial condition p° = po
such that KL(pg|mw) < R. Assume the regularization parameter and the step-size
parameters are chosen such that for all n > 0, they satisfy

hins1 < min { I — vy a—1 2vp41 2(1 = vyuy1) } ’

L " aBR,J/G, o?*B?’ A
Y il (24
Vntl (1o |7r) "\ 2
1-— Vn+1 - 2R,21 ’

where o € (1,2] is a constant, y, € (0, %], and J(p", yn) € L‘zl(,o”). Then, for all
n>1,

KL(o"m) < R [] (1 - %,\(1 - v,-)_lh,') . 25)
i=1

Proof of Theorem 6 From the proof of Theorem 5, we can bound the difference in
KL-divergence between two consecutive iterations by

Elol:;ﬂ
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KL(o" ™) — KL(o"|7)

1 _ 2 oy, 1 _
< = St (1= V) " ) + By (= v )77 R (1+5hn+1vnlla232>

2 2 1 -1 .2p2
= 1 = v G | 2 v R (1+7h”+1"n+1°‘ 5 )
=7 n+1 n+1 P a- Vn-H)ZV" I(p"|7)

1 _1 v 2R2
<__h 1— I(p" 2 n+ n
=-3 n+1(L—=vpp1)” 1(p In)( A= )2 107 )

1 _
< —ghwp1 (= vag) Yo" ).

where the second inequality follows from the fact that %hnﬂvn_ _:105232 < 1, and the
last inequality follows from (24).
Last, since 7 satisfies the log-Sobolev inequality with parameter A, we get

1
KL(p"*'|7) < (1 —SMI - vn+1>—1hn+1) KL(p"|7),

and (25) follows from the above recursive inequality.

Remark 8 [Choice of {v,},>1] From (24) and (25), we observe that there is a trade-off
in terms of {v,},>1, as smaller {v,},>1 will result in slower convergence of the time-
discretized R-SVGF in KL-divergence. Indeed, if {v, },>1 are chosen to be small, (24)
requires the step-size {h,},>1 to be small as well. And, as shown in (25), KL(p,|7)
decays at a slower rate when {h,},>1 are smaller. We also refer to Remark 10 below
and Remark 12 for further trade-offs with respect to the parameter {v, },>1.

Remark 9 According to (25), to reach an e-accuracy in KL-divergence, we need the
number of iterations to be at least n such that [T/<, (1 — %A(l —v)7 )R < e
With the fact that log(1 — x) < —x forall x € (0, 1), we get n. satisfies

- . 2 R
> A =v) i = Zlog( = ).
A €

i=1

Under (24), if we can choose the time step sizes (hi)?il to be a constant 4 > 0, then
we have ne = O (log(R/¢€)). For comparison, in Table 1, we provide the iteration com-
plexity results for different methods, to obtain KL(p,|7) < €, under the assumption
that the target 7 satisfies LSI.

We also emphasize that prior results on the analysis of time-discretization of the
SVGF under functional inequality assumptions are established only in the weaker
Stein-Fisher information metric [24, 37]. Our results above are established for the KL-
divergence and is more in line with similar results established for other randomized
Monte Carlo algorithms [4, 11, 45]. We end this section with the following remark on
an illustrative example.

EOE';W
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Table 1 The results for SVGF and Regularized SVGF are strictly non-algorithmic, as the stated results
require that the initial density supplied to the method must have finite KL divergence to &

Method Source Type Iterations
SVGF NA Deterministic unknown
LMC [11,45] Randomized o)
MALA NA Randomized unknown
Proximal sampler 9] Randomized O (log)‘(el))
Regularized SVGF Theorem 6 Deterministic @] (log (%))

The results from [9, 11, 45] are for LMC, MALA and the proximal sampler are algorithmic, and are
presented in a simplified manner to convey the dependency on the accuracy parameter €. The result for the
proximal sampler holds only in expectation. Currently, it is not clear how to obtain a high-probability result
in KL-divergence; see [9] for details

Remark 10 (An illustrative example) Consider sampling from a Gaussian target 7 =
N (0, Q), where Q is strictly positive definite and k(x, y) = (x, y) + 1, the linear
kernel. This model has recently been studied in [28] motivated by connections to
Gaussian variational inference. Note that the above target 7 satisfies LSI with A being
the minimal eigenvalue of Q. Based on the results established in [28], our results on
the R-SVGF and the time-discretized R-SVGF can be interpreted as follows. Before
we proceed, we point out a subtle fact. To establish existence and uniqueness later
in Sect.5 we assume that the kernel is bounded, which is not satisfied by the linear
kernel. However, based on an explicit calculation, existence and uniqueness results
were shown for the linear kernel in [28].

R-SVGF: If py = N (0, ), then note that we have for all r > 0, p, = N (0, Z,),

yo= /20000 = 1 IS0 and 17 G Wl = |07 = 57! 1t follows
from [28, Equation 9] that

d _ _
o5 = 2((1 =% +vl) " B — (1= 0% +vly) ' 2207

O X () >Rty P 2

Further assuming that £0Q = X, there exists an orthonormal matrix P such
that we have Q = PTdiag{qi, - ,qq}P and X, = PTdiag{o((¢), - - ,04(t)} P
with g1 > ¢q» > --- > g4. According to [28, page 45], we also have that A = ¢,
IS = Ol = O(exp(~ =) and

d

2t 2

i=1

At

IA

2 : R R e 2, =g
1T Cor- Y1750y = O | D 0i(0) ™07 g, T (01(0) — gi)*e” TV
i=1
FolCTM
L
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Our convergence result in Theorem 4, hence translates as

KL(pr|m) < e 20" "TKL(pg|m)
T
5~ -l —
+ [ o= i iy, D
0 201

= ¢ 2007 WKL (o)

) . 4 ZQd
+0<v(1 — ) TeXp<_mm{(1—v)q1+v’ l—v}T>>’

for T € (0, 00). The first term in the above bound indicates the exponential con-
vergence of the R-SVGF and the convergence rate is proportional to 1/(1 — v). The
second term characterizes the bias between p7r and 7. For any fixed values of 7', the
bias term vanishes as v — 0. Therefore, in order to obtain an optimal upper bound
on KL(pr|m), there is a trade-off between choosing large v (i.e., v — 1) and small v
(i.e., v = 0), which depends on T and eigenvalues of ¥ and Q.

Time-discretized R-SVGF': Note that if po = N(0, Sp), then for all n > 0, p* =
NQO. S0 vn = 1/2. R = 170" vl oy = @ = 57 and 1(p"|7) =
trace(S,,(Q_l — Sn_l)T(Q_1 — Sn_l)), where (S,),>0 is updated as:

St = Su = Bt (1= Vs )Sn + w1 )~ (5, = 071HS2
Rt Su (1= vae D) Sy + v L)~ (S, = 07D,
+ 02 (1= Vs ) Su + vagrla) (S0 = Q7h)S3
x (8,1 = 0(( = Vs ) Sy + vayi1a) (26)

Since Vik(x, y) = y, the RKHS norm of Vik(x, y) is obtained as follows
d d
IVikGe, D50 = D (0 yidry = D idiak(y, y) =d.

i=1 i=1

Therefore, we have y, = 1/2, B = v/d and &,, < (1 — v,41) "2 for all n > 0. Now,
the convergence result in Theorem 6 translates as:

n 0 n — q—d i
KL(p"|) < KL(p |7T)Hi=1<1 2(1 — w)h‘)’

where foralli > 1,

v trace(S;—1 (@~ — S DT~ =571
2 9
2o

1-— Vi -
F

EOE';W
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/’l,’ < min 1-— Vi ’ 2(1 — v,-) 2(1 — v,-) Vi

o e,

We now show that such a choice of {v;, ;};>1 exists. Assuming QSop = SoQ, there
exists an orthonormal matrix P such that Q = PTdiag{g;,---,q4}P and S; =
PTdiag{oy;, - ,04,:}P withgq; > g2 > --- > g4. Then, (26) implies that for any
k=1,---.,d,

_ _ _ 2 _
ar kit = (1 + hig1 (1= vigDoki +vie) " (1= g 'oe) ap o
Now, we pick

. . trace(S;_1(Q~'=s~HT(0~1=571y)
hiy1 =8min ((1 —vig1)or; +vit1), 19 = ' e
; ‘ 2om-st]
i—1 F

3

27)

with 8 € (0, 1/2). According to [28, Theorem 3.10], iqu_lak,o € [us, 1/3+1/(36)]
forallk = 1,---,d, we have ||S; — QO < e 8|8y — Q||. Here us is the smaller
root of fi(u) =1 —38 with f5(x) = (1 +8(1 — x))?x. According to the convergence
of S; and the fact that

)

ISiall | @7 =574 | = trace(si—i(@ 7 = STHT@T = 57

Z ‘

we have that {v;};>1 and {1 —v;};> have uniform positive lower bounds, i.e., inf; v; >
0 and inf; 1 — v; > 0. Therefore, we can further choose

-1 2
-1 Q—l -1
i—1 B i—1 F

1—v; 2(1 —vy) 2(1 —vy)
a4 ’ﬁ”Q*—S;_ﬂ”

— — — . Vi
s=inf 3 (1= w57 15" + vi) " min QR )
i 2d
F

where the positivity of the third term follows from the fact that

o7 = s, =o'l

st e = sicallr

Therefore, we have shown that there exists § € (0, 1/2) such that {v;, h;};> defined
in (27) satisfies the assumptions in Theorem 6 and inf; 4; > 0.

Last, we discuss the iteration complexity under the choice of {v;, h;};>1 in (27).
According to Remark 9, KL(p"|7) < € if n satisfies

log

3 hi 2 KL(p"l7)
l—vi = qa € '

FoC'T
e,
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Since inf; h; > 0 and inf; 1 — v; > 0, we obtain n = 0(10g(KL(,00|n)/e)).

5 Existence and Uniqueness

The existence and uniqueness of the SVGF was studied in [30]. Motivated by their
approach, in this section we study the existence and uniqueness of solutions to (7) under
appropriate assumptions. Our main difficulty is in handling the non-linear operator
(1 =Tk, 4+ vI) ' Ti . in the R-SVGE.

We first introduce the definition of weak solutions to (7). We restrict the initial
conditions in the probability measure space Py which is defined as

Py = {p eP : lplp, = A&d(l + V(x)dp(x) < OO},

where, in this section, with a slight overload of notations, we use P to denote the
set of all probability measures on RY. We emphasize here that that Py is a space of
probability measures because the weak solutions do not necessarily have densities
even if the target measure and the initial measure has a density; see [30] for additional
details. We say that a measure-valued function p € C([0, 00), Py) is a weak solution
to (7) with initial condition pg € Py if

sup |loellp, <00, VT >0,
t€[0,T]

and

/ / 09 (2,x) + Vo(t, x) - Ulpe](x))d ps (x)dt +/ #(0, x)dpo(x) =0,
0 R4 R4

-1
forall ¢ € C3°([0, 00) x R?) and U[p] := — ((1 — U)Lk’pt;{k’p + v[) Lk,pzz’p(v log
2)
2).
In order to study the existence of weak solutions, we consider the characteristic
flow (see, for example, [32] and [30, Definition 3.1]) induced by (7), which is written
as

d Pr
E®(t,x, 00) = =Dy, Vlog ;@(t,x, £0)),

pr = (D, -, po))#po,
®(0, x, po) = x,

(28)

where D, ,, = ((1 — Ve, p, Lzypt + vl) lzk,ptcz,pt forall t > 0. Here, the expression
pr = ®(t, -, po)#po means that the measure p; is the push-forward measure of pq
under the map x — ®(z, x, pg). We think of {X (¢, -, po)}:>0,p, as a family of maps
from R? to R? parameterized by 7 and pg. The existence and uniqueness of the weak
solutions of (7) is equivalent to the existence and uniqueness of solutions to (28). In
EOE';W
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Theorem 7, we first prove that the mean field characteristic flow in (28) is well-defined.
To do so, we also require the following additional assumptions on the kernel and the
potential functions.

Assumption K1 The kernel k : R? x R? — R is symmetric, positive definite and
fourth continuously differentiable in both variables with bounded derivatives up to
fourth order. More explicitly, we assume
(D) [kl oo := supycpa \/m <00
(@) IVklloo := supy yera IVik(x, y)| = sup, yera [V2k(x, y)| < 00
(3) V1 - Vaklloo 1= supy yepd Vi - Vyk(x, y)| < oo.
4) [ V2|, = sup, yega |Vik(x, )|, < oo.
(5) IV1Vak(x, Y)llog := SUp, yega | VaVyk(x, y) |, < oo
(6) [V2(V1i-Vak)| = sup, yepa |VE(Vi - Vyk(x, )|, < oc.
M) IV1V2(1 - V2K oo = supy yea | VaVy (Vi - Vyk(x, 1)), < o0.
®) |V V3k| = sup, yepe 35 iy 105,05, 8y, 0y, k(x, )| < oo
We emphasize here that [30] required that the kernel is radial for their analysis.
However, our analysis does not require this assumption. A classical example of a
kernel satisfying the above conditions is the Gaussian kernel.
Assumption V1 The potential function V : RY — R satisfies

() VeC?*R?Y),V >0and V(x) > +00 as |x| — +00.
(2) For any a, B > 0, there exists a constant Cy g > 0 such that if |y| < a|x| + B,
then

A+ DAYV + [ VY0 ) < Cap@ + V).

(3) V is gradient Lipschitz with parameter Ly, i.e., forall x € R?, [ V2V (x) ” , <Ly.

To present our result, we define the set of functions

Y = {u eC(Rd;Rdﬂ sup |u(x) — x| < OO}

xeRd

which is a complete metric space with the uniform metric dy (u, v) = sup, cpd |u(x) —
v(x)]|.
Theorem 7 Let k satisfy Assumption K1, V satisfy Assumption VI and py € Py.

(i) Forany T > 0, there exists a unique solution ® (-, -, pp) € CY([0,T1: Y) to (28).
Moreover, the measure p; = O (¢, -, po)#po satisfies

loclp, < llpollp, exp(Crov™ "/ Ikl o KL(pol7) " /%!/2).

(ii) For any pg € Py, there is a unique p € C([0, 00); Py) which is a weak solution
to (7). Moreover, for all t > 0,

lollp, < lpollpy, exp(Crov™ " [lkllo KL(po|7)/21/2).
Elol:;ﬂ
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Remark 11 In Theorem 7, we introduce an upper bound to the Py -norm of the solution
to (7) for any v € (0, 1]. A similar result is established for the case of SVGEF, i.e.,
when v = 1 in [30, Theorem 2.4]. In comparison to [30, Theorem 2.4], our result
requires that the initial KL-divergence to the target is bounded. Furthermore, if we set
v = 1 in our result, we do not end up recovering their result. When v = 1, there is an
explicit integral formula to Dy ,, V log % which is leveraged in [30] for their proof.
For v € (0, 1), due to the absence of an explicit representation, we get the result in
Theorem 7 by carefully analyzing the quantity D, ,, (V log %) along with the decay
of KL-divergence property introduced in Proposition 4.

Proof of Theorem 7 Our proof leverages the approach of [30, Theorem 3.2] for the
case of SVGF. In comparison to [30], we handle various difficulties arising with the
non-linear operator in R-SVGF. We first prove claim (i) based on the following two
steps. Claim (ii) follows directly from claim (i) and [46, Theorem 5.34].

Step 1 (Local well-posedness): Fix r > 0 and define

Y, = {u € Y| sup |u(x)—x| <rg. (29)

xeRd

We will prove that there exists 7o > 0 such that (28) has a unique solution ® (¢, x, pp)
in the set S, = C([0, Tp]; Y,) which is a complete metric space with metric

dS (uv U) = Sup dY (u(tv ')1 U([, )) .
t€[0,To]

The integral formulation of (28) is

t
O(t, x, p0) =x — / D, 5,V log &(dD(s, X, po))ds
0 b4

1

t
=x +/ ((1 — v)Lk,pSLz’ps + v1)7 Ey~p,
0

[=VV(Wk(y, ) + Vk(y, )P (s, x, po))ds. (30)

Let us define the operator F : u(t, -) — F(u)(t, -) by

t

Fu)(t,x)=x —}—f ((l — v)Lk,pMLZ,pu .+ vl)_lEywpu_J
0 ¥ ,

[=VV (DK@, ) + Vk(y, )](uls, x))ds, €Y

where p,; = (u(t, -))s po. For the simplicity of notation, we will denote the map
defined in (31) by F(u)(t,x) = x — f(; Dy, p,,Vlog %(u(s, x))ds for any u € S,.
We now show that F is a contraction from S, to S, and thus has a unique fixed
point. First, we show that F maps S, into S, for some 7o > 0. For any u € S,,
checking that (¢, x) — F(u)(t, x) is continuous is straightforward. We need to show
that sup cga |F(u)(t, x) — x| < r forany u € S,.
EOE';W
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Note that there is an equivalent representation for D, ,,
* -1 *
DV’Pu,s = Lk>Pu,s <(l - v)[‘k,puystkvpu.s + VId> [’k,pubx'

-1
We then analyze the operators ¢, , and ((1 - U)[;{k,pu‘s U, pus T+ v1d> Lz’pm respec-
tively. Since k||, < 00, according to Proposition 1, i ,, , is the inclusion operator
from Hf to Lgo(Rd ). The corresponding operator norm, denoted as || Uk, pu.s

'HZ—> L4
can be bounded in the following way:

[tk s HH?—%‘&O = ‘ s:lz):l xsellﬂgd [f(x)]

= sup sup |<k(xv ')1 f)Hk|

I Fllpg =1 veRe

< sup Vk(x,x) := |kl o - (32)

xeRd
Meanwhile, let (A;, ;)i be the spectrum of tk,puysLZ’p“ with (e;)?2, being an
orthonormal basis of L‘zi (Pu,s) = Ran(y, p, f on Y). According to Proposition 1,

(«/kiei)?il is an orthonormal basis of H¢; see also Remark 1. Hence, we have

2
-1
% * pM,S
H ((1 — v)tk’pu,stk,pw + vId) lk’pMVIOg 7 |
_12
* 2
S ((1 - U)Lk,pu S"k’pu,s + 1)Id)
' He—H¢
_1 0 2
2 iw,s
” ((1 — V)‘Z,pu,ylk,pu,s + vld) L;pMVlog el
Hk
<07 Ly Stein (Pus|7T). (33)

where the last inequality follows from (9) and the fact that (1 — v)t,f pus beopus is positive.

With (32) and (33), we get the following uniform bound on |D,, , ;| V log L - (x)| for
all x € RY,

Pu,s Pu,s
DV,Pu,JVIOg = (.X)‘ S HDV’Pu.sVIOg - Lgc
S ||Lk»pu,s HZ_)LgO
1 P
* * u,s
H <(1 - U)Lkvpu,slksﬁ’u,s + VId> Lk,pHVSVIOg = y
Hk
_1 1
< v 2 |lklloo v, Stein (Ou,s|7) 2.
Elol:;ﬂ
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Therefore, for all t € [0, T] and all x € RY:

1 r 1
[Fu)(, x) —x| <v72 ”k”oo/ Ly stein(pu,s|m)2ds. (34)
0

According to Lemma 2, there exists Ty > 0 such that for all u € S,

To 1
5 1/2 —1
/ Ly stein(pur|)2dt < v k| r,
0

which along with (34) implies | F(u)(¢,x) — x| <r forallu € §,.
Next we show that F is a contraction on S,. Our goal is to show that there exists
To > 0 and C € (0, 1) such that for any u, v € S,

sup sup |F(u)(t,x) — F)(t,x)| < C sup sup |u(t,x)— v(t,x)|.
1€[0,7o] xeR4 1€[0,7p] xeR4

Let py,; = (u(t, -))#00, pv,r = (v(t, -))#po, we have that

[F ), x) = F()(r, x)|

t
= ‘/ Dy, pys Vlog Pu.s (u(s,x)) = Dy, p, ; Vlog Pu.s (v(s, x))ds
0 a T
! Pu,s Pu,s
< /0 Dy, py.s Vlog 7r’ (u(s,x)) — Dy, p, ; Vlog n (u(s, x))ds
t
+ ’/0 Dy, py s Vlog 'O;T’S (u(s, x)) — DU”OZ,SV log /)721:5 (v(s, x))ds

Ty To
<dg(u, v)/ Ci(vydt +/ L(t)dt sup sup |u(t,x)—v(t,x)|
0 0 1€[0,7p] xeRd

Ty
:ds(u,u)/ C1(t) + L(t) dt,
0

where the second inequality follows from Lemma 3 and Lemma 4. Furthermore,
according to (38) and (39), there exists Ty > 0 such that

To
/ Ci(t)+ L(t)dt < 1.
0

Therefore we have proved that there exists 7p > 0 such that F is a contraction
from S, into S,.. According to the contraction theorem, F has a unique fixed point
D(-, -, po) € S, which solves (28). Defining p; = (P (z, -, po))#p0, one sees that
d (¢, x, po) solves (28) in the time interval [0, Tp].

Step 2 (Extension of local solution): According to (37) and (39), we can extend the
local solution beyond time 7Ty as long as the quantity

leellp, = /Rd(l + V(®(t, x, po)))d po(x)
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remains finite. Next we establish a bound on this quantity showing that the local
solution can be extended to any ¢ > 0.

o [, 01+ V(@ x ) o)
=~ [ (V@ o). D Vi0g 2 @01, o) o)
R4 T

-1
= — <VV, Uk, oy ((1 — U)L;:’pttk’pl + vld) Lz’ptVIOg &>
1LY (o)

—1
1%
= - <LZ’pIVV, ((1 — VG o thop + Uld) U.p, V log ;>H“’
k

=<

~1
((1 - V)‘Z,p, U, o, + vld) LZ’pIVIOg —

*
Lk’p‘v‘/”Hf

where

* 2 *

Lk’ptVVHHz =(vv, tk’ka’ptvv>Lg(pI)

=/ / k(y,2) (VV(y), VV(2)) dp; (y)dpt (z)

R4 JRd

:/Rd /Rd k(®(z, y, po), ®(t, z, p0)) (VV(P(, y, po)), VV(®(1, 2, p0))) dpo(y)d po(z)
2

< lkli% ( / IVV (@, y,po)>|dpo<y>)

R

< kI3 €T o ot 13, -

where the last inequality follows from Assumption V1. Therefore,

* —1 % Pt
(L =) th,p, +vIa) Lk’prVIOg o

d lloillp, < Ciollklls lorlip, )

Hi;
_1 1

< Cro WKlloo v 2 Lo, stein (or 1) ol

where the last inequality follows from (33). It follows from Gronwall’s inequality that

1 ! 1
locllp, < llpollp, exp (C],OV 2 ”k”oo/ Iv,Stein(ps|JT)2dS)
0

t
_1
< lloollp, exp [ Crov 2||k||o<,\/r f Iy Stein (ps 7)ds
0

1
= lloollpy exp (1002 Iklloo VIKLGo0l)) (35)

where the second inequality follows from Jensen’s inequality and the last inequality

follows from (15). With this bound, we can iterate the argument to extend the local
Elol:;ﬂ

@ Springer Lﬁjog



Foundations of Computational Mathematics

solution defined on [0, Tp] x RY to all of [0, 00) X R4, 30 that (35) holds for all r > 0.
Finally, ® (-, x, pp) has continuous first order derivative due to the integral formulation
in (30), Assumption K1 and Assumption V1. The proof is thus complete.

Lemma2 Let pp € Py and suppose the assumptions in Theorem 7 hold. Then, for
any € > 0, there exists a constant T > 0 such that for allu € S, andt € [0, T, with
Pur = u(t, )u#po, we have

T
1
f Iy Stein (ouslm) 2t < e, (36)
0

Proof of Lemma 2 According to Proposition 2, the regularized kernelized Stein dis-
crepancy can be written as

$(uam)? = (Evep,, [irace(nd, o))

1 2
2 LPu,t
= H ((1 = VG g eopus T vld> U.pu, ¥V l0g -
! ’ b4 He
k
Pu,t -1 Pu,t
= <Lzs,0u,tV10g T ’ ((1 - v)[zsﬂu,rtk»pu,t + VId) [Z,ﬂu,IVIOg T >Hd

k
= Iv,Stein (Pu,n ).

Meanwhile, since p,, ; = u(t, -)#po with u € S, for any R?-valued random vector X,
u(t, X) ~ py; and |u(t, X) — X| < r almost surely. Therefore,

Wi (ou,r, ) < Wi(00, pu,t) + Wi(po, )

= _inf  E[X—=Y[I+Wi(po, 7) <1+ Wi(po, 7),
X~00,Y~pu:

where W is the Wasserstein-1 distance defined in Sect. 1.3. Next, we upper bound the
regularized kernelized Stein discrepancy by the Wasserstein-1 distance. According to
[22, Lemma 18], for any general vector field ¢ € Hl‘f, we have

|Ex~p, , [trace(A7¢ ()| < (Mo(@)M1(VV) + Ma($)d) Wi (pu,s, )
+\2Mo(@) My ($)Esx [IVV () 2] Wi (s ).

where for any g : R? — R? and g € C'(RY),

— Vv -V
Mo(g) = sup lg@)l. My(g) = sup B TEDN o) = qup 1VED = VEWl
xeRd xgy =Y x#y lx =yl

Forany ¢ € H{ and ¢ = [¢1, -+ - , ¢4]", according to [42, Lemma 4.34],

1
sup |D*@;(x)| = sup |D* (i, k(x,))p(, | < IBillpa sup |D§DSk(x, x)|2.
xeRd xeR4 k xeR4

EOE';W
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Therefore,

Vo) = sup | 3 e < Y6013, sup ke, x) = Kl I8l
xeRI\| ;=1 i=1 xeRd k

SEL @0 — 002 J d
sup

M) = sup |V (x)|?
x#y Ix =yl ;XGR
d d 1
< (20 il e, DY DY k(x.x) = (sup trace(vlvzk(x,x») 115
i=1j=1 xeRd k
<1y 'Vzkllgo I8l -
IV (x) = Vo) IVéx) = Vo)l
My(e) = ¢ oy 2 < qup ¢ F
Xy lx =yl x#y lx =yl
d 2
d; — 9
<Y 10 (x) 2¢,(y)|
i,j:lx#> ‘x - yl
d ei+e _eitel
= | X s DD k0 oy, < | VE- vzkH e
i,jl=1xeRd

According to Assumption V1, M| (VV) = Ly and Ey~ [[VV(x)[*] < Cio I llp, -
Therefore,

1
By Itrace( Az p ()] = (nklloo Ly +|vF- V3|2 d) 1911349 OV1(p0.7) + 1)

1
+ \/2 Iklloo 171 - V2kli5o C1.0 I 1y, OV1 (00, 70) + 1) ||¢”H;f .

< 1. Therefore,

* : *
Note that ¢k»Pu,t satisfies that v H ¢k,0u,r J L=
L5 (pu, ‘)

2
HZHI ) ”d”il’w

p12,

*
<
H(pk»pu,[ HZ —

and

1
o stcin(Pus|7)2 = S(pu, 1) = B, [trace(Andf ,, o)) ]|

1
<v2 (||k||oo Ly +| v} V3|’ d) Wi(po. 7) + 1)

1 1
+ v_z\/2 [Klloo 1V1 - V2Kl Cr0 I 1o, Wi(po, 1) + 7).
FoE'ﬂ
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Since the upper bound is independent of the choice of (¢, -) € S, and the time variable
t, for any € > 0, we can choose a small enough 7 such that (36) holds.

Lemma 3 Under the assumptions in Theorem 7, let S, = C([0, T'1; Y,) with Y, defined
in (29). Then for any t € [0, T, there exists L(t) > O such that for any u € S, for all
x,yeRandt €[0,T],

’DUpM[VIO Dy p, Vlog < L(@0)lx — yl. (37)
where for allt € [0, T], pu.r = (u(t, -))#po and
1 % 1
L) =v7F (20V1 VoKl +3 | V| )" Lusin(oudl)®. (39)
) -1
ProofofLemma 3 Since D, ,,, = . p,, ((1 = VG o b —i—vld) %.p,, and
Uk, py,, 18 the inclusion operator,
‘Dv putVIOg P (x) = Dy,p,,
—1
= ((1 — v)tlt,pu_;thpu,t + vld) th,ﬂzuv log Pu,t x)
— ((1 — v)LZ,pu,th,le', + vld> Lz’pu‘tV]og u,t )
—1
Pu,t
= [{k(x,) —k ,-,(l—vt* t vI) i’ :
< (x, ) (v, ), (( ) & pustkopuy T V1a ko pus 7 |y

IA

”k(x’ ) - k(y, )”Hk

—1
* *
((l - v)[k,ﬂu,z Lk’p"J + VId) Lksﬂu,l

v 2 vStezn(Put|7T)2 lk(x, ) —k(y, )||H“"

where the second identity follows from the reproducing property and the last inequality
follows from (33). Furthermore, we can write

lkCx, ) —k(y, ~)||${z = k(x,x) = 2k(x, y) + k(y, y)
< (2091 Vaklloo +3 | V2| ) 1x = yP2,
o0
where the first identity follows from the RKHS property and the second identity follows

from Taylor expansion and Assumption K1. Therefore, (37) holds with L(¢) defined
in (38).

FoE'ﬂ
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Lemma 4 Under the assumptions in Theorem 7, let S, = C([0, T'1; Y,) with Y, defined
in (29). Then for any t € [0, T], there exists C1(t) > O such that for any u, v € S,,

Pu,t Pv,r

sup |D,, putVIOg ()| = Ci()ds(u, v), (39)

xeRd

(x) — ,,pv,VIOg

where for all t € [0, T], pu: = (u(t, ))#po, pv.c = (v(t, ))#po and
_3 2
i) =207 (1 =) Ikl
(21V1V2kloo +3 | V2| ) 19l Lt puatr)? 49712, kg, 0

with L, being defined in (44).

Proof of Lemma 4 With the facts that D,, ;, = tx . (¢} kot vI)~! and Uk, 1s the
inclusion operator we get,

DV Pu,t

‘DV Pu,t

—1
* 3k
((1 - V)Lk’puvltk,pu,t + vl) Xopus

—1
* *
- <(1 - v)lk,l)u,ttk*'ol"t + VI) [k,pv

—1 —1
<<(1 — V)‘z,pu,,Lk»pzt,r + vl) - ((1 - v)‘/t,pv_,‘kqpu,z + vl) ) lzypu

-1 Pu,t
+ (]—U)Lz’pv’tlk’pvvtﬂ—vl) (LZ”D V]og (x)—tk pvtVIOgL(x))‘

=

We then turn to study the two terms in the upper bound separately.
First term: Note that, we have

—1 -1
‘(((1 - V)l]t’puyltk,pu,t + l}I) - ((1 - U)L;ck,pvvllk,ﬂvj + UI) > Lz,pu/

-1
* * *
oo (=00 o kg +01) (1= v>zk,pv,ttk,pv,, —a- v)tk,pu,,tk,pu,,)

1
< (= teopus V1) o,

-1

< ( L—v)f o + vI)
H k., pu.t HZ‘)Lgo ' ( )kyﬂv,t k,pu,t HZHHZ
* *
(1—v) Hlk,pv,,tk,,ﬂv,l - Lk,ﬂu,tlk’p”J Hg—ng
1 p
. " .t

((1 - U)Lkspu,t Lk,pu.t + UI) Lk./)u.t ,Hd
k

_ _1 1
< klloo v 1A = VT 2Ly srein (pui 1) 2

X sup </ k(uX)(b(X)(dpu,t(X)—dpu,t(X)),>~
19130 =1 R

Fo E 'ﬂ
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1

<f k(, )¢ (dpui(y) — dpv,t(}’))>2
R H(l

k

_3 3 1
=272 (1= v Ikl (3] V2| +219192k100) L stcin(puclm)2dstu o). (41)

As we are bounding the function value by its Lgo norm, the second step allows the
function to be in the space of Lgo, without which we think of the function as belonging
to the RKHS. The second inequality follows from (32) and (33). The last inequality
follows from the fact that

1

< / k(-2 )6 () (d s (X) — dpos (1), / k(-,y>¢(y>(dpu,,(y>—dpv,,<y>>>2
R4 R4 'Hg
=( sup //<k<u(z,x>,~>¢<u(r,x>>—k(v(z,x),->¢<v(r,x)>,

R4 JRd

llpll,,a=1
Hy

1

2
k(u(, y), )¢, y) —k @, y), )¢ y) >Hdd,00(x)dpo(y)>

k

< sup [Rd Ik u(t, x), ) @ (u(t, x)) =k W, %), ) ¢ (W, %)l dpo(x)

1911591

= sup /dII(k(M(t,X),~)—k(v(t,X),~))¢>(M(LX))IIHgdpo(X)

=1JR
1911549

+ sup AMIIk(v(t,X),~)(¢(M(I,X))—¢(v(I,X)))IIHZd,00(X)

Bl ,a=1
Hy

= sup /d Gk u(t, %), ) =k @, %), Dl (G k @t %), )| dpox)

=1
1911549

+ sup /]‘Qd ”k(v(t’x)v)”Hk |<¢()7k(u(tsx)v) _k(U(t,x),))Hk’dp()(x)

Il a=1
Hy

< sup / Ik u(t, x), ) =k ((E, x), Dy NP llgg Ik @@, x) 5 )i, dpolx)
19119 =1 /R

+ sup /Rd Ik e, ), g llpga Ik e, ), ) =k W(#, %), )9, dpolx)

llgll,,a=1
Hy

= sup k(t,x),u(t,x))+k@, x), v, x)) — 2k (u(t, x), v, x))
(v

xeRd

x (\/k w(t, x), u(t, x) + Vk ((t, x), 0(z, x))))

< 2kl (3 2]+ 2192kl st v,
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where the first identity follows from the definitions of p, ; and p, ; and change of
variable. The second inequality holds due to the symmetry in x and y. The second
identity follows from the reproducing property of the RKHS. The last identity follows
from the fact that [|k(x, -)[l3y, = +/k(x,x) for all x and the last inequality follows
from Assumption K1 and Taylor expansion on both variables in k up to second order.
Second term: Note that we have

—1 Pu,t Po,t
‘((1 = V)G gy, eopns VI) (Lz,pu,zVIOg %(x) ~ tp, Vo8 :vr (x)>

-1 Pu,t Pu,t
= |tk, pys ((1 — V)‘z,pv‘,‘k»pu.z + vI) <L;MJV10g T(x) — Lz’pv’lVIOg - (x))
" -1
< kpillpggre, ((1 — V) o Yeopos T vl) i
k k
% Pu,t % Pu,t
Lk’pMVIOg W Lk’pMV log ”
1 Pu,t Pu,t
= ”k”oo v LZyPu,tV IOg 7 - LZ?IOUJV log T d’
k

where the last inequality follows from (32) and for all x € R?,

* Pu,t

Pu,t
Lk’puJVIOg -

T

(x) — t;pw V log (x)

- / k(x, 1V 1og 222 (y)dpu s () — / k(x, »)Vlog 22Ldpy ()

Rd T R T
:/Rd (k(x,y)VV(y)—Vzk(x,y))dpu,z(y)—/Rd (k(x, Y)VV(y) = Vak(x, y) dpy,: (¥)
= /Rd (k(x, u(t, Y)VV (u(t, y) — k(x, v(t, y)VV (u(t, y))) dpo(y)

_./]Rd (Vak(x, u(t, y)) — Vok(x, v(t, ¥))) dpo(y)-

Therefore, we have

Pu,t H
d
4 Hk

Pu,t
Lz’pu‘t V log — L,’;’pv’t V log

= Ad <||k(nu(t, VY (e, y)) = k(v y)VV (0, y)llya

T IV2k o ut, y) = Vak (e, vz, ¥))llyg )dpo(y)-

For simplicity, in the following calculations, we denote u(t, y) and v(z, y) as u and v
respectively. We will bound lk(-, u)VV(u) — k(. v)VV(v)||Hz
and ||Vak(-, u) — Vak(-, U)”Hf respectively. Note that we have
FolCTM
i
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1, 1)V V (@) = kG, VY @)l
=k, )VVwu) —k(,v)VV (), k(-,u) VV (u) — k(-, U)VV(U»'H,‘f

= |IVV @)%k, u) — 2 (VV @), VV©)) k(u, v) + |VV @)%k (v, v)
< VV(u) — VV(©), VV@k(u,u) — VV @)k, v))]
+ K VV @), VV(v)) (k(u, u) + kv, v) — 2k(u, v))|,

where

{VV () —VVQ@), VVwk(u,u) — VV()k(v, v))|

<|VV(u) — VV(v)|2 k(u,u) +|VV@wm) — VV)||IVV ()| |k(u, n) — k(v, v)|

< CL (14 V() ds, (u, v)*k(u, u) + CF . (1 + V(y) ds(u, v) |k(u, u) — k(v, v)]
< CP (L4 V() 2ds(u, v)* kI3, +2CT, | VKoo (14 V() ds (1, v)*.

The second inequality follows from Assumption V1 and the last inequality follows
from Assumption K1 and Taylor expansion on both variables in k up to first order.
And, we also have

V'V (u), VV (v)) (k(u, u) + k(v, v) — 2k(u, v))]|
< C2.(1+ V)2 Ik, u) + kv, v) — 2k(u, v)|
= ¢}, A+ VoD (3] V| _+21viVakll ) dsu, )

where the first inequality follows from Assumption V1 and the last inequality follows
from Assumption K1 and Taylor expansion on both variables in k up to second order.
With the above two inequalities, we have

kGt Y)VV e, 1)) = kG, 00 3D VV 0 3) g
1 i 1
o (nknoo + 21 VKl +3| V2| + 2||v1v2k||ooz) ds(ut, v)(1 + V().
“2)
Observe that, for all x, y € R4

(Vzk(‘vx)a VZk(‘v y))'}—[f = V] : VZ(k('yx), k(’ y))H;(]
=V Vak(x,y).

If we denote the function V| - Vok = Dj 2k where Dj 2k is symmetric since k is
symmetric, we get

| Vak(-, u) — Vak(-, v)ll;g = D pk(u, u) + Dy 2k(v, v) — 2D 2k(u, v)

= (2|V2D12b)|_+ |Viv2(Dik) ], ) dstu. v).
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where the inequality follows from Taylor expansion on both variables of D k. There-
fore,

1
IVak (1) = Vak(, )y < (2 |V2(D120)| " + V192D 2k) Héo> ds(u, v).

(43)
According to (42) and (43), we get
Pu,t Pu,t
LZyPu,th)g 7 - Lz,/’u,rv log = H;(l < L,dy(u,v)
with
1 % 1
Ly = Cur llpollp, (nknoo +20Vklloo? + 3| V| +2||V1V2k||ooz>
) , (44)
+2Hv2(01,2k)H00 + | Viva(D12b) | 2.
Therefore, the second term is bounded as
-1
‘((1 =Dyt FVI) (1, V108 25 =i,V log 2 (x))‘
< v 'Ly [[kllog ds (1, v). (45)

The Lemma is proved based on (41) and (45).

6 Stability

In this section, we prove a stability estimate for the weak solutions to (7). To do this,
we introduce a space of probability measures on R? and assumptions on V as follows,

Pp = {p eP:lplp, = /R 17 p(x)dx < oo} ,

where P denotes the set of all probability measures on R?.

Assumption V2 In addition to Assumption V1, there exists a constant Cy > 0
and ¢ > 1 such that [VV(x)|? < Cy(l + V(x)) for all x € R? and
supgeo.1) | V2V Ox + (1 —0)p) |2 < Cv(l + V) + V().

Theorem 8 Let V satisfy Assumption V2 with q € (1, 00) and k satisfy Assumption

K1. Let p be the conjugate of q, i.e., p~' +q~ ' = 1. Let p1, p2 € Py, be two initial

probability measures satisfying || pi ”pp < R for some constant R > QO andi =1, 2.
Elol:;ﬂ

@ Springer Lﬁjog



Foundations of Computational Mathematics

Let p1,; and p2; be the associated weak solution to (7). Then given any T > 0, there
exists a constant C > 0 depending on k, V, q, v, p1, p2 such that,

sup Wy (P11, p2.1) < CWy(p1, p2).
t€[0,7T]

More explicitly, the constant C is given by

1
| 1
C =exp (\fl lkllao C(T k, V, v, p1, 02, )T + 4172 (2 V1 Vakllog + 3 HVZkHOO> 2

JKL(pa )T

+2v7%(17V)||k\|go<2HV1V2k+3HVZkHooHoo)% KL(’)"”)T%)’ 40

where C(T, k, V,v, p1, p2, q) is defined in (56).
Before we prove Theorem 8, we introduce the following corollary to Theorem 8.

Corollary 1 Suppose the assumptions in Theorem 8 hold. Let p\ € P, and pfv be the
empirical measure formed from N samples from py. Then for any T > 0,

sup Wy (p1r. pf,) = 0, as N — oo,
1€[0,7T) ’

where p1,, and pth are the unique weak solutions to (7) with initial conditions py and
N

Py respectively.

Since W, (p{v ,p1) = 0as N — oo, Corollary 1 follows directly from Theorem 8.
Non-asymptotic bounds on sup,c(9 71 Wp(p1.1, ,of\” ;) that are non-uniform in time T
(i.e., for T < 00) in terms of N can also be obtained based on Theorem 8 and the
convergence of empirical measures in W, [20, 49]. We leave that to the interested
reader.

Remark 12 1f we focus on the dependency on v and T in (46), we have
, 1 PR | _3 1 _1 1
C§Cexp<v Texp(Cv 2T2)+v 21 —=v)T2 +v 2T2>

where C’ is a constant independent of v and 7. In particular, the stability constant
blows up when v — 0, i.e. the smaller is v, the larger is the WV, distance between
o1+ and p{\f , in Corollary 1. Therefore, if we choose smaller v in the finite-particle
algorithm, the R-SVGD, we will need more particles (larger N) in order to get the
comparable iteration complexities.

The proof of Theorem 8 is inspired by that of [30, Theorem 2.7] which in turn

is motivated by the Dobrushin’s coupling argument (see, for example, [18] and [32,

Theorem 1.4.1]). In the following proof, we mainly highlight the parts of our proof
that are different from the proof of [30, Theorem 2.7].

EOE';W
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Proof (Proof of Theorem 8) First, under Assumption V2, there exists a constant Cy > 0
such that V (x) < Co(1 + |x|?) for all x € R¥. Therefore, Pp C Py and |pillp, <
C(R) < oofori =1, 2. By Theorem 7, the weak solutions take the form

pi,t=(®(t7"pi))#pi, l=172
where ®(-, -, p;) solves (28) with py = p;. Let ,01'2 be a coupling measure between
p1 and p>. Notice that, according to conditions in Theorem 8, p > 1. Define ¢ (x) =
%|x |” and observe that p > 1. We have that ¢ is continuously differentiable on R?
with
Ve (x)| = |x[P~!, forall x e RY

To see this, note that as p > 1, for any x # 0, Vg (x) = |x|P~2x and |V (x)| =
|x|P~'. At x = 0, by definition, we have V$(0) = 0. Since p > 1, Vp(x) is

continuous. Then, we start from estimating the derivative of ¢ in the time variable,
for which we have

8t¢(q)(ta X1, Iol) - q)(tv-xZa ,02))
= —V(p(q)(t,X], 101) - cD(ta X2, 102))

(Dopr, Viog 2@ (121, p1) = Dipy, Vlog (@1 x2. 02)))
The next step is to estimate
[Du, Viog 2@t x1. p1) = Doy, Vlog 2401, 12, p2)|.
Note that
Dy, Vlog (@, x1. 1) = Dy, Vlog 2@ (132, p2) 1= 11 + .

where

=Dy, V1og (@ (1. 31, 1)) = Doy, V log 2 (@ (0. x1. p1)).

b =Dy s, V10g 2L (@ (0. 31, p1)) = Doy, V log 221 (@0, x2. p2)).
According to Proposition 5, we have

=V (P(t, x1, p1) — P, x2, p2)) - 11l
_3 2 2 %
<2073 (1 —v) I, (20V1 Vaklloo + 3] V2] )
o0
1
Ly stein(p1.4|7) 2| @ (2, X1, p1) — (1, x2, p2) [P
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X </ﬂ;d |D(t, y1, p1) — D1, y2, p2)| 0" (dy1, dm))

+ v koo Ct b, Vv, o1, 02, I, X1, p1) — O(2, X2, p2)|77!
1/p
x (f |®(t, y1, p1) — q’(l,)’2,,02)|p,01’2(dy1,dy2)>
R4 xR
and

[=V@(D(1, x1, p1) — P(t, x2, p2)) - I]

1
_1 5 1
=72 (20V1V2kloo +3 | V2| )7 stein(p2.01)2 1951, p1) = 022, p2) P

Now, defining

1,2 1,2 l/p
Dp(p ) (s) = (f |@ (s, y1, p1) — D5, y2, 02)| (dy1,dyz)> )
R4 x R4
we have, for any ¢ € [0, T'] that

¢((D(tv X1, 101) - qD(ts X2, 102))

1
<yt (2 V1 Vakll + 3 HVzkH )2
o0

t
1
/ Iy stein (p.s 17 15, %1, o1) — D (s, 32, 02)|Pdls
0
+ ¢(X1 _XZ) + v_l ||k||oo C(Tv k7 Vv v, P1, 02, Q)

t
f | (s, x1, p1) — D(s, x2, p2)|” 7' D, (p"?)(5)ds
0
3 3
+ 2073 (=) k1 (2191 Vaklloo + 3 V2] )
o0
t
1 _
xf Ly stein (1,512 | D (s, x1, p1) — D (5, X2, p2)|7 1 D, (0" (5)ds.
0

Integrating the above inequality w.r.t. the coupling p!2, and using the fact that

/ | (2, x1, p1) — D1, x2, p2) [P 2 (dxy, dx2) < Dp(p" ) ()P,
R4 x R4
we get

t
Dp (0" (1P < Dp(p"2) () + v klloo C(T, &, V., v, pi, pm)/o Dp(p"2)(s)Pds

-3 2 2 I 1 12
#2073 =) s (2191 V2koo + 3 [V2] ) [ 1 sicinor.m)? Dy 02107
FolCT
H_h
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-1 3\ [ 1
+<v F(219192tlo0 +3 V2] ) ) [ hsienonale) 2 D026y,

By using Gronwall’s inequality, we further obtain

Dp(p"H (1P

= Dp(p" DO exp (v [Klloo CT. k. V. v, p1. 2. 01 )

-3 2 2 3 (! 1
xexp (2072 = W kIR (21V1Vakloo +3 [V2K] )7 | husiein(prsim) 2ds
1 Lot 1
xexp(u 21wkl +3[ 2] ) [ Iv,s,emmz,mnds)
o0 0

1 1 1
< Dp(p" D) exp (v 2 (2191 V2kloo +3 | V2| _)* VRLGool)i2

v kI C(T K, Vv, p1, 02, @)1
1

3 1
+ 2072 (1= v) [kl (2191 Vaklloo +3 | V| )* VLG |n>ﬁ).
Hence, we obtain

Wﬁ(m,;, /’2,1)

inf / = wlPrda.do) < inf Dp(p" AP
7el(p1,.02,1) JRI xRA pL.2el(p1.02) r

<exp (v*l Iklloo C(T, &, V, v, p1, 2, @)t

| L |
+72 (20V1 V2Kl +3 | VK| ) VKLGp2lm2
1

F2 31— kI (2 V1 Vakl oo + 3 HVZkHOO)7 JKL(p1 |n)z%)

inf  Dp(p"7)(0)7
pL2el (p1.p2)

=exp (v*l Iklloo C(T, k, V, v, p1. p2, @)t

1 L 1
+u72 (2 V1 Vakll oo + 3 H v2kHoo) 2 /KL(py|7)t2

_3 5 1
+ 2072 (1 =) [kl (2191 Vaklloo + 3 V2] ) \/KL(PI|7T)[2>W5(PL,02),

yielding the result. O

Note that in Lemma 4, we studied perturbation bounds for (28) under two different
push-forward maps. In the next result, with the existence and uniqueness of solutions
proved in Theorem 7, we study perturbation results for (7) with two different initial
conditions.
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Proposition 5 Under the assumptions of Theorem 8, Let p'-? be a probability measure
on R?? with marginals py and p>. Then for any x, y € R?, we have

P2, P2,
Do, Vlog 224(0) = Dy, Viog 2224 )|
T T
1
1 2 1
=73 (21N Vakllo +3 | V| ) Busiein(pra I =31, @)
and

P1, P2,
‘DWUV log 7t(x) — D, ,,,Vlog 7’(x)‘

1
3 2 1
= 20730 =) [kl (2191 Vaklloo + 3 [ V2| )7 Lsteintoraim®

X /d |®(t, x1, p1) — D (1, x2, p2)|p " (dx1, dx2)
R

+ v klloo Ct, k, V, v, o1, p2,9)

1/p
(/R Rd|d>(t,y1,m)—cb(t,yz,pz>|f’p1’2(dy1,dyz>) : (48)
X

where C(t, k, V,v, p1, p2,q) is given in (56).
Proof of Proposition 5 First, we prove (47). For any x, y € R4,

By

~1
02,
= ((1 - ‘))‘Z,pzyt‘k»pz,z + vld) LZ,pzy,‘VlOg #(x)

L2,
Dy, V1o 224 0) = Dy, Vg

-1 P2,
_ ((1 — v)t,f’pz‘ttk,pzv, + vld> tz’pz’tVIOg TI(y)

-1
P2,
- <k(x, ) —k(y, ), ((1 — D, o, + vld> .,V log 7’(-)>
Hi

% -1 * P2t
((l — V)Lk,pzy,Lk,sz + vld) Lk’pzytng -

IA

”k(-x» ) - k(yv )”HA

H

IA

1 1
V721 stein(p2.6170)2 k(x, -) — k(y, )”‘)—{]‘{1

IA

1
1 1 2
V7 L siein (024108 (2191 V2klloo +3 [ V2K )7 1x =1,

where the second inequality follows from (33) and the last inequality follows from the

reproducing property and Taylor expansion. The claim in (47) then follows from the
above inequality.
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To prove (48), first we have for any x € R4,

P1, P2,
‘Dv,pl ,Vlog ! (x) =Dy, p, , Vlog —f(x)‘
’ bid ’ b4
< ((1 —v)E + vl )71 — ((1 —u)E +vI )71 Z Vieg Pt (x)
= k,py. ko1 d k,p s kP20 d k.pr, ¥ 108
-1 Pl,t P2t
* * s * s
+ ’((l - v)tk,szLkvPZ,t + vld) (kapl,tVIOg 7(}6) “lepn, Vlog 7():)) . 49)

Next we bound the two terms on the right-hand side of (49).
First term: we have

-1 -1 P11
* * * s
(((1 =00y o + vld) - ((1 T vld) > ooy, V108 2 ()

—1
* * *
tk,p1,e ((1 - v)Lk,pz‘,lkvPZ,t + VI) <(1 - v)lk,pzytlkvpz,t - V)Lk,pulk,m,t)

-1 Pl
x ((1 - U)Lzﬂpl,ttk’plvl + vl) LZ,pl,tVIOg T’I(x)

—1
< Hlk‘p ‘((1 — WG o ks, T vl)
1t HzﬁLgo P21 KoP2,t HZIHH?
1—v HL* L —
( ) koo, tk P2, k.p1.¢tkp1 Hﬁ—ﬂiﬁ
-1 Pl
* *k )
X ((1 - V)Lk.p],,qupl,t + vl) Lk,thVIOg 7 |y
k

_3 1
S klloo v 2 =)y stein(p1,¢17) 2

s

swp ([ kC0000@n,0 = diaso, [ k60000 @p1,0) = din )
19l =1 VR R4 H{
and

sup </dk(-,X)¢(X)(dm,t(X)—dpz,t(X)),>~
18100 =1 VR

Bl—

</ k(- »)p(n)(dp1,:(y) —dpz,z(y))>
R4 HY

= k(®(t, xq, L O(t, x1,
(llmlsig_]/Rded/RdXM (@ (1. x1. p1). ) § (1. x1. 1))
k
k@t x2. 2).) B (D113, p2)

k(®(, y1,01),) ¢ (P, y1, p1)) — k (P, y2, 02), ) § (P2, y2, pz))>

k
1

2
p'2(dxy, dx2)pt 2 (dy, yz))

S/ / IIk(q)(t,xl,Pl)a')¢>(<D(fﬁxl,pl))*k(‘b(t,xzypz)a')¢(<1>(th2,/)2))||7_((1P]’Q(dxl,dm)
R4 JRA k

Elol:;ﬂ
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1
= 2Kl (2091 Vaklo 3|94 )

/Rd L 123100 = B2, p2)l 121 ).
X

Second term: we have

Pl,t
T

P2t

~1
‘((1 =V s V1) (8, Vo8 200 =, VIog P2 ()

-1 P1,t

1
((1 — U)LZ’pzyth,pzv[ + vI)

< [ k.p. ||Hg_>Lgo

He—HE
% P1,t * P2t
Lk’pUV log — Lk,pZJV log — »
k
~1 P1,t P2t
< |lkllso v LZ’pMV log — Lz,pz,;v log el W
k
For the factor LZ”O]J V log % — [Z,pz‘l Vlog % e’ notice that

k

* Pl,t % P2t

Lk,plv[VIOg - (x) — Lk’pZJVIOg - (x)

_ / k(x. 1)V log P (1 dpri () — / k(x, »)V log 2Ly ()
Rd T Rd T

_ /Rd k(5. V)VV () = Vak(x, ) dp1o ()
— [ e )YV ) = Yok 30 )

=f (k(x, @, y1, p))VV(®(, y1, p1))
R4 x R4

—k(x, D(t, y2, 02))VV(D(t, y2, p2))) dp' > (dy1, dy2)

—/Rd y (Vak(x, (1, y1, p1)) — Vak(x, ©(1, y2, 02))) dp"2(dy1, dy),
X

and we get

P2t
T

Pt
HL;MJ V log o lz.pz., V log

d
Hk

)

Ue,pas ((1 — V)‘Z,pz,,‘k,pz,z + vl) (LZ)pMVIOg ?(x) — L;pzy[V log 7()()

)

= /Rd i kG, @@, y1, VYR, y1, p1)) =k, (1, 32, p2)) VYR, ¥2, p2)) 1944 dp"*(dy1, dy2)

4 / IVak (. (1, 31, p1)) — Vak (@ (1. y2. p2))llpgs dp">(dyr. dy).
Rd xRd k

For simplicity, we denote ® (¢, y1, p1), (¢, y2, p2) as @1 and P, respectively in the

following calculations. We will bound the two integrals in (50) separately.

(50)
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For the first integral in (50), we have

k(G POVV(P1) — k(- d’z)VV(q)z)II%{g
= (k(, 2)VV(P1) = k(, P)VV(®2), k(-, PVV(P1) = k(, P2)VV(P2))3qa
= [VV(@)Pk(D1, D1) — 2(VV (1), VV(P2) k(P1, P2) + [VV (P2)[*k(D2, P2)

= [{(VV(®1) = VV(®2), VV(PDk(P1, 1) — VV(P2)k(P2, P2)) |
+ [(VV(®1), VV(D2)) (k(P1, P1) + k(P2, P2) — 2k(Py, P2)) |,

where

(VV (D)) — VV(®2), VV (P DK(Py, D) — VV(P2)k(Da, B2))]
< |VV(®1) — VV(®2)Pk(Dy, D1) + [VV (D))
— VV(P)||IVV (D) |k(Py, 1) — k(D2, D)

2
< sup |20+ (1-0)@)]| 01— B2 I
0€[0,1] 2

+ sup | VA0 + (1= 0)@2)| [B1 = B2l|VV(@Ik(@1, 1) — (P2, D)
6€[0,1]

< YU+ V(@) + V(@)Y kIL, |@) — @57
+CA+ V(@) + V(@) 1C/T (1 + V(©2) 7| VIl |01 — @2

= Y7 (1K1 + VK lloo ) (1+ V(1) + V(®2)) 24|01 — a2, (51)
The third inequality follows from Assumption V2 and the last inequality follows
from Assumption K1 and Taylor expansion on both variables in k up to first order.
Furthermore, we have

HVV(®1), VV(®2)) (k(P1, @) + k(P2, P2) — 2k(Py, P2))|

<A+ V@) 11+ V(@) 1 [k(@1, ©1) + k(P2 B2) — 2k(P1, )l

= G+ V@) I+ V(@) (3] V| +20191Vakll ) 101 = @22,

(52)

where the first inequality follows from Assumption V2 and the last inequality follows

from Assumption K1 and Taylor expansion on both variables in k up to second order.
From (51) and (52), we get

/Rd Rd lk(-, @, y1, 1))VV(R(E, y1, p1)) — k(-, @(t, y2, p2)) VV (D (2, y2, "2))”71‘,3 dp"2(dyy, dy2)
X
1/q ! 2| 2 !
<Cy7 | klloo + IVAlloo2 +3|Vk - +2[V1 Vakll oo 2
X/ [D1(t, y1. p1) — @(t, y2, p2)|(1 + V(®(t, y1. 1))
RI x R4
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+ V@1, y2. o) 12 (dyy dy2)
1
1 1 5 1
</ (||k|oo +1Vkloo? +3| V%] _? +2||v1v2k||002)
1,2 p
x </ |Dy(t, y1, p1) — P, y2, p)IPp " (dY1,dY2)>
Rd xR4

1/q
x (f (14 V@, y1, p)) + V(®@(1, y2, p2))) 0 2 (1, dm))
RA x R4
= (Io1 1y exp(C10v ™72 [klloo VKL (o1 7))

_ 1/q
+ 102y exp(C1 00~/ [Klloo VKL(p2 ) )
1/q 1 2| 2 1
x €y | Iklloo + IVklloo  +3| V2| % +21V1 Vakllog 2
12 1/p
X (/ |®1(t, y1. p1) — @, y2. )P p " (dyl,dyz)>
R4 x R4

1
1 1 5 1 1/q
<3C /4 [klloo + IVKlloo 2 + [ V2| 2 + IV1Vaklno2 ) (1101 Ip, +lo2llp
1% o v v

x exp(C1.ov™"2¢ 7! [kl oo v/1 (KL(p1 ) + KL(p2[7)))

1/p
x (f |®1 (2, y1. 1) — <1>(r,yz,m)\"p“(dyl,dyz))
Rd xRd
1 11
=C1(k, V) <|Ip1 I, + HPzHPV) “ exp (Dlac, v, q) (KL(p1|7) + KL(p2|7)) 2 t2>

1/p
x (/ |®1(1, y1. p1) — <b<t,yz,pz)\l’pl'%dyl,dyz)) . (53)
Rd xRd

where the third inequality follows from (35).
For the second integral in (50), denoting the function V| - Vok = D >k, we first notice
that Dj 2k is symmetric since k is symmetric. According to the above identity, we get

V2k(-, @1) — Vak(:, CDZ)”,?_(d = D1 2k(®1, @) + D1, 2k(P2, P2) — 2D 2k(P1, P2).
k

Applying Taylor’s series expansion on both variables of Dj 7k, we get
2 2 a2
IV2k, @1) = Vak( @),y < (2] V(D120| + [V12(D1 20 ) 191 — 2.
Therefore we obtain

/ V2K, (. 31 p1) = Vak (-, B(E. y2, p2)llggg dp' @y, dyo)
R
1

1
< <2Hv2(1)1,2k)”002 + |ViVa (D1 2k) IIOOZ)

/d 10t y1, 1) — (3, p2)p' 2 (dy1, dy»). (54)
R4 xR
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Based on (50), (53) and (54), we then get

* lol,t *
tkyp“VlogT o, VlogTHH,‘f

1 11
=i (Ierllpy +le2lipy ) ¢ exp (Dlac, v, ) (KL(p1 [7) + KL(p|7)) 2 ,2>

I/p
(/Rd g 1211 0D = <1><t,y2,pz)\l’pl'%dyl,dyz))
X
1 1
+ <2HV2(D1,2/<) Hooz + v1V2(Dl,2k)||002)
/Rd o 12121 = @32 pD)l0 2@y dy)
X

1/p
§C(t,k,V,v,p1,pz,q)</ IRd|<1>1(t.y1./>1)—‘1>(1f,yz,pz)\"’pl’z(dyl,dyz)) . (59

RY x

with

C@t, k, V,v, o1, 02,9)

1
= a1k V) (Iorllp, + lio2llp, )7
1 1
exp (Di(k, v, @) (KL(p1]7) + KL(p2 1) T 17) + Ca(),  (56)

where

1 3 1
Citk, V) =3¢}/ (nkuoo + IVKllo? + | V2| 7+ ||v1v2k||ooz) ,
Dik,v.q) = Crov~ g Ikl

1
2 1
o) =2 V2(V1 - V20| T+ IVIVa(V1 - Vabloo
Therefore (48) follows from our estimations on the First term and Second term.

7 Space-Time Discretization: A Practical Algorithm

In this section, we introduce a practical space-time discretization to the R-SVGF
described in (28). In the algorithm, we let positive integers N and n to denote the
number of particles and (discrete) iterations. We denote by (X}, lN: | the position of

the N particles at the n-th step. We let X, = [X,ll, - X,Ilv 17. For all functions
f: RY — RY, we define the operator L, as

Lof =[f(XD, -, FexMI".
Elol:;ﬂ
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M) =x hyx) =x2 hs(x) = cos(wx + b)
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Fig. 1 R-SVGD for various values of the regularization parameter v. The case of v = 1 corresponds
to SVGD. Left, Middle and Right columns correspond respectively to i1(x) = x, hy(x) = x2 and
h3(x) := cos(wx + b). Top and bottom rows correspond respectively to log(MSE) versus number of
particles and number of iterations

The positions of the particles are then updated as

5 - (I = vuq1) !
Xpr1 =X, — hn+1 (T’H—Kn + vl
1 1Y ,
S KnLaVV) = =3 L VE(Xs, ) | (57)
j=1

where (1,)5° ; is the sequence of step-sizes, Iy y is the N x N identity matrix and
K, € RV*VN jg the gram matrix defined as (K,);; = k(X!, X;)) for all i, j € [N].

n
We call the above algorithm as the Regularized SVGD algorithm. The iterates in
(57) follow from Proposition 2 and the finite-sample representations for the operators
tk,prlk,pn Where p" is the empirical measure of the particles at the n-th step, i.e.,
P =30 8xi

While the convergence analysis of space-time discretization of the SVGF (i.e.,
the SVGD algorithm) and the R-SVGD (i.e., the regularized SVGD algorithm) is
an interesting and challenging open question, in this section we demonstrate the
improved performance of the regularized SVGD algorithm over the SVGD algorithm
in some simulation examples. All experiments were done in MacBook Pro (2021
model). Specifically, we consider the simulation setup in [27]: We let the target 7 :=
(1/3)m1 4+ (2/3)m2, where 1 = Normal(—2, 1) and 7, = Normal(+2, 1), and we let
the initial distribution to be Normal(—10, 1). We now focus on numerically computing
the expectations of the form E,~[h; (x)], for three cases, hj(x) := x, ha(x) = x2
and h3(x) := cos(wx + b), where w ~ Normal(0, 1) and b ~ Uniform([0, 277 ]).

In Fig. 1, we plot the mean-squared error in estimating the above expectations with
the regularized and unregularized SVGD algorithm. Here, the expectation is over
the initialization (and over w and b for h3). In the top row, we report the logarithm

EOE';W
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Table 2 Average additional per-iteration wall-clock run-time (in seconds) for R-SVGD over SVGD

N 50 100 150 200 250
v=0.1 0.0114 0.0343 0.0861 0.1442 0.2163
v=02 0.0099 0.0257 0.0586 0.1058 0.1899

of the mean-squared error versus the number of particles N for a fixed number of
iterations (set to 100). The corresponding average per-iteration wall-clock run times
are reported in Table 2. In the bottom row, we report the logarithm of the mean-squared
error versus the number of iterations for a fixed number of particles (set to 200). For

both algorithms, we use the Gaussian kernel k(u, v) = exp (—% llu — U||%), where

the bandwidth parameter y is set using the median heuristic [27]. We use the Adagrad
step-size choice for both cases, following [27]. For the choice of the regularization
parameter, we report results for various choices of v. The case of v = 1 corresponds
exactly to the SVGD algorithm. We notice that for small values of v the regularized
SVGD algorithm performs better than the SVGD algorithm.

We now discuss the per-iteration complexity of regularized SVGD and standard
SVGD. SVGD requires computing the kernel matrix (which requires O(N?) opera-
tions per-iterations) and the gradient of the potential (i.e., VV). As pointed outin [27] in
Bayesian inference problems, typically, computing the gradient of the potential might
be the main bottleneck. However, this computation could easily be done in parallel due
to its finite-sum structure in Bayesian inference problems. We denote by O(Score),
the time complexity of computing/evaluating the gradient of the potential for a given
target density. On top of the above computations, each iteration of regularized SVGD
requires inverting a N x N matrix (or equivalently, solving a positive-definite linear
system of equations), which costs O(N?) complexity. With standard implementations,
the per-iteration complexity regularized SVGD and standard SVGD are hence of order
max{O(N?), O(Score)} and max{O(N?), O(Score)}, respectively.

The matrix being inverted in regularized SVGD is the regularized kernel matrix
also arising in other problems like kernel ridge regression. Hence, the rich literature
on efficiently inverting kernel matrices (under various structural assumptions) could be
leveraged in this context. While we leave a detailed study of speeding up the regularized
SVGD algorithm as future work, we conclude here two concrete methods for provably
speeding-up practical implementations of the regularized SVGD algorithms (under
structural assumptions):

e Pre-conditioned CG methods: State-of-the-art methods on designing pre-conditioners
for conjugate gradient methods for kernel ridge regression from [17] could be lever-
aged in the context of regularized SVGD. In particular, such results may help reduce
the computational complexity of regularized SVGD to max{O(N 2), O(Score)},
matching that of SVGD.

e Randomized methods: Randomized algorithms designed in the context of kernel
ridge regression, namely Random Fourier Features [35] and sketching [52] could
also be leveraged to speed-up practical implementations of regularized SVGD.
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