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Figure 4: The yellow cylinders of the simple architecture [18]

are dispatchers that deploy FLSs. A dispatcher deploys FLSs

at a rate i and a display consists of � dispatchers. Failed FLSs

fall on a conveyor belt that deposits them in a Terminus.

the user’s FoV, and how a standby changes its location to not ob-
struct the user’s FoV. These novel contributions are absent from
the aforementioned studies.

The concept of reliability groups [14, 15, 30, 31] and standbys
dates back to arrays of memory modules and disks [20, 29]. With
disk subsystems such as RAID [26], the hardware infrastructure
dictates the characteristics of the reliability groups. FLS displays
are di�erent in that the data in the form of a point cloud dictates the
characteristics of the reliability groups. Distance between the points
that constitute a reliability group is an important consideration as it
dictates MTID and QoI. This concept is absent from prior literature
in the area of high data availability. Another di�erence is that, an
FLS display may use reliability groups selectivity to enhance MTID.
As detailed in Section 5, a simple priority queue enables an FLS
display to not deploy standby FLSs, disabling the concept of a relia-
bility group when it is not bene�cial. Hardware and software RAIDs
do not require this �exibility. Finally, data availability techniques
do not have the concept of a standby obstructing a user’s FoV. This
important consideration is addressed in this paper.

3 TERMINOLOGY AND PROBLEM

STATEMENT

We assume the architectures of [2, 18] consisting of a hub and
one or more dispatchers to deploy FLSs. See Figure 4. The hub
is comparable to today’s server. It hosts an Orchestrator process
that communicates with FLSs using wireless communication, de-
tects failures, and coordinates the dispatchers to deploy FLSs. A
dispatcher may be in the form of a cylinder on the sides of a dis-
play3 [18]. The rate at which an architecture deploys FLSs impacts
MTID.

Display cell and illumination cell are fundamental to this
study. To render an illumination, an FLS display constructs a 3D
mesh on the display volume. A cell of this mesh, a display cell [18],
is dictated by the downwash of an FLS [7, 8, 16, 28, 35]. Assuming
an FLS is a quadrotor, a cell may be an ellipsoid [7, 8, 28] or a
cylinders [16, 35] that results in a larger separation along the height

3Or black tiles at the bottom of a Dronevision [2].

dimension. Each display cell has a unique Length, Height, andDepth
(L,H,D) coordinate [18]. We use the L, H, D coordinate system
instead of X, Y, Z to identify a cell because there is no consensus
on one de�nition of the Y and Z axes. While the picture industry
uses the Z axis as the depth, mathematicians use the Y axis for the
depth. It is trivial to map our L, H, D coordinate system to either
de�nition without ambiguity.

The light emitted from an FLS �lls an illumination cell. We as-
sume an illumination cell is either the same size or larger than a
display cell. Without loss of generality and to simplify the discus-
sion, we assume a display cell and an illumination cell are cubes.
We denote the ratio of an illumination cell to a display cell along a
dimension as Q. Assuming the same Q value across L, H, and D, the
number of display cells contained in an illumination cell is Q3. A
maximum of Q3 FLSs may occupy di�erent cells of an illumination
cell with one FLS illuminating the cell. We assume the remaining
Q3-1 FLSs remain invisible. This assumption is reasonable because
these FLSs may render the same light and color as the illuminat-
ing FLS with lower intensity depending on the location of their
occupied display cell.

An increase in the value of Q may be interpreted in di�erent
ways. One interpretation is that the display is increasing in size
and the light source of each FLS is bright enough to illuminate an
increasing number of display cells. For example, with Q=10, an FLS
must illuminate 100 displays cells and the display is 10x larger along
a dimension when compared with Q=1. The second interpretation
is that the volume of downwash by an FLS has shrunk. Q=10 implies
this volume shrunk 10x when compared with Q=1, enabling the
display to construct a larger number of FLSs in an illumination cell.
In this paper, we assume the �rst interpretation of Q. It is trivial
to convert the results of this paper in the context of the second
interpretation4.

De�nition 1. Quality of Illumination (QoI) of a point cloud is the
percentage of its points illuminated by FLSs at an instance in time.

The best theoretical QoI value is 100%. The QoI of a rendering
may be lower than 100% due to failure of the illuminating FLSs. The
tolerable QoI is application dependent.

We use Mean Time To Failure (MTTF) [18, 26, 29], to quantify
the average amount of time an FLS operates before it fails. A higher
MTTF is desirable because it re�ects a longer FLS lifespan. We
construct reliability groups consisting of � illuminating FLSs and
� standby FLSs. A standby is a dark FLS assigned to a group of
� illuminating FLSs. The distance between the � FLSs should be
minimized to enable the standby to substitute for a failed FLS as
fast as possible, minimizing the MTID.

De�nition 2. Mean Time to Illuminate a Dark point (MTID) is
the average elapsed time from when a point of a point cloud goes
dark due to the failure of its illuminating FLS and back to being
illuminated by a replacement FLS.

De�nition 3. A group centroid is the coordinate that identi�es the
center of a reliability group consisting of� FLSs. It is computed us-
ing the coordinates of its� FLSs: [ 1�

∑�
8=1 !8 ,

1

�

∑�
8=1 �8 ,

1

�

∑�
8=1 �8 ],

where [!8 , �8 , �8 ] is the coordinate of the 8Cℎ FLS in the group. The

4The acceleration and deceleration components of the velocity model may impact the
conversion of the results between the two interpretations.
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Orchestrator assigns a standby to the group centroid as long as it is
not occupied by an illuminating FLS, i.e., the coordinates of a point
in a point cloud.

Problem Definition 1. Minimize the MTID of an illumination

given reliability groups with � illuminating FLSs and � standby FLS

without obstructing the user’s FoV.

3.1 Failure types

We assume FLS failures are either mechanical, lighting related,
or both. These prevent an FLS from either �ying, rendering its
illumination responsibilities, or both. In addition, we assume an
FLS may detect these failures and use its wireless communication
interface to notify its neighboring FLSs and the Orchestrator of its
failure. We defer failure of electronics that prevent an FLSs from
communicating to future work.

When an illuminating FLS fails, its assigned point (coordinate)
goes dark. The display may illuminate this point by either requiring
a dispatcher to deploy a new FLS to the coordinates of the dark
point or use a nearby standby to �y to the coordinates of the dark
point (failed FLS) to resume its lighting responsibilities. The latter
minimizes MTID, motivating =� reliability groups with � standby
FLSs per group.

With reliability groups, we assume an illuminating and a standby
FLS are identical with the same MTTF. A reliability group may be
in either the normal or a degradedmode of operation. In the normal
mode, the group consists of� illuminating FLSs and� standbys. In
degraded mode, either one or more illuminating FLSs have failed,
one or more standby FLSs have failed or are missing (because they
substituted for a failed illuminating FLS), or a combination of these
possibilities.

When an illuminating FLS fails, it noti�es its group members and
the Orchestrator of its failure. Its message identi�es the group that
experienced the failure, � 5 . If � 5 has an idle standby FLS, this FLS
changes its status to illuminating and �ies to the coordinate of the
failed FLS to assume its lighting responsibility. The Orchestrator
dispatches a new standby to � 5 . The coordinates of this standby is
� 5 ’s centroid.

When a standby FLS fails, it noti�es the� illuminating FLSs and
the � − 1 standbys in its group and the Orchestrator of its failure.
The illuminating FLSs maintain the absence of a standby and switch
to degraded mode of operation. The Orchestrator dispatches a new
FLSs to the coordinates identi�ed by the group centroid as the re-
placement standby. In case the replacement standby fails mid-�ight,
it noti�es the Orchestrator to deploy a new replacement FLS. Once
a replacement standby is dispatched, it noti�es the illuminating
FLSs in its group of its presence. The illuminating FLSs record the
presence of the standby and switch to normal mode of operation.

If � 5 has no standby FLS and one of its illuminating FLSs fails,
either the Orchestrator or the failed FLS may notify a mid-�ight
replacement standby for the group to change its destination to the
coordinates of the failed illuminating FLS and resume its lighting
responsibility. In essence, this mid-�ight standby becomes an illu-
minating FLS on its way to illuminate its assigned point. Next, the
Orchestrator deploys a new standby for� 5 . The coordinates of this
standby is � 5 ’s group centroid.

With FLS failures, the number of dispatchers and the rate at
which they deploy FLSs are important factors. With fully utilized
dispatchers, standby FLSs may degrade both QoI and MTID. This is
because standby FLSs fail similar to illuminating FLSs. Deployment
of standby FLSs taxes the dispatchers and prevents them from
deploying FLSs to illuminate points that improve QoI/MTID. Below,
we formalize these concepts and highlight their interrelationships.
FailureModel:We assume a simple failure model with FLSs failing
independent of one another. This model selects a time to live (TTL)
between 1 second and a �xed constant _. The life time of an FLS
may not exceed _, TTL ≤ _. Once this TTL expires, an FLS fails.
The distribution used to select a TTL impacts QoI. We considered
several distributions for a model. Due to lack of space, we present
the model using a uniform distribution. With this model, an FLS
selects a random value between 1 and _ and approximates a mean
of the distribution close to _

2
.

4 GROUP CONSTRUCTION

Problem Definition 2. Given a point cloud with � points (coor-

dinates) with each point assigned to a di�erent FLS and a required

group size � , maximize the number of groups consisting of approx-

imately � FLSs such that (1) an FLS participates in exclusively one

group and all FLSs agree on participation in the same group, and (2)

the euclidean distance between the group members is minimized.

In this paper, the symmetry constraint that all� FLSs in a group
agree to be a member of the same group is fundamental. We fo-
cus on a popular centralized group formation technique named
:-means [22] and a decentralized technique named Closest Avail-
able Neighbor First, CANF [3]. With both, the number of groups
=� is bounded by ⌈ �� ⌉. At the same time, the two techniques are
di�erent. While :-means constructs =� groups consisting of a vari-
able number of illuminating FLSs, CANF constructs =� groups each
with � FLSs5.

4.1 Centralized Group Construction: :-Means

With a centralized technique, the Orchestrator processes a point
cloud to compute =� groups and the location of each of the� stand-
bys for each group. It uses k-means [22], a clustering technique
that partitions a point cloud with � points into : groups de�ned by
a centroid. Given the size of a reliability group � , =� is de�ned as
=� = : = ⌈ �� ⌉. :-means is an iterative heuristic that adjusts the =�
new centroid locations in each iteration. The �rst iteration selects
the =� centroids randomly [6]. Each subsequent iteration computes
point-to-cluster distance for each centroid by iterating the points
in the point cloud. It uses the average of these distances to com-
pute =� new centroid locations. It repeats until either the cluster
assignment does not change or a maximum number of iterations
(1000) is reached6. The iterative portion of this implementation
consists of two passes: batch and online. During batch updates,
each iteration re-assigns points to their nearest cluster centroid
followed by re-computation of cluster centroids. During the online

5One group is an exception when �

�
is not an integer.

6The geometry of a point cloud and the value of � dictates how quickly k-means
constructs groups. In our experiments with the point clouds of Figure 1, the number
of passes with �=3 (20) and the dragon, hat, and skatebaord is 6, 6, 4 (13, 14, 20),
respectively.
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