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Abstract

We develop a method for modeling and simulating a class of two-phase flows consisting of two immis-
cible incompressible dielectric fluids and their interactions with imposed external electric fields in two
and three dimensions. We first present a thermodynamically-consistent and reduction-consistent phase
field model for two-phase dielectric fluids. The model honors the conservation laws and thermodynamic
principles, and has the property that, if only one fluid component is present in the system, the two-phase
formulation will exactly reduce to that of the corresponding single-phase system. In particular, this model
accommodates an equilibrium solution that is compatible with the zero-velocity requirement based on
physics. This property leads to a simpler method for simulating the equilibrium state of two-phase di-
electric systems. We further present an efficient numerical algorithm, together with a spectral-element
(for two dimensions) or a hybrid Fourier-spectral/spectral-element (for three dimensions) discretization
in space, for simulating this class of problems. This algorithm computes different dynamic variables
successively in an un-coupled fashion, and involves only coefficient matrices that are time-independent
in the resultant linear algebraic systems upon discretization, even when the physical properties (e.g. per-
mittivity, density, viscosity) of the two dielectric fluids are different. This property is crucial and enables
us to employ fast Fourier transforms for three-dimensional problems. Ample numerical simulations of
two-phase dielectric flows under imposed voltage are presented to demonstrate the performance of the
method herein and to compare the simulation results with theoretical models and experimental data.

Keywords: phase field, dielectric flow, thermodynamic consistency, reduction consistency, dielectrowet-
ting, two-phase flow

1 Introduction

In the current work we focus on the modeling and simulation of a system of two immiscible incompressible
dielectric fluids and their interaction with external electric fields. Dielectric fluids refer to fluids that are
electrically non-conductive and can withstand high voltage without breakdown. They are traditionally used
for cooling and insulating electrical equipment such as transformers and high-voltage cables. In recent
years dielectric fluids have found widespread applications in electric vehicles, for cooling the electric motor,
batteries, electric transmissions, and power electronics.

Using electric field is a widely-adopted technique for manipulating small amounts of liquids on surfaces.
Electrowetting-on-dielectric (EWOD) [57] is one of the most successful and versatile approaches. EWOD
systems typically involve conducting fluids or droplets on a dielectric substrate under an imposed voltage.
The applications of EWOD range from “lab-on-a-chip” devices [67, 14], to adjustable lenses [6], to new
types of electronic displays [35]. While EWOD is effective in fluid manipulation, it requires the fluids to be
conductive and an AC (alternating-current) electric potential.
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(Dong)
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Using dielectrophoresis (DEP) underlies another class of techniques for manipulating fluids [5, 28], and
has an advantage over EWOD in some situations [26]. Dielectrophoresis refers to the electromechanical force
due to the polarization of a neutral material in non-uniform electric fields [26]. One can use the Korteweg-
Helmholtz force density [43] to explain the origination of liquid dielectrophoresis. Applying an electric field
E to the fluid results in the Korteweg-Helmholtz force density

fKT = ρfE− 1

2
(E ·E)∇ϵ+∇

[
1

2
(E ·E)ρ

∂ϵ

∂ρ

]
, (1)

where ρf is the free electric charge density, ϵ is the permittivity, and ρ is the fluid density. Based on
equation (1), in the absence of free charge (ρf = 0), as long as nonuniform polarisation of dipoles exists
within the liquid (∇ϵ ̸= 0), the fluid will be influenced by the electric field; see [29, 59] for more detailed
discussions of the DEP force theory.

The use of DEP to move bulk fluids can be traced to Pellat’s work in 1895 [26]. A dielectric siphon is
described in [41] to pump fluids between two reservoirs. DEP is used to transport dielectric particles or
droplets in [5] through a channel sandwiched by electrodes. Transport of dielectric liquids at microscale and
in microfluidic devices has been studied with miniaturized electrodes in [40, 39, 12]. In [9] the authors use
DEP to spread a droplet onto coplanar electrodes to form a thin liquid film, estalishing the idea of interface
localized liquid dielectrophoresis. In [54] the effect of localized DEP on the wetting properties of solid-liquid
interface has been investigated and the term dielectrowetting is introduced. We refer to [74, 29, 53] for a
review of this area and recent applications.

Two-phase systems of dielectric fluids involve fluid interfaces, the associated surface tension, the contrast
in fluid properties (permittivity, density, and viscosity), contact lines and contact angles when a solid-
wall boundary is present, and the interaction with the imposed electric field. The approach taken in the
current work to handle the two phases belongs to the phase field framework. Phase field (a.k.a. diffuse
interface) [60, 71, 3, 50, 37, 7, 48, 17] is one of the few techniques currently available for dealing with
two-phase systems and fluid interfaces. It is particularly attractive because of its physics-based nature.
With phase field the fluid interface is treated as a thin smooth transition layer (i.e. diffuse). Besides the
hydrodynamic variables, the system is characterized by an order parameter (or phase field function), which
varies smoothly within the transition layer and is mostly uniform in the bulk phases. The evolution of the
fluid phases is driven by a free energy density function, which contains component terms that tend to promote
the mixing of the two fluids and also component terms that tend to separate the fluids. The interplay of
these two tendencies determines the dynamic profile of the fluid interface. With this approach, the governing
equations can be derived rigorously based on the conservation laws and thermodynamic principles. We refer
to e.g. [50, 42, 1, 66, 2, 19, 49, 30, 23, 61, 78] (among others) for several thermodynamically consistent phase
field models for two-phase and multiphase flows with various degrees of sophistication.

While phase field is successful for a range of two-phase and multiphase problems, investigations into this
approach for modeling two-phase hydrodynamics coupled with the electric field effect are still quite limited.
In [44, 75, 76] the authors employ the phase field method coupled with the Navier-Stokes equations to study
the electrohydrodynamic (EHD) phenomenon, in particular the Taylor’s leaky dielelctric model [63]. The
authors of [70] investigate the electrohydrodynamic patterning based on the liquid dielectrophoresis. In
[72, 73] the phase field method is used to study electrowetting and its applications.

The aforementioned studies on the coupled multiphase flow and electric field have a notable drawback.
These are phenomenological models, and do not admit an energy law (or energy balance relation). In other
words, these models are not thermodynamically consistent. To overcome this issue, a phase field model is
proposed in [25] for electrowetting (conductive fluids with free charges) based on variational principles and
the thermodynamics of irresversible processes near equilibrium. The model combines multiphase flows, the
electric field and the free charge system, and admits an energy balance relation. However, it only applies to
cases when the two conductive fluids have the same density.

This model is extended in [10] to take into account the density contrast and the transport of free ions in
the conductive fluids; see [55, 47, 56, 45] for numerical algorithms developed based on this extended model.
Another diffuse interface model is proposed in [58] for electrowetting on dielectric with different densities for
the two fluids, which however appears not to be Galilean invariant. In [46] a thermodynamically consistent
continuum model for single-phase electrohydrodynamic flows has been described. The model combines
the Navier-Stokes equations and the Poisson-Nernst-Planck (PNP) equations, in which the fluid properties
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depend on the ion concentration fields. We would also like to note the finite element method developed
in [81] employng a sharp-interface model for electrowetting on dielectric.

In this paper we look into the dynamics of an isothermal system of two immiscible incompressible dielec-
tric fluids and their interaction with external electric fields in two and three dimensions (2D/3D). The fluids
considered here are non-conductive and the system contains no free charges or ions. This setting is quite
different from those studies reviewed in previous paragraphs related to electrowetting or electrohydrody-
namics, where the fluids are electrolytic solutions and conductive and the transport of free ions is crucial to
the system dynamics. Due to liquid dielectrophoresis and the Korteweg-Helmholtz force, when an external
voltage is imposed, the interface between the dielectric fluids can experience large deformations, leading to
the dielectrowetting phenomenon [26].

We first present a thermodynamically-consistent and reduction-consistent phase field model for two-phase
dielectric flows. Thermodynamic consistency refers to the property that the model honors the conservation
laws and thermodynamic principles [50, 1, 69]. The current model is developed based on the conservations
of mass and momentum and the second law of thermodynamics, in which the physical properties of the
two fluids (permittivity, density, and viscosity) can be different. The model derivation process follows those
of [1, 19, 23], with the quasi-static electromagnetic equations taken into account. Reduction consistency
refers to the property that, when only one fluid component is present in the two-phase system (while the
other fluid is absent), the two-phase formulation will exactly reduce to that of the corresponding single-
phase system. We refer to [23] for discussions of reduction consistency in general multiphase systems. The
reduction consistency of a two-phase dielectric system places restrictions on the functional form of the mixture
permittivity when expressed in terms of the phase field variable. As discussed in [23], reduction consistency
reflects an inherent reduction relation within multiphase systems, and violation of reduction consistency can
lead to unphysical results (e.g. production of a fluid phase where it is absent). The phase field model here
for dielectric fluids appears to have some connection to that of [10] for conductive fluids and electrolytic
solutions. We note that the reduction consistency issue was not considered in [10] or the related works
of [55, 47, 56, 45] for conductive fluids, and the model as given therein appears not reduction-consistent.

At equilibrium, the solution to the current model is compatible with the zero-velocity requirement based
on physics. This property leads to a method for computing the equilibrium state (or steady state) of two-
phase dielectric systems, which is of great practical interest and importance, by solving a smaller reduced
system of equations. This method is simpler and faster than integrating the full model in time until the
steady state is reached.

We then present a semi-implicit splitting type algorithm, together with a spectral-element spatial dis-
cretization for 2D and a hybrid Fourier-spectral/spectral-element discretization for 3D, for numerically solv-
ing the governing equations of this two-phase dielectric flow model. The computations for different dynamic
variables (electric potential, phase field function, velocity, and pressure) are de-coupled with our method.
For each dynamic variable, the resultant linear algebraic system upon discretization involves a constant and
time-independent coefficient matrix, which can be pre-computed and saved for later use, despite the variable
physical properties (permittivity, density, viscosity) of the two-phase mixture. This characteristic of the cur-
rent algorithm is crucial, and it enables the use of Fourier spectral discretization and fast Fourier transform
(FFT) in 3D simulations of two-phase dielectric flows with variable mixture properties. For 3D problems,
with each dynamic variable, the computations of different Fourier modes are completely de-coupled with the
current method. Thanks to these characteristics, the presented method is computationally very efficient.

These attractive properties are attained based on several strategies. The most important strategy, for
producing a semi-discretized system having constant coefficients when variable material properties are present
on the continuum level, is inspired by and built upon the algorithm from [24] (with modifications). The
main idea of [24] lies in a reformulation of the pressure/viscous terms in the momentum equation as follows,

1

ρ
∇p ≈ 1

ρ0
∇p+

(
1

ρ
− 1

ρ0

)
∇p∗, µ

ρ
∇2u ≈ νm∇2u−

(
µ

ρ
− νm

)
∇×∇× u∗,

where ρ and µ are the variable density and variable viscosity of the mixture, ρ0 and νm are two appropriate
constants, p and u are the pressure and the divergence-free velocity, and p∗ and u∗ are explicit approximations
of p and u with a prescribed order of accuracy. Such and similar reformulations lead to a semi-discretized
system of equations with constant coefficients, in spite of the variable fluid properties on the continuum
level. This semi-discretized system with constant coefficients is critical to the success of subsequent Fourier
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spectral discretization in one or more directions in 3D space. This is because, if this system has variable
coefficients, the FFT will induce convolutions with the coefficient functions in the frequency space, which
will couple together all the Fourier modes of the unknown dynamic variables to be solved for.

The current algorithm is semi-implicit in nature, in which the nonlinear terms are treated explicitly
and the linear terms are treated implicitly. As such the algorithm is only conditionally stable, in the sense
that the time step size employed in the simulations cannot be large. On the other hand, this conditional
stability in the algorithm enables very efficient computations within each time step, with constant pre-
computable coefficient matrices and de-coupled computations for all dynamic variables. As opposed to the
semi-implicit approach, one may also consider the development of energy-stable type schemes, which is
not pursued here. Energy-stable schemes are discretizations designed to satisfy a discrete version of the
energy law, irrespective of the time step size. The strength of energy-stable schemes lies in that they are
unconditionally stable and can allow the use of relatively large time step sizes in the simulations. We refer to
e.g. [64, 62, 33, 31, 65, 32, 77, 61] (among others) for several energy-stable schemes for two-phase problems.
The downside of the energy-stable algorithms lies in that their computational cost per time step can be very
high. These schemes typically involve the solution of coupled nonlinear algebraic equations or coupled linear
algebraic equations, and the linear algebraic systems resultant from these schemes involve time-dependent
coefficient matrices, which require frequent re-computations (e.g. at every time step).

We present a number of numerical examples of two-phase dielectric flows under an imposed voltage in 2D
and 3D to test the performance of the presented method. In particular, we compare the current simulation
results with theoretical models and the experimental data from the literature. The comparisons show that
the phase field model and the numerical method developed herein can capture the physics of this class of
flow problems well.

The contributions of this paper lie in three aspects: (i) the reduction-consistent and thermodynamically-
consistent phase field model for two-phase dielectric fluids, (ii) the simpler method for computing the equilib-
rium state of two-phase dielectric systems, and (iii) the efficient numerical algorithm for simulating two-phase
dielectric flows.

The rest of this paper is organized as follows. In Section 2 we present the phase field model for two-phase
dielectric flows and discuss the equilibrium solution to the model. In Section 3 we present the numerical
algorithm for solving this model, and discuss the spectral-element implementation for 2D and the hybrid
Fourier-spectral and spectral-element implementation for 3D. We employ several 2D and 3D two-phase di-
electric flows to test the presented method in Section 4. In particular we compare the simulation results
with theoretical models and the experimental data. Section 5 concludes the presentation with some clos-
ing remarks. In the Appendix we outline the development of the current phase field model based on the
conservation laws and thermodynamic principles and discuss several further numerical tests.

2 Phase Field Model for Two-Phase Dielectric Fluids

Consider a domain Ω in two or three dimensions, and an isothermal system of two immiscible incompressible
dielectric fluids in Ω. The two fluids are assumed to be Newtonian, with constant densities ρ1 and ρ2, constant
dynamic viscosities µ1 and µ2, and constant relative permittivity ϵ1 and ϵ2, respectively. We introduce a
phase field variable ϕ, which assumes the constant values 1 and −1 in the bulk of the two fluids and has a
smooth distribution in a thin layer surrounding the interface.

The material properties of the mixture are functions of the above parameters and the phase field variable
ϕ, with the mixture density ρ = ρ(ρ1, ρ2, ϕ), mixture viscosity µ = µ(µ1, µ2, ϕ), and mixture permittivity
ϵ = ϵ(ϵ1, ϵ2, ϕ). Specifically, we assume the following relations,

ρ(ϕ) =
ρ1 + ρ2

2
+
ρ1 − ρ2

2
ϕ, µ(ϕ) =

µ1 + µ2

2
+
µ1 − µ2

2
ϕ,

ϵ(ϕ) =
ϵ1 + ϵ2

2
+
ϵ1 − ϵ2

2

ϕ(3− ϕ2)

2
.

(2)

In the above relations, ρ and µ are linear with respect to ϕ, which has been commonly used (see e.g. [17, 21]).
However, for ϵ we employ a relation based on the Hermite interpolation. The benefit of Hermite interpolation

is that
dϵ

dϕ
= 0 in the bulk (ϕ = ±1), while a linear relation would result in a non-zero derivative. The zero
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derivative of permittivity plays an important role in our model, which will become clearer in later discussions.

2.1 Governing Equations

The model describing the motion of this system of fluids can be derived based on the conservation laws
and thermodynamic principles. The development of this model has been discussed in detail in the appendix
(Section 6.1). Here we only summarize the governing equations for this system.

Let u denote the velocity, P denote the pressure, ϕ denote the phase field variable, V denote the electric
potential, and E denote the electric field. Then the dynamics of this two-phase system is described by the
following set of equations (see Section 6.1 for derivation and specifically (118) for the general form),

∂ϕ

∂t
+ u · ∇ϕ = γ1∆

(
λh(ϕ)− λ∆ϕ− ϵ′

2
E ·E

)
, (3)

ρ

(
∂u

∂t
+ u · ∇u

)
+ J̃ · ∇u = −∇ · (λ∇ϕ⊗∇ϕ)− ∇ϵ

2
E ·E+∇ ·

[
µ
(
∇u+∇uT

)]
−∇P , (4)

∇ · u = 0, (5)

∇ · (ϵ∇V ) = 0, (6)

E = ∇V, (7)

where the flux term J̃ is given by

J̃ = −γ1
ρ1 − ρ2

2
∇
(
λh(ϕ)− λ∇2ϕ− ϵ′

2
E ·E

)
. (8)

In these equations γ1 is the mobility coefficient, and λ is the mixing energy density coefficient. ρ, µ and
ϵ denote the density, dynamic viscosity, and permittivity of the mixture and are given in (2). h(ϕ) in

equation (3) is defined by λh(ϕ) =
∂F

∂ϕ
, where F (ϕ) is the interfacial mixing energy density function (with

double well) given by,

F (ϕ,∇ϕ) = 1

2
λ|∇ϕ|2 + λ

4η2
(ϕ2 − 1)2. (9)

The constant η here is a length scale characterizing the interfacial thickness, and λ is related to the surface

tension σ by λ =
3

2
√
2
ση [79]. So h(ϕ) is given by, h(ϕ) =

1

η2
ϕ(ϕ2 − 1).

With J̃ given by (8) and ρ given in (2), equation (3) is equivalent to,

∂ρ

∂t
+ u · ∇ρ = −∇ · J̃. (10)

Let µc denote a generalized chemical potential given by

µc = λh(ϕ)− λ∇2ϕ− ϵ′

2
E ·E. (11)

Then, J̃ can be written as, J̃ = −γ1 ρ1−ρ2

2 ∇µc.

2.2 Reduction Consistency

We require that the system consisting of (3)–(7) should be reduction-consistent [23, 22]. In other words,
if only one fluid component is present (while the other fluid is absent), the system of two-phase governing
equations should exactly reduce to that of the corresponding single-phase system. This means that the
system given by (3)–(7) should admit the following two solutions:

• (u,P, V,E) and ϕ ≡ 1: the first fluid is present, and the second fluid is absent.
• (u,P, V,E) and ϕ ≡ −1: the second fluid is present, and the first fluid is absent.
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It can be verified that these solutions are ensured if the following conditions on ϵ(ϕ) are satisfied,

dϵ

dϕ

∣∣∣∣
ϕ=1

= 0,
dϵ

dϕ

∣∣∣∣
ϕ=−1

= 0. (12)

The choice for ϵ(ϕ) in (2) satisfies these conditions. Therefore the phase field model given by (3)–(7), with
the mixture properties given by (2), is reduction consistent. It is noted that if one chooses a linear form
for ϵ(ϕ) (similar to ρ(ϕ) and µ(ϕ) in (2)), then the system (3)–(7) will not be reduction consistent (when
ϵ1 ̸= ϵ2). We refer to [23] for more detailed discussions of the reduction consistency for multiphase systems.

From the physics perspective, the electric field influences the generalized chemical potential through the

term
ϵ′(ϕ)
2

E ·E. Physically, the generalized chemical potential in the phase field equation should only have

an effect on the interface (not in the bulk region), i.e. µc should vanish in the bulk. This leads to the same
conditions as given in (12). Therefore, the Hermite interpolation relation for ϵ(ϕ) in equation (2) is crucial
to the current model.

2.3 Energy Law

The model given by equations (3)–(7) admits an energy law. Let E(t) denote the total system energy,

E(t) =

∫
Ω

(
1

2
ρu · u+ F (ϕ,∇ϕ) + 1

2
D · E

)
dΩ+

∫
∂Ωs

Θ(ϕ)dS. (13)

Here Ω and ∂Ωs denote the flow domain and the solid domain boundary, respectively. F (ϕ,∇ϕ) is the free

energy density function defined in (9). The term
1

2
D · E represents the quasi-static electric energy of the

system [43]. Θ(ϕ) is a wall energy density function, whose form is given later, aiming to take into account
the contact angle effect.

Taking the time derivative of (13) and using equations (3)–(9) and equation (107c) in the appendix lead
to the following energy balance equation,

dE

dt
= −

∫
Ω

γ1

∣∣∣∣12(ρ1 − ρ2)∇
(
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

)∣∣∣∣2 − ∫
Ω

µ ∥∇u∥2

−
∫
∂Ω

[(
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

)
ρ1 − ρ2

2
− 1

2
(u · u)

]
(J̃ · n)

+

∫
∂Ω

[
µ∇u · n− Fn− 1

2
(u · u)n

]
· u−

∫
∂Ω

λ (n · ∇ϕ) ∂ϕ
∂t

+

∫
∂Ωs

Θ′(ϕ)
∂ϕ

∂t
−

∫
∂Ω

(E×H) · n,

(14)

where ∂Ω denotes the boundary of Ω and ∂Ωs ⊂ ∂Ω is the solid portion of ∂Ω. The model ensures the dissi-
pativeness of the volume integral terms on the right hand side (RHS). Whether the boundary integral terms
are dissipative depends on the imposed boundary conditions, which can guide the choice for the appropriate
forms of boundary conditions. The term E × H is the Poynting vector, representing the electromagnetic
energy flux to the system [36].

2.4 Equilibrium Solution

The incorporation of the electric field term into the chemical potential and the choice of the ϵ(ϕ) form in (2)
(see also Remark 2.2) play an important role in our model. It allows us to derive the energy inequality, thus
leading to a thermodynamically consistent model. It also enables us to compute the equilibrium state (steady
state) of the two-phase dielectric system by using essentially the phase field equation only, instead of using
the full system coupled with the Navier-Stokes equations. We note that in some other studies (e.g. [44, 75]),
where the electric field term is absent from the chemical potential, this benefit does not exist and one needs
to solve the full set of governing equations in time in order to find the steady state of the problem.

Specifically, the simpler method for computing the equilibrium solution to the current model is as follows.
At equilibrium ( ∂

∂t = 0), the model represented by the equations (3)–(7) admits the following solution,

ϕs(x), Ps(x), Vs(x), and us(x) ≡ 0, (15)
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variable normalization constant variable normalization constant

x, y, z, η, d L0 V Vd

ϵ, ϵ1, ϵ2 ϵ0 µ, µ1, µ2 µ0

u u0 =
ϵ0V

2
d

L0µ0
P, P , p ρ0u

2
0

ρ, ρ1, ρ2
µ2
0

ϵ0V
2
d

λ ϵ0V
2
d

γ1 L2
0/µ0 E Vd/L0

ϕ, ψ 1 t,∆t
L2

0µ0

ϵ0V
2
d

Table 1: Normalization constants for variables and parameters. Choose L0, ϵ0, Vd, µ0.

where

γ1∆

[
λh(ϕs)− λ∆ϕs −

ϵ′(ϕs)
2

E ·E
]
= 0, (16a)

∇Ps −∇ · (λϕs ⊗∇ϕs)−
∇ϵ
2
(E ·E) = 0, (16b)

∇ · (ϵ∇Vs) = 0, (16c)

E = ∇Vs. (16d)

It is important to note that the equilibrium state of the current model is compatible with the zero velocity
(u = 0) requirement based on physics. In the presence of an external electric field, the (E ·E) term in (16a)
will cause the equilibrium configuration of the fluid interface to deviate from that of the case with no electric
field (e.g. circular or spherical, due to the surface tension).

These characteristics of the current model suggest that we can employ an alternative system to compute
the steady-state solution. We replace equation (16a) by the following Cahn-Hilliard equation,

∂ϕs
∂τ

= γ1∆

(
λh(ϕs)− λ∆ϕs −

ϵ′

2
E ·E

)
, (17)

where τ is a pseudo-time. We solve the system consisting of equations (17) and (16c)–(16d) by some time
marching scheme until the steady state is reached. This in principle will produce the equilibrium solution
to the original model consisting of (3)–(7), with us = 0 and Ps computed by using (16b). The alternative
system consisting of (17) and (16c)–(16d) is simpler and faster to compute than the original full system
consisting of equations (3)–(7). We will demonstrate the effectiveness of this simpler method for computing
the equilibrium solution in Section 4 using numerical simulations, and also compare the results obtained
using the simpler method and using the full model consisting of equations (3)–(7).

2.5 Normalization, Computational Domain, and Boundary/Initial Conditions

In numerical simulations we employ the normalized non-dimensional form of the governing equations. The
normalization discussed here is for the full model (3)–(7). We employ a somewhat different normalization
for the simpler steady-state model consisting of equations (16a)–(16d), which will be specified in a later
section. Let L0 denote a characteristic length scale, Vd a characteristic electric potential, µ0 a characteristic
dynamic viscosity, and ϵ0 the vacuum permittivity with ϵ0 = 8.85418781 × 10−12A2 · s4/(kg ·m3). Table 1
lists the normalization constants for different variables and parameters. For example, the normalized λ
is given by λ

ϵ0V 2
d

according to this table. The normalized governing equations have the same form as the

original dimensional ones, and they are also given by the equations (3)–(7). Henceforth, the variables
and parameters appearing in the equations (and boundary/initial conditions) are understood to have been
normalized appropriately, and we will not differentiate their dimensional and non-dimensional forms.

We perform two-phase dielectric flow simulations in both 2D and 3D. The flow domain and the settings
considered here largely follow those of the experiments by McHale, Brown and collaborators [54, 9, 8]. Espe-
cially we assume that in 3D the domain has at least one homogeneous direction, so that Fourier expansions
can be performed along that direction. Figure 1 shows typical flow domains and configurations for 2D and
3D. We are interested in the deformation or motion of dielectric droplets on a solid wall. A regular array
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<latexit sha1_base64="VcduhImtG31xtIwCRH/3qEwy95Y=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtYECV/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOwvjQc=</latexit>z

<latexit sha1_base64="+uQyNRflh6ZfpBt0Osl+e4sjuBk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5qRfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f6quNBg==</latexit>y

<latexit sha1_base64="VoX35kKlUb7SEFCfCM8xo/wnx1A=">AAAB/XicbVDJSgNBEO1xjXGLy81LYxA8hRkJ6jHoxWMEs0ASQk+nkjTp6R66a8Q4BH/FiwdFvPof3vwbO8tBEx8UPN6roqpeGEth0fe/vaXlldW19cxGdnNre2c3t7dftToxHCpcS23qIbMghYIKCpRQjw2wKJRQCwfXY792D8YKre5wGEMrYj0luoIzdFI7d9hEeMBUx6BoqBPVYWY4aufyfsGfgC6SYEbyZIZyO/fV7GieRKCQS2ZtI/BjbKXMoOASRtlmYiFmfMB60HBUsQhsK51cP6InTunQrjauFNKJ+nsiZZG1wyh0nRHDvp33xuJ/XiPB7mUrFSpOEBSfLuomkqKm4yhoRxjgKIeOMG6Eu5XyPjOMowss60II5l9eJNWzQnBeKN4W86WrWRwZckSOySkJyAUpkRtSJhXCySN5Jq/kzXvyXrx372PauuTNZg7IH3ifP1Dvlcs=</latexit>

open boundary

<latexit sha1_base64="V1N/sySBk/KnEFD1/6yu65vPGP0=">AAACAXicbVA9SwNBEN3z2/h1aiPYLAbBKtxJUEvRxjKCSYTkCHt7k7i4t3vszonhiI1/xcZCEVv/hZ3/xs1HocYHA4/3ZpiZF2dSWAyCL29mdm5+YXFpubSyura+4W9uNazODYc611Kb65hZkEJBHQVKuM4MsDSW0Ixvz4d+8w6MFVpdYT+DKGU9JbqCM3RSx99pI9xjkYEROhGcxjpXCTP9QccvB5VgBDpNwgkpkwlqHf+znWiep6CQS2ZtKwwyjApmUHAJg1I7t5Axfst60HJUsRRsVIw+GNB9pyS0q40rhXSk/pwoWGptP41dZ8rwxv71huJ/XivH7klUCJXlCIqPF3VzSVHTYRw0EQY4yr4jjBvhbqX8hhnG0YVWciGEf1+eJo3DSnhUqV5Wy6dnkziWyC7ZIwckJMfklFyQGqkTTh7IE3khr96j9+y9ee/j1hlvMrNNfsH7+AZ7ipeQ</latexit>p
erio

d
ic

b
ou

n
d
a
ry

<latexit sha1_base64="V1N/sySBk/KnEFD1/6yu65vPGP0=">AAACAXicbVA9SwNBEN3z2/h1aiPYLAbBKtxJUEvRxjKCSYTkCHt7k7i4t3vszonhiI1/xcZCEVv/hZ3/xs1HocYHA4/3ZpiZF2dSWAyCL29mdm5+YXFpubSyura+4W9uNazODYc611Kb65hZkEJBHQVKuM4MsDSW0Ixvz4d+8w6MFVpdYT+DKGU9JbqCM3RSx99pI9xjkYEROhGcxjpXCTP9QccvB5VgBDpNwgkpkwlqHf+znWiep6CQS2ZtKwwyjApmUHAJg1I7t5Axfst60HJUsRRsVIw+GNB9pyS0q40rhXSk/pwoWGptP41dZ8rwxv71huJ/XivH7klUCJXlCIqPF3VzSVHTYRw0EQY4yr4jjBvhbqX8hhnG0YVWciGEf1+eJo3DSnhUqV5Wy6dnkziWyC7ZIwckJMfklFyQGqkTTh7IE3khr96j9+y9ee/j1hlvMrNNfsH7+AZ7ipeQ</latexit>p
erio

d
ic

b
ou

n
d
a
ry

<latexit sha1_base64="92iHrxj28mVQfluhulFu2qJ+sF0=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0lE1GPRi8cK9gPaUDabTbt0sxt2J8US+k+8eFDEq//Em//GbZuDtj4YeLw3w8y8MBXcgOd9O6W19Y3NrfJ2ZWd3b//APTxqGZVpyppUCaU7ITFMcMmawEGwTqoZSULB2uHobua3x0wbruQjTFIWJGQgecwpASv1XbcH7AlyowSP8ICk075b9WreHHiV+AWpogKNvvvVixTNEiaBCmJM1/dSCHKigVPBppVeZlhK6IgMWNdSSRJmgnx++RSfWSXCsdK2JOC5+nsiJ4kxkyS0nQmBoVn2ZuJ/XjeD+CbIuUwzYJIuFsWZwKDwLAYccc0oiIklhGpub8V0SDShYMOq2BD85ZdXSeui5l/VLh8uq/XbIo4yOkGn6Bz56BrV0T1qoCaiaIye0St6c3LnxXl3PhatJaeYOUZ/4Hz+APQ8k+A=</latexit>

solid gap
<latexit sha1_base64="N71EV6bBjxVlFVUeOiXZNeRaS+8=">AAAB+XicbVDLSgNBEJyNrxhfqx69DAbBU9gVUY9BLx4jmAckS5id7U2GzD6Y6Q2GJX/ixYMiXv0Tb/6Nk2QPmljQUFR1093lp1JodJxvq7S2vrG5Vd6u7Ozu7R/Yh0ctnWSKQ5MnMlEdn2mQIoYmCpTQSRWwyJfQ9kd3M789BqVFEj/iJAUvYoNYhIIzNFLftnsIT5iDBI4qCWDat6tOzZmDrhK3IFVSoNG3v3pBwrMIYuSSad11nRS9nCkUXMK00ss0pIyP2AC6hsYsAu3l88un9MwoAQ0TZSpGOld/T+Qs0noS+aYzYjjUy95M/M/rZhjeeLmI0wwh5otFYSYpJnQWAw2EMh/LiSGMK2FupXzIFONowqqYENzll1dJ66LmXtUuHy6r9dsijjI5IafknLjkmtTJPWmQJuFkTJ7JK3mzcuvFerc+Fq0lq5g5Jn9gff4AXBuUJA==</latexit>

electrode (a)

V

<latexit sha1_base64="MW8hrJAgFL8OnIEy2q7X4HirfQc=">AAAB7XicbVDLSgNBEJyNrxhfUY9eBoPgKeyKqMegF29GMA9IljA76U3GzGOZmRXCkn/w4kERr/6PN//GSbIHTSxoKKq66e6KEs6M9f1vr7Cyura+UdwsbW3v7O6V9w+aRqWaQoMqrnQ7IgY4k9CwzHJoJxqIiDi0otHN1G89gTZMyQc7TiAUZCBZzCixTmp27wQMSK9c8av+DHiZBDmpoBz1Xvmr21c0FSAt5cSYTuAnNsyItoxymJS6qYGE0BEZQMdRSQSYMJtdO8EnTunjWGlX0uKZ+nsiI8KYsYhcpyB2aBa9qfif10ltfBVmTCapBUnni+KUY6vw9HXcZxqo5WNHCNXM3YrpkGhCrQuo5EIIFl9eJs2zanBRPb8/r9Su8ziK6Agdo1MUoEtUQ7eojhqIokf0jF7Rm6e8F+/d+5i3Frx85hD9gff5A2IfjwQ=</latexit>

⌦

<latexit sha1_base64="YPeJf8jDll8o4S4xj8QoNNNDRvw=">AAACG3icbZC7SgNBFIZnvRtvUUubwaBYhV0RtRRt7FQwKmRDODs52QyZvTBzVgzLvoeNr2JjoYiVYOHbOLkUmvjDwMd/zpmZ8wepkoZc99uZmp6ZnZtfWCwtLa+srpXXN25MkmmBNZGoRN8FYFDJGGskSeFdqhGiQOFt0D3r12/vURuZxNfUS7ERQRjLthRA1mqW933CB8pNoordIcoWDyEtuO/z0q6fgiYJivsXEYbQzE1YNMsVt+oOxCfBG0GFjXTZLH/6rURkEcYkFBhT99yUGnn/ZqGwKPmZwRREF0KsW4whQtPIB7sVfMc6Ld5OtD0x8YH7eyKHyJheFNjOCKhjxmt9879aPaP2cSOXcZoRxmL4UDtTnBLeD4q3pEZBqmcBhJb2r1x0QIMgG2fJhuCNrzwJN/tV77B6cHVQOTkdxbHAttg222MeO2In7JxdshoT7JE9s1f25jw5L8678zFsnXJGM5vsj5yvHyWQoXo=</latexit>

solid gap

@⌦sg

<latexit sha1_base64="2M6YLh/W+Yta52bOBd6JmvCBR6Q=">AAACI3icbVDLSgMxFM3UV62vqks3waK4KjMiKq5EN+6sYGuhU0omc9uGZh4kd8QyzL+48VfcuFCKGxf+i5m2C209EDg5596b3OPFUmi07S+rsLC4tLxSXC2trW9sbpW3dxo6ShSHOo9kpJoe0yBFCHUUKKEZK2CBJ+HBG1zn/sMjKC2i8B6HMbQD1gtFV3CGRuqUL1yEJ0x5n6keZIeTm09BAkcV+ZBR16WlQzdmCgWT1L0NoMc6qYasU67YVXsMOk+cKamQKWqd8sj1I54EECKXTOuWY8fYTvPJXEJWchMNMeMD1oOWoSELQLfT8Y4ZPTCKT7uRMidEOlZ/d6Qs0HoYeKYyYNjXs14u/ue1Euyet1MRxglCyCcPdRNJMaJ5YNQXymQhh4YwroT5K83TYhxNrCUTgjO78jxpHFed0+rJ3Unl8moaR5HskX1yRBxyRi7JDamROuHkmbySd/JhvVhv1sj6nJQWrGnPLvkD6/sH0Fik+g==</latexit>

charged electrode

@⌦se

<latexit sha1_base64="5oBxSbG7IYzfk2Ml7P4K8DPyWUo=">AAACH3icbVBNTxsxEPUC5SNtaYAjF4sI1FO0W0UpxwguvQFSQyJlo2jWOwkWXntlzyKi1f4TLvwVLj20Qogb/6bOx6EFnmTp+b2ZsecluZKOwvAlWFld+7C+sblV+/jp8/aX+s7upTOFFdgVRhnbT8Chkhq7JElhP7cIWaKwl1yfzvzeDVonjf5J0xyHGUy0HEsB5KVRvR0T3lLpjJIpr44Wt8QUOgU7rXgc89pRnIMlCYrHZxlOYFS6alRvhM1wDv6WREvSYEucj+rPcWpEkaEmocC5QRTmNCxng4XCqhYXDnMQ1zDBgacaMnTDcr5fxQ+9kvKxsf5o4nP1344SMuemWeIrM6Ar99qbie95g4LGx8NS6rwg1GLx0LhQnAyfhcVTaVGQmnoCwkr/Vy6uwIIgH2nNhxC9XvktufzWjNrN1kWr0TlZxrHJ9tkB+8oi9p112A92zrpMsDv2wH6zP8F98Ct4DJ4WpSvBsmeP/Yfg5S/Ap6Nn</latexit>

solid boundary

@⌦s

<latexit sha1_base64="V1N/sySBk/KnEFD1/6yu65vPGP0=">AAACAXicbVA9SwNBEN3z2/h1aiPYLAbBKtxJUEvRxjKCSYTkCHt7k7i4t3vszonhiI1/xcZCEVv/hZ3/xs1HocYHA4/3ZpiZF2dSWAyCL29mdm5+YXFpubSyura+4W9uNazODYc611Kb65hZkEJBHQVKuM4MsDSW0Ixvz4d+8w6MFVpdYT+DKGU9JbqCM3RSx99pI9xjkYEROhGcxjpXCTP9QccvB5VgBDpNwgkpkwlqHf+znWiep6CQS2ZtKwwyjApmUHAJg1I7t5Axfst60HJUsRRsVIw+GNB9pyS0q40rhXSk/pwoWGptP41dZ8rwxv71huJ/XivH7klUCJXlCIqPF3VzSVHTYRw0EQY4yr4jjBvhbqX8hhnG0YVWciGEf1+eJo3DSnhUqV5Wy6dnkziWyC7ZIwckJMfklFyQGqkTTh7IE3khr96j9+y9ee/j1hlvMrNNfsH7+AZ7ipeQ</latexit>p
erio

d
ic

b
ou

n
d
a
ry

<latexit sha1_base64="V1N/sySBk/KnEFD1/6yu65vPGP0=">AAACAXicbVA9SwNBEN3z2/h1aiPYLAbBKtxJUEvRxjKCSYTkCHt7k7i4t3vszonhiI1/xcZCEVv/hZ3/xs1HocYHA4/3ZpiZF2dSWAyCL29mdm5+YXFpubSyura+4W9uNazODYc611Kb65hZkEJBHQVKuM4MsDSW0Ixvz4d+8w6MFVpdYT+DKGU9JbqCM3RSx99pI9xjkYEROhGcxjpXCTP9QccvB5VgBDpNwgkpkwlqHf+znWiep6CQS2ZtKwwyjApmUHAJg1I7t5Axfst60HJUsRRsVIw+GNB9pyS0q40rhXSk/pwoWGptP41dZ8rwxv71huJ/XivH7klUCJXlCIqPF3VzSVHTYRw0EQY4yr4jjBvhbqX8hhnG0YVWciGEf1+eJo3DSnhUqV5Wy6dnkziWyC7ZIwckJMfklFyQGqkTTh7IE3khr96j9+y9ee/j1hlvMrNNfsH7+AZ7ipeQ</latexit>p
erio

d
ic

b
o
u
n
d
a
ry

<latexit sha1_base64="K/UKj8jWd8zkawRzkwGYtrnaQZo=">AAACEXicbVA9SwNBEN3z2/gVtbRZDIJVuBNRS9HGzggmCrkQ5jaTuLi3e+zOieHIX7Dxr9hYKGJrZ+e/cRNT+PVg4PHezO7MSzIlHYXhRzAxOTU9Mzs3X1pYXFpeKa+uNZzJrcC6MMrYywQcKqmxTpIUXmYWIU0UXiTXx0P/4gatk0afUz/DVgo9LbtSAHmpXd6OCW+pMBlqnphcd8D2BzzmcQaWJCgen6bYg7ZplythNRyB/yXRmFTYGLV2+T3uGJGnqEkocK4ZhRm1iuGzQuGgFOcOMxDX0MOmpxpSdK1idNGAb3mlw7vG+tLER+r3iQJS5/pp4jtToCv32xuK/3nNnLoHrULqLCfU4uujbq44GT6Mh3ekRUGq7wkIK/2uXFyBBUE+xJIPIfp98l/S2KlGe9Xds93K4dE4jjm2wTbZNovYPjtkJ6zG6kywO/bAnthzcB88Bi/B61frRDCeWWc/ELx9AuBPnas=</latexit>

open boundary @⌦o

<latexit sha1_base64="/CirQFQSTRLo7dkw2/2Zj5Ym+CU=">AAAB9XicbVBNTwIxEO3iF+IX6tFLIzHxRHYNUY9ELx4xkY8EVtItAzR0u5t2ViUb/ocXDxrj1f/izX9jgT0o+JJJXt6baWdeEEth0HW/ndzK6tr6Rn6zsLW9s7tX3D9omCjRHOo8kpFuBcyAFArqKFBCK9bAwkBCMxhdT/3mA2gjInWH4xj8kA2U6AvO0Er3HYQnTOOhfcGb0G6x5JbdGegy8TJSIhlq3eJXpxfxJASFXDJj2p4bo58yjYJLmBQ6iYGY8REbQNtSxUIwfjrbekJPrNKj/UjbUkhn6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5d+KlScICg+/6ifSIoRnUZAe0IDRzm2hHEt7K6UD5lmHG1QBRuCt3jyMmmclb3zcuW2UqpeZXHkyRE5JqfEIxekSm5IjdQJJ5o8k1fy5jw6L8678zFvzTnZzCH5A+fzB4jHkoo=</latexit>

phase1

<latexit sha1_base64="rnybBQHFpvxMW9JjXNGGGOvkjHU=">AAAB9XicbVBNTwIxEO36ifiFevTSSEw8kV1C1CPRi0dM5COBlXTLAA3d7qadVcmG/+HFg8Z49b94899YYA8KvmSSl/dm2pkXxFIYdN1vZ2V1bX1jM7eV397Z3dsvHBw2TJRoDnUeyUi3AmZACgV1FCihFWtgYSChGYyup37zAbQRkbrDcQx+yAZK9AVnaKX7DsITpvHQvlCe0G6h6JbcGegy8TJSJBlq3cJXpxfxJASFXDJj2p4bo58yjYJLmOQ7iYGY8REbQNtSxUIwfjrbekJPrdKj/UjbUkhn6u+JlIXGjMPAdoYMh2bRm4r/ee0E+5d+KlScICg+/6ifSIoRnUZAe0IDRzm2hHEt7K6UD5lmHG1QeRuCt3jyMmmUS955qXJbKVavsjhy5JickDPikQtSJTekRuqEE02eySt5cx6dF+fd+Zi3rjjZzBH5A+fzB4pNkos=</latexit>

phase2
<latexit sha1_base64="jqylwcxBagMhesCQ8VFOWEkScmo=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOknjQU=</latexit>x

<latexit sha1_base64="+uQyNRflh6ZfpBt0Osl+e4sjuBk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5qRfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f6quNBg==</latexit>y

(b)

Figure 1: Typical flow domain and settings for (a) 3D and (b) 2D. On the bottom wall, the gray stripes denote the
electrodes and the white stripes denote the gap between the electrodes.

of parallel electrodes (gray stripes in plot (a), or the dark regions in plot(b)) are embedded on the bottom
wall, stretching along the z direction for 3D. The electrodes are separated by wall surfaces (white stripes in
plot (a), or white regions in plot (b)). The top of the flow domain is open, while in the horizontal directions
the flow is assumed to be periodic.

Let ∂Ωo denote the open boundary on the top, ∂Ωse (“se” standing for solid-electrode) denote the region
of electrodes on the bottom wall, and ∂Ωsg (“sg” standing for solid-gap ) denote the gap region between the
electrodes on the wall. The bottom wall constitutes the solid domain boundary ∂Ωs, with ∂Ωs = ∂Ωse∪∂Ωsg.

We employ periodic conditions for all the field variables in the horizontal directions and the following
boundary conditions for the top and bottom sides of the domain:

Top open boundary ∂Ωo:

(phase field eq.)

n · ∇
(
λh(ϕ)− λ∆ϕ− ϵ′

2
E ·E

)
= 0, on ∂Ωo

∇ϕ · n = 0, on ∂Ωo.

(18)

(momentum eq.)
∂u

∂n
= 0, P = 0, on ∂Ωo. (19)

(electric potential)
∂V

∂n
= 0, on ∂Ωo. (20)

Bottom wall (∂Ωse ∪ ∂Ωsg = ∂Ωs):

(phase field eq.)

n · ∇
(
λh(ϕ)− λ∆ϕ− ϵ′

2
E ·E

)
= 0, on ∂Ωs

λ∇ϕ · n+Θ′(ϕ) = 0, on ∂Ωs

(21)

(momentum eq.) u = 0, on ∂Ωs, (22)

(electric potential)

{∂V
∂n

= 0, on ∂Ωsg

V = Ve, on ∂Ωse.
(23)

In equation (21) Θ(ϕ) denotes the wall energy density function, which accounts for the contact angle
effect, given by

Θ(ϕ) = γ cos(θs)
ϕ(ϕ2 − 3)

4
+

1

2
(γs1 + γs2). (24)
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where γ, γs1, γs2 are interfacial tension between phase1-phase2, phase1-solid and phase2-solid, and θs is the
static contact angle. This functional form is essentially a Hermite interpolation of interfacial tensions; see
[18] for more details. In equation (23) Ve denotes the imposed voltage on the electrodes. We will in general
impose an alternate negative/positive voltage on adjacent electrodes as in the experiments (see e.g. [54]). In
the gap region between the electrodes, we have employed a simple condition ∂V

∂n = 0. This essentially assumes
that the electric field at the wall (gap region) has only a tangent component. Note that this condition is exact
if the fluids and the wall have matching permitivities or when the fluid is homogeneous [27]. In more general
cases, this boundary condition may not be exactly accurate. We adopt this boundary condition because of
its simplicity, and that the simulation results indicate that it can capture the flow physics reasonably well.
We note that the set of boundary conditions (18)–(23) is reduction-consistent with ϵ(ϕ) given by (2) and
Θ(ϕ) given by (24).

Finally we employ the following initial conditions,

u(x, t = 0) = u0(x), (25)

ϕ(x, t = 0) = ϕ0(x), (26)

where u0 and ϕ0 denote the initial distributions for the velocity and the phase field function.

3 Numerical Algorithm

3.1 Algorithm Formulation

The system consisting of the equations (3)–(7), the boundary conditions (18)–(23) and the periodic conditions
along the horizontal directions, and the initial conditions (25)–(26) constitute the initial/boundary value
problem we need to solve for the velocity, pressure, phase field, and the electric potential.

For the purpose of numerical testing, we modify some of the equations and boundary conditions slightly
by adding certain prescribed source terms. These source terms are useful for testing the convergence of the
method using manufactured solutions, and they will be set to zero in actual flow simulations. Specifically,
we re-write equations (3), (4) and (6) into,

∂ϕ

∂t
+ u · ∇ϕ = γ1∆

(
λh(ϕ)− λ∆ϕ− ϵ′

2
E ·E

)
+ g(x, t), (27)

∂u

∂t
+N(u) +

1

ρ
J̃ · ∇u = −λ

ρ
∇2ϕ∇ϕ− ϵ′

2ρ
(E ·E)∇ϕ+

µ

ρ
∇2u+

1

ρ
∇µ · D(u)− 1

ρ
∇P +

1

ρ
f(x, t) (28)

∇ · (ϵV ) = fV (x, t), (29)

where g, f and fV are prescribed source terms, and

P = P +
λ

2
∇ϕ · ∇ϕ, D(u) = ∇u+∇uT , N(u) = u · ∇u. (30)

The boundary conditions (18)–(19) are modified as,

n · ∇
(
λh(ϕ)− λ∇2ϕ− 1

2
ϵ′E2

)
= g1(x, t), n · ∇ϕ = g2(x, t), x ∈ ∂Ωo; (31)

∂u

∂n
= f1(x, t), P = f2(x, t), x ∈ ∂Ωo; (32)

where f1, f2, g1, g2 are prescribed source terms. The boundary conditions (21)–(22) are modified as,

n · ∇
(
λh(ϕ)− λ∇2ϕ− 1

2
ϵ′E2

)
= g1(x, t), n · ∇ϕ+

1

λ
Θ′(ϕ) = g3(x, t), x ∈ ∂Ωs; (33)

u = w(x, t), x ∈ ∂Ωs; (34)

where g3 and w are prescribed source terms.
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We next present an algorithm for solving the system consisting of equations (27)–(29), (5), (7), (31)–(34),
(20), (23), together with the periodic conditions in the horizontal directions. Let n ⩾ 0 denote the time step
index, ∆t denote the time step size, and (·)n denote the variable (·) at time step n. Given (un, Pn, ϕn, V n),
we compute these quantities at step (n + 1) successively by the following procedure:

Electric potential V n+1 and electric field En+1:

∇ · (ε0∇V n+1) = fn+1
V −∇ ·

[
(ϵ(ϕ∗,n+1)− ε0)∇V ∗,n+1

]
, (35a)

∂V n+1

∂n
= 0, on ∂Ωo ∪ ∂Ωsg, (35b)

V n+1 = Ve, on ∂Ωse, (35c)

En+1 = ∇V n+1. (35d)

Phase field ϕn+1:

γ0ϕ
n+1 − ϕ̂

∆t
+∇ · (u∗,n+1ϕ∗,n+1) = −λγ1∇2

[
∇2ϕn+1 − S

η2
(ϕn+1 − ϕ∗,n+1)

−h(ϕ∗,n+1) +
ϵ′(ϕ∗,n+1)

2λ

∣∣En+1
∣∣2]+ gn+1, (36a)

n · ∇
[
∇2ϕn+1 − S

η2
(ϕn+1 − ϕ∗,n+1)− h(ϕ∗,n+1) +

ϵ′(ϕ∗,n+1)

2λ

∣∣En+1
∣∣2] = gn+1

1 , on ∂Ωo ∪ ∂Ωs, (36b)

n · ∇ϕn+1 = gn+1
2 , on ∂Ωo, (36c)

− n · ∇ϕn+1 − Θ′(ϕ∗,n+1)

λ
= gn+1

3 , on ∂Ωs. (36d)

Pressure Pn+1:

γ0ũ
n+1 − û

∆t
+

1

ρ0
∇Pn+1 = −N(u∗,n+1) +

(
1

ρ0
− 1

ρn+1

)
∇P ∗,n+1 − µn+1

ρn+1
∇×∇× u∗,n+1

+
1

ρn+1
∇µn+1 · D(u∗,n+1)− λ

ρn+1
∇2ϕn+1∇ϕn+1 +

fn+1

ρn+1

− 1

ρn+1
J̃
n+1 · ∇u∗,n+1 − ϵ′(ϕn+1)

2ρn+1

∣∣En+1
∣∣2 ∇ϕn+1, (37a)

∇ · ũn+1 = 0, (37b)

∂ũn+1

∂n
= fn+1

1 , on ∂Ωo, (37c)

Pn+1 = fn+1
2 , on ∂Ωo, (37d)

ũn+1 · n = wn+1 · n, on ∂Ωs. (37e)

Velocity un+1:

γ0u
n+1 − û

∆t
+

1

ρ0
∇Pn+1 − νm∇2un+1 = −N(u∗,n+1) +

(
1

ρ0
− 1

ρn+1

)
∇P ∗,n+1

+

(
νm − µn+1

ρn+1

)
∇×∇× u∗,n+1 +

1

ρn+1
∇µn+1 · D(u∗,n+1)− λ

ρn+1
∇2ϕn+1∇ϕn+1

+
fn+1

ρn+1
− 1

ρn+1
J̃
n+1 · ∇u∗,n+1 − ϵ′(ϕn+1)

2ρn+1

∣∣En+1
∣∣2 ∇ϕn+1 (38a)

∂un+1

∂n
= fn+1

1 , on ∂Ωo, (38b)

un+1 = wn+1, on ∂Ωs. (38c)
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In the horizontal directions (x in 2D, x and z in 3D) we impose periodic conditions for (V n+1, ϕn+1, Pn+1,un+1).
These periodic conditions are not explicitly included in the above system of equations.

The symbols in the above equations have the following meanings. J̃
n+1

in (37a) and (38a) is given by,

J̃
n+1

=
1

2
(ρ1 − ρ2)λγ1∇

[
∇2ϕn+1 − S

η2
(ϕn+1 − ϕ∗,n+1)− h(ϕ∗,n+1) +

ϵ′(ϕ∗,n+1)

2λ

∣∣En+1
∣∣2] , (39)

in which S is a stabilization parameter to be described later. ũn+1 is an auxiliary approximation of u at

time step (n+ 1). Let ξ denote a generic variable. Then in the above equations the expression
1

∆t
Dξn+1 =

1

∆t
(γ0ξ

n+1 − ξ̂) represents an approximation of
∂ξ

∂t

∣∣∣∣n+1

by the J-th order backward differentiation formula

(BDF), where J = 1 or 2, and ξ∗,n+1 represents a J-th order explicit approximation of ξn+1. They are
explicitly given by,

Dξn+1 =

{
ξn+1 − ξn, if J = 1,
3
2
ξn+1 − 2ξn + 1

2
ξn−1, if J = 2;

ξ∗,n+1 =

{
ξn, if J = 1,
2ξn − ξn−1, if J = 2.

(40)

Note that γ0 = 1 for J = 1, and 3
2 for J = 2.

The ε0 in equation (35a), ρ0 in (37a), and νm in (38a) are constant algorithmic parameters. With
those terms involving these constants formulated as above, the algorithm leads to linear algebraic systems
with constant and time-dependent coefficient matrices upon discretization, which makes the current method
computationally highly efficient. We choose ε0 = max(ϵ1, ϵ2), where ϵ1, ϵ2 are permittivities of the dielectric
fluids. In (35a) we have treated the ε0∇V term on the left hand side (LHS) implicitly and the correction
term (ϵ− ε0)∇V in the RHS explicitly. The consistent approximation of these terms ensures the J-th order
accuracy of the overall scheme. We choose ρ0 and νm following [24, 20], specifically with ρ0 = min(ρ1, ρ2)

and νm ≥ 1
2
max(µ1,µ2)
min(ρ1,ρ2)

, where ρ1 and ρ2 are the densities, and µ1 and µ2 are the dynamic viscosities of two

dielectric fluids, respectively. We note the approach using the Helmholtz-Hodge decomposition for dealing
with the variable density in [13, 4, 15].

The term S
η2 (ϕ

n+1 − ϕ∗,n+1) in equation (36a) is a stabilization term, where S is a chosen constant

satisfying S ≥ η2
√

4γ0

λγ1∆t . This allows us to reformulate the fourth order Cahn-Hilliard equation into two

decoupled Helmholtz type equations (see [18] for more details). Note that the convective term of the phase
field equation is written into the conservative form in the discretized equation (36a). This form ensures the
conservation of the integral of the phase field function on the discrete level (see Remark 3.2 below).

Remark 3.1 In the above algorithm we need to compute the initial distribution of the electric potential (and
the electric field) to start the computation, i.e. solving for V (x, t = 0) = V0(x). We use a fixed point iteration
to compute the initial distribution,

∇ ·
(
ε0∇V (k+1)

)
= f iniV −∇ ·

[
(ϵ(ϕ0)− ε0)∇V (k)

]
, (41)

where ϕ0 is the initial phase field distribution given in (27), f iniV = fV (x, t = 0), and the superscript in V (k)

refers to the iteration index. The electric potential distribution is obtained upon convergence of this iteration.

3.2 Implementation and Spatial Discretization

We next discuss how to implement the algorithm represented by equations (35a)–(38c) using high-order C0

spectral elements in 2D and a hybrid Fourier spectral/spectral-element method in 3D. We first derive a weak
form of the algorithm, which is suitable for both 2D and 3D. Then we further transform the weak form in
3D to a form specifically for the hybrid Fourier spectral/spectral-element discretization.

Given (un, Pn, ϕn, V n), we wish to compute (un+1, Pn+1, ϕn+1, V n+1). We will first derive the weak
forms about these variables in the continuous space by taking the L2 inner product between an arbitrary
test function and the equations about these variables. Then we restrict these variables and the test functions
to appropriate function spaces to attain the final weak forms.
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Let e(x) denote an arbitrary test function. Taking the L2 inner product between e and (35a) and using
the integration by parts, we attain the weak form for V n+1,∫

Ω

ε0∇V n+1 · ∇e = −
∫
Ω

(ϵ(ϕ∗,n+1)− ε0)∇V ∗,n+1 · ∇e−
∫
Ω

fn+1
V e, ∀e. (42)

The weak form of the electric field En+1(x) = (En+1
x (x), En+1

y (x), En+1
z (x)) is obtained by taking the L2

inner product between e(x) and equation (35d),∫
Ω

En+1e =

∫
Ω

∇V n+1e, ∀e. (43)

Equation (36a) can be written as (see [24] for details),

∇2ψn+1 −
(
α+

S

η2

)
ψn+1 = Q1 +∇2Q2, (44a)

∇2ϕn+1 + αϕn+1 = ψn+1, (44b)

where α = − S
2η2

(
1 +

√
1− 4γ0

λγ1∆t
η4

S2

)
, ψn+1 is an auxiliary variable defined by (44b), and

Q1 =
1

λγ1

(
gn+1 −∇ · (u∗,n+1ϕ∗,n+1) +

ϕ̂

∆t

)
, Q2 = h(ϕ∗,n+1)− S

η2
ϕ∗,n+1 − ϵ′(ϕ∗,n+1)

2λ
|En+1|2. (45)

Let ω(x) denote an arbitrary test function. The weak forms for (44a) and (44b) are attained by taking the
L2 inner product between ω(x) and these equations,∫

Ω

∇ψn+1 · ∇ω +

(
α+

S

η2

)∫
Ω

ψn+1 · ω =

∫
∂Ωo

[
gn+1
1 +

(
α+

S

η2

)
gn+1
2

]
ω

+

∫
∂Ωs

[
gn+1
1 +

(
α+

S

η2

)(
−gn+1

3 − Θ′(ϕ∗,n+1)

λ

)]
ω −

∫
Ω

Q1ω +

∫
Ω

∇Q2 · ∇ω, ∀ω; (46)

∫
Ω

∇ϕn+1 · ∇ω − α

∫
Ω

ϕn+1ω =

∫
∂Ωo

gn+1
2 ω +

∫
∂Ωs

[
−gn+1

3 − Θ′(ϕ∗,n+1)

λ

]
ω −

∫
Ω

ψn+1ω, ∀ω. (47)

Let q(x) denote an arbitrary test function that vanishes on ∂Ωo. Taking the L2 inner product between
∇q and equation (37a) leads to the weak form about Pn+1,∫

Ω

∇Pn+1 · ∇q = ρ0

∫
Ω

[
T+∇

(
µn+1

ρn+1

)
× ω∗,n+1

]
· ∇q

− ρ0

∫
∂Ω

µn+1

ρn+1
n× ω∗,n+1 · ∇q − ρ0γ0

∆t

∫
∂Ωs

n ·wn+1q, ∀q with q|∂Ωo
= 0, (48)

where ω = ∇× u and

T =
1

ρn+1

[
fn+1 − λ(ψn+1 − αϕn+1)∇ϕn+1 − ϵ′(ϕn+1)

2
|E|2 ∇ϕn+1 +∇µn+1 · D(u∗,n+1)

−J̃
n+1 · ∇u∗,n+1

]
+

û

∆t
−N(u∗,n+1) +

(
1

ρ0
− 1

ρn+1

)
∇P ∗,n+1. (49)

When deriving the above equation, the following identity has been used,

µ

ρ
∇× ω · ∇q = ∇ ·

(
µ

ρ
ω ×∇q

)
−∇

(
µ

ρ

)
× ω · ∇q.
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For the weak form of equation (38a), let v(x) be an arbitrary test function that vanishes on ∂Ωs, and we
take the L2 inner product between v(x) and equation(38a) to get∫

Ω

∇un+1 · ∇v + γ0
νm∆t

∫
Ω

un+1v =
1

νm

∫
Ω

(
T− 1

ρ0
∇Pn+1

)
v − 1

νm

∫
Ω

(
µn+1

ρn+1
− νm

)
ω∗,n+1 ×∇v

+
1

νm

∫
Ω

∇
(
µn+1

ρn+1
− νm

)
× ω∗,n+1v +

∫
∂Ωo

fn+1
1 v − 1

νm

∫
∂Ωo

(
µn+1

ρn+1
− νm

)
n× ω∗,n+1v,

∀v with v|∂Ωs = 0, (50)

where the following identity has been used,

v

(
νm − µ

ρ

)
∇× ω = ∇×

[
vω

(
νm − µ

ρ

)]
− v∇

(
νm − µ

ρ

)
× ω −

(
νm − µ

ρ

)
∇v × ω.

Remark 3.2 The discretized scheme as given by (42)–(50) conserves the volume integral of the phase field
function, i.e.∫

Ω

ϕndΩ =

∫
Ω

ϕ0dΩ, ∀n ⩾ 0, (51)

provided that there is no external force, only periodic or no-slip (or no penetration) boundary conditions are
imposed, and the phase field at the first time step, ϕ1(x), is computed by the first-order scheme (J = 1). The

relation (51) can be shown to be true by setting ω = 1 in (46)–(47), noting α
(
α+ S

η2

)
= − γ0

λγ1∆t , using the

divergence theorem and n · u = 0 for no-slip (or no penetration) boundaries, and by induction.

3.2.1 Two Dimensions

For two-dimensional (2D, Ω ⊂ R2) problems we employ C0 spectral elements for spatial discretizations. We
partition the domain Ω using a spectral element mesh. Let Ωh denote the discretized domain, Ωh = ∪Ne

e=1Ω
e
h,

where Ωe
h (1 ⩽ e ⩽ Ne) denotes the element e and Ne is the number of elements in the mesh. Let ∂Ωh, ∂Ωoh,

∂Ωsh denote the discretized versions of the domain boundary ∂Ω, open boundary ∂Ωo, and solid boundary
∂Ωs. Then ∂Ωh = ∂Ωoh∪∂Ωsh = ∂Ωoh∪∂Ωseh∪∂Ωsgh, where ∂Ωseh and ∂Ωsgh are the discretized versions
of the solid-electrode boundary and the solid-gap boundary, respectively. Let ΠK(Ωe

h) denote the linear
space of polynomials defined on Ωe

h with their degrees characterized by K (K will be referred to as the
element order hereafter). Define

Xh = { v ∈ H1(Ωh) : v|Ωe
h
∈ ΠK(Ωe

h), 1 ⩽ e ⩽ Ne },

XE
h0 = { v ∈ Xh : v|∂Ωseh = 0 },

XP
h0 = { v ∈ Xh : v|∂Ωoh = 0 },

Xu
h0 = { v ∈ Xh : v|∂Ωsh = 0 }.

(52)

In what follows we use (·)h to denote the discretized version of (·).
The 2D fully discretized equations consists of the following:

For V n+1
h : find V n+1

h ∈ Xh such that∫
Ωh

ε0∇V n+1
h · ∇eh = −

∫
Ωh

(ϵ(ϕ∗,n+1
h )− ε0)∇V ∗,n+1

h · ∇eh −
∫
Ωh

fn+1
V h eh, ∀eh ∈ XE

h0; (53a)

V n+1
h = Ve, on ∂Ωseh. (53b)

For En+1
h : find En+1

h ∈ [Xh]
2 such that∫

Ωh

En+1
h eh =

∫
Ωh

∇V n+1
h eh, ∀eh ∈ Xh. (54)
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Algorithm 1: Solution Procedure within a Time Step for 2D Dielectric Flows

input : V n, ϕn, Pn, un.
output: V n+1, En+1, ψn+1, ϕn+1, Pn+1, un+1.

1 solve equations (53a)–(53b) for V n+1

2 solve equation (54) for En+1

3 solve equation (55) for ψn+1

4 solve equation (56) for ϕn+1

5 solve equations (57a)–(57b) for Pn+1

6 solve equations (58a)–(58b) for un+1

For ψn+1
h : find ψn+1

h ∈ Xh such that∫
Ωh

∇ψn+1
h · ∇ωh +

(
α+

S

η2

)∫
Ωh

ψn+1
h · ωh =

∫
∂Ωoh

[
gn+1
1h +

(
α+

S

η2

)
gn+1
2h

]
ωh

+

∫
∂Ωsh

[
gn+1
1h +

(
α+

S

η2

)(
−gn+1

3h − Θ′(ϕ∗,n+1
h )

λ

)]
ωh −

∫
Ωh

Q1hωh +

∫
Ωh

∇Q2h · ∇ωh,

∀ωh ∈ Xh. (55)

For ϕn+1
h : find ϕn+1

h ∈ Xh such that∫
Ωh

∇ϕn+1
h · ∇ωh − α

∫
Ωh

ϕn+1
h ωh =

∫
∂Ωoh

gn+1
2h ωh +

∫
∂Ωsh

[
−gn+1

3h − Θ′(ϕ∗,n+1
h )

λ

]
ωh

−
∫
Ωh

ψn+1
h ωh, ∀ωh ∈ Xh. (56)

For Pn+1
h : find Pn+1

h ∈ Xh such that∫
Ωh

∇Pn+1
h · ∇qh = ρ0

∫
Ωh

[
Th +∇

(
µn+1
h

ρn+1
h

)
× ω∗,n+1

h

]
· ∇qh

− ρ0

∫
∂Ωh

µn+1
h

ρn+1
h

n× ω∗,n+1
h · ∇qh − ρ0γ0

∆t

∫
∂Ωsh

n ·wn+1
h qh, ∀qh ∈ XP

h0. (57a)

Pn+1
h = fn+1

2h , on ∂Ωoh. (57b)

For un+1
h : find un+1

h ∈ [Xh]
2 such that∫

Ωh

∇vh · ∇un+1
h +

γ0
νm∆t

∫
Ωh

un+1
h vh =

1

νm

∫
Ωh

(
Th − 1

ρ0
∇Pn+1

h

)
vh

− 1

νm

∫
Ωh

(
µn+1
h

ρn+1
h

− νm

)
ω∗,n+1

h ×∇vh +
1

νm

∫
Ωh

∇
(
µn+1
h

ρn+1
h

)
× ω∗,n+1

h vh +

∫
∂Ωoh

fn+1
1h vh

− 1

νm

∫
∂Ωoh

(
µn+1
h

ρn+1
h

− νm

)
n× ω∗,n+1

h vh, ∀vh ∈ Xu
h0; (58a)

un+1
h = wn+1

h , on ∂Ωsh. (58b)

Therefore, given (un, Pn, ϕn, V n), one can compute V n+1, En+1, ψn+1, ϕn+1, Pn+1 and un+1 by solv-
ing equations (53a)–(58b) successively in an uncoupled fashion. The solution procedure is summarized in
Algorithm 1.

3.2.2 Three Dimensions

For three dimensions (3D, Ω ⊂ R3) we concentrate on problems with one homogeneous direction in this work,
so that Fourier expansions can be employed along that direction, as stated previously. Let us assume that
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the homogeneous direction is along the z axis, and we employ a hybrid spectral-element/Fourier spectral
discretization to solve the problem, with spectral element discretization in the xy plane and Fourier spectral
discretization along the z direction.

We take the domain along the z direction as z ∈ [0, Lz], and assume that the domain and all the dynamic
variables are periodic at z = 0 and z = Lz, where Lz is the dimension of the computational domain in z.
Then the following relations hold,{

Ω = Ω2D ⊗ [0, Lz], ∂Ω = ∂Ω2D ⊗ [0, Lz], ∂Ωs = ∂Ω2D
s ⊗ [0, Lz], ∂Ωo = ∂Ω2D

o ⊗ [0, Lz],

∂Ωse = ∂Ω2D
se ⊗ [0, Lz], ∂Ωsg = ∂Ω2D

sg ⊗ [0, Lz].
(59)

In the above relations Ω is the 3D domain, and Ω2D is the computational domain in the xy plane (i.e. pro-
jection of Ω onto the xy plane). Similarly, ∂Ω2D, ∂Ω2D

s , ∂Ω2D
o , ∂Ω2D

se and ∂Ω2D
sg are projections onto the xy

plane of the 3D boundaries ∂Ω, ∂Ωs, ∂Ωo, ∂Ωse and ∂Ωsg, respectively. In addition, we have the following
relations,

n = (n2D, 0), no = (n2D
o , 0), ns = (n2D

s , 0). (60)

Here n, no and ns denote the outward-pointing unit vectors normal to ∂Ω, ∂Ωo and ∂Ωs, respectively. n2D,
n2D
o and n2D

s are the outward-pointing unit vectors normal to ∂Ω2D, ∂Ω2D
o and ∂Ω2D

s , respectively.
Let Nz denote the number of Fourier grid points in z. We introduce the Fourier basis functions,

Φk(z) = eiβkz, βk =
2πk

Lz
, −Nz

2
≤ k ≤ Nz

2
− 1. (61)

Then, for a generic function f(x, y, z) we have the Fourier expansion relation,

f(x, y, z) =

Nz/2−1∑
k=−Nz/2

f̂k(x, y)Φk(z),

∫ Lz

0

f(x, y, z)Φ̄k(z)dz = Lz f̂k(x, y), (62)

where Φ̄k is the complex conjugate of Φk, and f̂k(x, y) denotes the k-th Fourier mode of f(x, y, z).
We define the basis and test functions in 3D by, for −Nz

2 ≤ k ≤ Nz

2 − 1,{
Qk(x, y, z) = l(x, y)Φk(z), (basis function),

Q̄k(x, y, z) = l(x, y)Φ̄k(z), (test function),
(63)

where l(x, y) denotes an arbitrary function in the xy plane. Define ∇ =
(
∇2D,

∂
∂z

)
=
(

∂
∂x ,

∂
∂y ,

∂
∂z

)
. Let

f(x, y, z) denote a generc scalar field and u(x, y, z) = (u2D(x, y, z), uz(x, y, z)) = (ux(x, y, z), uy(x, y, z), uz(x, y, z))
denote the velocity (or a generic vector) field. Then the following relations hold,

∫
Ω

f(x, y, z)Q̄k(x, y, z)dΩ = Lz

∫
Ω2D

f̂k(x, y)l(x, y)dΩ2D∫
Ω

∇f(x, y, z) · ∇Q̄k(x, y, z)dΩ = Lz

∫
Ω2D

[
∇2D f̂k(x, y) · ∇2Dl(x, y) + β2

k f̂k(x, y)l(x, y)
]
dΩ2D∫

Ω

u · ∇Q̄kdΩ = Lz

∫
Ω2D

[∇2Dl(x, y) · û2D,k − iβkl(x, y)ûz,k] dΩ2D

(64)

where û2D,k and ûz,k are the Fourier modes of u2D and uz, respectively, and dΩ = dΩ2Ddz.
By using the above integral relations, we can reduce the 3D weak forms in (42)–(50) into 2D weak forms

about the Fourier modes. Let us assume in the following that ω(x, y) denote an arbitrary 2D test function
for the electric potential, the electric field and the phase field functions, and v(x, y) denote an arbitrary 2D
test function about the pressure and velocity fields. For simplicity, we will assume that ω(x, y) and v(x, y)

vanish on the corresponding Dirichlet type boundaries. We use the 2D function (̂·)k or (̂·),k of (x, y) to
denote the k-th Fourier mode of the 3D functon (·) of (x, y, z).
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Let R = (ϵ(ϕ∗,n+1)− ε0)∇V ∗,n+1 = (R2D, Rz). The weak form (42) is reduced to,∫
Ω2D

ε0∇2DV̂
n+1
k · ∇2Dω + β2

k

∫
Ω2D

ε0V̂
n+1
k ω = −

∫
Ω2D

R̂k · ∇ω −
∫
Ω2D

f̂n+1
V,k ω, ∀ω(x, y), (65)

where ∇ω(x, y) = (∇2Dω,−iβkω), and we have used the following equation,

∫
Ω

R · ∇Q̄k =

Nz/2−1∑
m=−Nz/2

(∫
Ω2D

R̂m · ∇ω
)(∫ Lz

0

Φm(z)Φ̄k(z)

)

= Lz

∫
Ω2D

R̂k · ∇ω = Lz

∫
Ω2D

(
R̂2D,k · ∇2Dω − iβkR̂z,kω

)
.

(66)

The 3D weak form (43) now becomes∫
Ω2D

(Ên+1
x,k , Ên+1

y,k , Ên+1
z,k )ω =

∫
Ω2D

(∂xV̂
n+1
k , ∂yV̂

n+1
k ,−iβkV̂ n+1

k )ω, ∀ω(x, y), (67)

where Ên+1
k = (Ên+1

x,k , Ên+1
y,k , Ên+1

z,k ).
The weak forms (46)–(47) are reduced to,∫

Ω2D

∇2Dψ̂
n+1
k · ∇2Dω +

(
α+

S

η2
+ β2

k

)∫
Ω2D

ψ̂n+1
k ω =

∫
Ω2D

(β2
kQ̂2,k − Q̂1,k)ω +

∫
Ω2D

∇2DQ̂2,k · ∇ω

+

∫
∂Ω2D

o

[
ĝn+1
1,k +

(
α+

S

η2

)
ĝn+1
2,k

]
ω +

∫
∂Ω2D

s

[
ĝn+1
1,k +

(
α+

S

η2

)
Ûk

]
ω, ∀ω(x, y); (68)

∫
Ω2D

∇2Dϕ̂
n+1
k · ∇2Dω + (−α+ β2

k)

∫
Ω2D

ϕ̂n+1
k ω =

∫
Ω2D

ψ̂n+1
k ω +

∫
∂Ω2D

o

ĝn+1
2,k ω +

∫
∂Ω2D

s

Ûkω,

∀ω(x, y), (69)

where U = −gn+1
3 − Θ′(ϕ∗,n+1)

λ , and Ûk denotes the Fourier modes of U .
Let

G = (G2D, Gz) = T+∇
(
µn+1

ρn+1

)
× ω∗,n+1, Y = G− 1

ρ0
∇Pn+1,

J = (J2D, Jz) =
µn+1

ρn+1
n× ω∗,n+1, K =

(
µn+1

ρn+1
− νm

)
ω∗,n+1, L =

(
µn+1

ρn+1
− νm

)
n× ω∗,n+1.

(70)

The weak form (48) for the pressure is reduced to,∫
Ω2D

∇2DP̂
n+1
k · ∇2Dv + β2

k

∫
Ω2D

P̂n+1
k v = ρ0

∫
Ω2D

Ĝ2D,k · ∇2Dv − iβkρ0

∫
Ω2D

Ĝz,kv

− ρ0

∫
∂Ω2D

o

Ĵ2D,k · ∇2Dv + iβkρ0

∫
∂Ω2D

o

Ĵz,kv −
ρ0γ0
∆t

∫
∂Ω2D

s

n2D · ŵn+1
2D,kv, ∀v(x, y). (71)

The weak form (50) for the velocity is reduced to,∫
Ω2D

∇2Dv · ∇2Dûn+1
k +

(
β2
k +

γ0
νm∆t

)∫
Ω2D

ûn+1
k v =

1

νm

∫
Ω2D

Ŷkv −
1

νm

∫
Ω2D

K̂k ×∇v

+

∫
∂Ω2D

o

f̂n+1
1,k v − 1

νm

∫
∂Ω2D

o

L̂kv, ∀v(x, y). (72)

Note that the terms iβkρ0
∫
Ω2D

Ĝz,kv and iβkρ0
∫
∂Ω2D

o
Ĵn+1
z,k v in equation (71) and the term

1

νm

∫
Ω2D

K̂k×∇v
in equation (72) mixes up the imaginary and real parts, which calls for special attention in the implementa-
tion.
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To formulate the fully discretized equations in 3D, we partition the domain Ω2D in the xy plane by a
mesh of C0 spectral elements. Let Ω2Dh denote the discretized Ω2D, Ω2Dh = ∪Ne

e=1Ω
e
2Dh, where Ω

e
2Dh denotes

the element e in the xy plane. Let ∂Ω2Dh, ∂Ω
2D
oh , and ∂Ω2D

sh denote the discretized versions of ∂Ω2D, ∂Ω2D
o ,

and ∂Ω2D
s , respectively. Let ∂Ω2D

seh and ∂Ω2D
sgh denote the discretized solid-electrode and solid-gap boundaries

in Ω2D, ∂Ω2D
sh = ∂Ω2D

seh ∪ ∂Ω2D
sgh. Let ΠK(Ωe

2Dh) denote the polynomial space defined on Ωe
2Dh with their

degrees characterized by K. We define
Yh = { v ∈ H1(Ω2Dh) : v|Ωe

2Dh
∈ ΠK(Ωe

2Dh), 1 ⩽ e ⩽ Ne },

YE
h0 = { v ∈ Yh : v|∂Ω2D

seh
= 0 },

YP
h0 = { v ∈ Yh : v|∂Ω2D

oh
= 0 },

Yu
h0 = { v ∈ Yh : v|∂Ω2D

sh
= 0 }.

(73)

In the following the subscript h denotes the discretized version of a variable.
Then the fully discretized system in 3D consists of the following equations:

For V n+1
h : find V̂ n+1

kh ∈ Yh such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫
Ω2Dh

ε0∇2DV̂
n+1
kh · ∇2Dωh + β2

k

∫
Ω2Dh

ε0V̂
n+1
kh ωh = −

∫
Ω2Dh

R̂kh · ∇ωh −
∫
Ω2Dh

f̂n+1
V,khωh,

∀ωh ∈ YE
h0; (74a)

V̂ n+1
kh =

{
Ve, k = 0,
0, k ̸= 0.

on ∂Ω2D
seh. (74b)

For En+1
h : find Ên+1

kh = (Ên+1
x,kh, Ê

n+1
y,kh, Ê

n+1
z,kh) ∈ [Yh]

3, such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫
Ω2Dh

(Ên+1
x,kh, Ê

n+1
y,kh, Ê

n+1
z,kh)ωh =

∫
Ω2Dh

(∂xV̂
n+1
kh , ∂yV̂

n+1
kh ,−iβkV̂ n+1

kh )ωh, ∀ωh ∈ Yh. (75)

For ψn+1
h : find ψ̂n+1

kh ∈ Yh such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫
Ω2Dh

∇2Dψ̂
n+1
kh · ∇2Dωh +

(
α+

S

η2
+ β2

k

)∫
Ω2Dh

ψ̂n+1
kh ωh

=

∫
Ω2Dh

(β2
kQ̂2,kh − Q̂1,kh)ωh +

∫
Ω2Dh

∇2DQ̂2,kh · ∇ωh

+

∫
∂Ω2D

oh

[
ĝn+1
1,kh +

(
α+

S

η2

)
ĝn+1
2,kh

]
ωh +

∫
∂Ω2D

sh

[
ĝn+1
1,kh +

(
α+

S

η2

)
Ûkh

]
ωh, ∀ωh ∈ Yh. (76)

For ϕn+1
h : find ϕ̂n+1

kh ∈ Yh such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫
Ω2Dh

∇2Dϕ̂
n+1
kh · ∇2Dωh + (−α+ β2

k)

∫
Ω2Dh

ϕ̂n+1
kh ωh

=

∫
Ω2Dh

ψ̂n+1
kh ωh +

∫
∂Ω2D

oh

ĝn+1
2,khωh +

∫
∂Ω2D

sh

Ûkhωh, ∀ωh ∈ Yh. (77)

For Pn+1
h : find P̂n+1

kh ∈ Yh such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫
Ω2Dh

∇2DP̂
n+1
kh · ∇2Dvh + β2

k

∫
Ω2Dh

P̂n+1
kh vh = ρ0

∫
Ω2Dh

Ĝ2D,kh · ∇2Dvh − iβkρ0

∫
Ω2Dh

Ĝz,khvh

− ρ0

∫
∂Ω2D

oh

Ĵ2D,kh · ∇2Dvh + iβkρ0

∫
∂Ω2D

oh

Ĵz,khvh − ρ0γ0
∆t

∫
∂Ω2D

sh

n2Dh · ŵn+1
2D,khvh, ∀vh ∈ YP

h0; (78a)

P̂n+1
kh = f̂n+1

2,kh , on ∂Ω2D
oh . (78b)
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Algorithm 2: Solution Procedure within a Time Step for 3D Dielectric Flows

input : V n, ϕn, Pn, un.
output: V n+1, En+1, ψn+1, ϕn+1, Pn+1, un+1.

1 solve equations (74a)–(74b) for V̂ n+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain V n+1

2 solve equation (75) for Ên+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain En+1

3 solve equation (76) for ψ̂n+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain ψn+1

4 solve equation (77) for ϕ̂n+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain ϕn+1

5 solve equations (78a)–(78b) for P̂n+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain Pn+1

6 solve equations (79a)–(79b) for ûn+1
k (−Nz/2 ⩽ k ⩽ Nz/2), with Fourier transform to attain un+1

For un+1
h : find ûn+1

kh ∈ [Yh]
3 such that (for −Nz/2 ⩽ k ⩽ Nz/2− 1)∫

Ω2Dh

∇2Dvh · ∇2Dûn+1
kh +

(
β2
k +

γ0
νm∆t

)∫
Ω2Dh

ûn+1
kh vh =

1

νm

∫
Ω2Dh

Ŷkhvh

− 1

νm

∫
Ω2Dh

K̂kh ×∇vh +

∫
∂Ω2D

oh

f̂n+1
1,khvh − 1

νm

∫
∂Ω2D

oh

L̂khvh, ∀vh ∈ Yu
h0. (79a)

ûn+1
kh = ŵn+1

kh , on ∂Ω2D
sh . (79b)

Given (V n, ϕn, Pn,un) in 3D, the field variables V n+1, En+1, ψn+1, ϕn+1, Pn+1 and un+1 are computed
by solving the equations (74)–(79) individually and successively in an un-coupled fashion. Algorithm 2
summarizes the solution procedure for 3D problems.

Remark 3.3 The Algorithms 1 and 2, respectively for 2D and 3D two-phase dielectric flows, share a com-
mon characteristic. The resultant linear algebraic systems for the dynamic variables (V n+1, En+1, ψn+1,
ϕn+1, Pn+1, un+1) all involve a constant and time-independent coefficient matrix upon discretization, which
only needs to be computed once and thus can be pre-computed and saved for later use, despite the variable
permittivity/density/viscosity field involved in the system on the continuum level. Because of this property,
the current method is computationally very efficient for simulating two-phase dielectric flow problems.

4 Representative Numerical Simulations

4.1 Convergence Test

We next employ a manufactured analytic solution to the governing equations to demonstrate the spatial and
temporal convergence rates of the numerical method presented in Section 3.

We first look into the convergence for 2D problems. Consider a domain Ω = {(x, y) : 0 ≤ x ≤ 2, 0 ≤ y ≤ 1}
(see Figure 2(a)), and the two-phase dielectric governing equations and boundary/initial conditions on Ω as
given by equations (27)–(29), (5), (7), (31)–(34), (20), (23). We employ the following manufactured solution
to this problem:{

u = cos(πy) sin(πx) sin(t), v = − sin(πy) cos(πx) sin(t), P = sin(πy) cos(πx) cos(t),

ϕ = cos(πx) cos(πy) sin(t), V = sin(πx) cos(πy),
(80)

where u = (u, v). All the source terms involved in the governing equations and boundary/initial conditions
are chosen such that the field distributions given in (80) satisfy the governing equations and boundary/initial
conditions.

To simulate this problem, we discretize the domain using two spectral elements of the same size, as shown
in Figure 2(a). On the left/right boundaries (x = 0, 2) we impose the periodic condition for all the dynamic
variables. The bottom boundary (y = 0) is assumed to be a wall, and we impose the Dirichlet condition for
the velocity and the electric potential (see equations (34) and (23)), and the boundary condition (33) for
the phase field function. The top boundary (y = 1) is assumed to be open, and we impose the boundary
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Figure 2: 2D convergence test: (a) Sketch of the computational domain and configuration. (b) L∞ and L2 errors of
the dynamic variables versus the element order (fixed ∆t = 0.001), showing spatial exponential convergence. (c) L∞

and L2 errors versus ∆t (fixed element order = 14), showing temporal second-order convergence rate.

conditions (20), (31) and (32) for the electric potential, the phase field function and the velocity/pressure,
respectively.

Figure 2(b) shows the L∞ and L2 errors of the velocity, pressure, phase field function, and the electric
potential versus the element order. Here the time step size is fixed at ∆t = 0.001, and the governing equations
are integrated from t = 0 to t = tf = 0.2. Shown in this figure are the errors of dynamic variables at t = tf .
The errors decrease exponentially with increasing element order (when below 10), and they stagnate when
the element order increases beyond 10 due to the dominance of the temporal truncation error.

Figure 2(c) illustrates the temporal convergence of the method. The L∞ and L2 errors of the dynamic
variables at t = tf = 0.4 as a function of ∆t are shown. In this group of tests the element order is fixed at
14. We observe a second-order convergence rate for these field variables.

To test the spatial/temporal convergence of the 3D algorithm, we consider the domain Ω = {(x, y, z) : 0 ≤
x ≤ 2,−1 ≤ y ≤ 1, 0 ≤ z ≤ 2}, as sketched in Figure 3(a). The plane HBEK (x = 1) partitions the domain
into two equal sub-domains. The domain Ω and all the flow variables are assumed to be homogeneous along
z. The top boundary (y = 1) is open. The boundaries along the x direction (x = 0 and 2) are periodic.
On the bottom face ACIG, we impose the Dirichlet boundary condition for the velocity u, and the wall
boundary conditions (33) for the phase field function ϕ. For the electric potential V , we impose the Dirichlet
condition (second equation in (23)) on the region ABHG and the Neumann condition (first equation in (23))
on the region BCIH .

We employ the following manufactured analytic solution on Ω for the 3D convergence tests,{
u = cos(πx) cos(πy)cos(πz) sin(t), v = 0, w = sin(πx) cos(πy) sin(πz) sin(t),

P = sin(πx) sin(πy) sin(πz) cos(t), ϕ = cos(πx) cos(πy) cos(πz) sin(t), V = sin(πx) cos(πy) cos(πz),
(81)

where u = (u, v, w). The source terms in the governing equations and the non-homogeneous boundary
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Figure 3: 3D convergence test: (a) Domain and configuration. (b) L∞ errors of the dynamic variables versus the
element order (fixed ∆t = 0.001 and Nz = 8), showing spatial exponential convergence. (b) L∞ errors versus ∆t
(fixed element order 14 and Nz = 8), showing temporal second-order convergence rate.

variable normalization constant variable normalization constant
x, y, z, d, η L0 t 1
V , V0 Vd E Vd/L0

ϵ, ϵ1, ϵ2 L0γ/V
2
d γ1 L3

0/γ
λ L0γ ϕ, ψ 1

Table 2: Normalization constants for variables and parameters with the simpler system from Section 2.4 for computing
the equilibrium solution. Choose L0, Vd, and γ (surface tension).

conditions are set according to these analytic expressions. We employ Nz = 8 Fourier grid points along the
z direction, and two spectral elements in the xy planes, as shown in Figure 3(a).

The spatial convergence of the 3D algorithm is illustrated by Figure 3(b), in which the L∞ errors of the
dynamic variables are shown as a function of the element order. Here the problem is simulated from t = 0 to
t = tf = 0.1, and the time step size is fixed at ∆t = 0.001. The exponential convergence in space is evident
from the results.

The temporal convergence of the 3D algorithm is illustrated by Figure 3(c). Here the L∞ errors of the
dynamic variables are shown as a function of ∆t. The element order has been fixed at 14, and the final
integration time is t = tf = 0.1. One can observe the second-order convergence rate with respect to ∆t.

4.2 Equilibrium Dielectric Drop on a Wall

We study the 3D equilibrium shape of a dielectric liquid drop on a horizontal wall under an imposed electric
field in this test. The problem setting is in accordance with the experiment from [54]; see Figure 4(a).
When the electrodes on the wall are turned on, the dielectric drop (an initial hemisphere) deforms due to
the imposed electric field, and eventually reaches an equilibrium state, as sketched in Figure 4(b). We are
interested in simulating the equilibrium shape of the dielectric drop.

As discussed in Section 2.4, the current phase field model allows us to compute the equilibrium state of
the system by solving an alternative simpler system consisting of equations (17), (16c) and (16d), with the
corresponding boundary and initial conditions. After that, if needed, the pressure field can be computed by
solving (16b), and the velocity is given by u = 0. We will simulate the equilibrium shape of the dielectric
liquid drop by this method.

We consider a computational domain (x, y, z) ∈ Ω = [0, 53L0]× [0, 23L0]× [0, 72L0], where L0 = 1.2mm, as
shown in Figure 4(a). The electrodes embedded on the bottom wall each has a width d = 0.1mm. Adjacent
electrodes are 0.1mm apart on the wall, and the constant voltage imposed on adjacent electrodes have the
same magnitude but with opposite signs (V0 and −V0), as sketched in Figure 4(b). The dielectric liquid
drop (in ambient air) is initially shaped like a hemisphere, with a radius R0 = 1

2L0 and its center located at
(X0, Y0, Z0) = ( 56L0, 0,

7
4L0).
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Figure 4: Dielectric liquid drop on a wall: (a) Sketch of domain and flow configuration. (b) Cartoon of the drop
deformation when the electrodes are switched on. (c) The spectral element mesh in the xy plane used in the
simulations. On bottom wall, the shaded regions are the electrodes and the white regions denote the gaps between
the electrodes. In (c), at the bottom wall, the voltage is V0 in element 1, element 2 is a gap, the voltage is −V0 in
element 3, element 4 is a gap, etc.

We employ the following physical parameter values:{
surface tension: γ = 3.857× 10−2kg/s2;

permittivity: (air) ϵ1 = ϵ0, (dielectric liquid) ϵ2 = 32ϵ0;
(82)

where ϵ0 = 8.854× 10−12F/m is the vacuum permittivity. Note that the fluid density and viscosity play no
role when we simulate the equilibrium state using the system consisting of (17), (16c) and (16d).

All the dynamic variables and simulation parameters are normalized consistently. The normalization
constants used for non-dimensionalizing the alternative system of equations from Section 2.4 for the equi-
librium solution are provided in Table 2. Note that they are a little different from those shown in Table 1
for normalizing the full system of governing equations. In particular, all the length variables are normalized
by L0. For brevity and convenience of presentation, in what follows we employ the same symbols to denote
the dimensional and the normalized variables or parameters. We employ a Cahn number η = 0.02, and the
mobility is set by λγ1 = 0.1, where λ = 3

2
√
2
η. The pseudo-time-step size is ∆t = 2×10−6 in the simulations.

We solve the system consisting of equations (17), (16c) and (16d) by the hybrid spectral element/Fourier
spectral method in 3D. We employ Nz = 120 Fourier grid points along the z direction and a mesh of 120
quadrilateral spectral elements (with element order 12) in the xy plane, with 20 uniform elements along
x and 6 non-uniform elements along y (see Figure 4(c)). We impose the periodic boundary condition in
x (at x = 0 and x = 5

3L0), and the boundary conditions (18) and (20) at the top boundary y = 2
3L0.

On the bottom wall (y = 0) we impose the boundary conditions (21) and (23), where the imposed voltage
on adjacent electrodes alternates between V0 and −V0 (see Figure 4(c)). All the dynamic variables are
homogeneous along the z direction. The initial distribution of the phase field function is given by ϕ(x, y, z) =

tanh

(√
(x−X0)2+(y−Y0)2+(z−Z0)2−R0√

2η

)
.

Figure 5 shows the deformed shape of the dielectric drop under three imposed electrode voltages (V0 =
100volt, 150volt, and 200volt) obtained from the 3D simulations. The plots in the three rows show the
plan view, the side view, and the perspective view of the drop, respectively. The drop deformation becomes
increasingly pronounced with increasing electrode voltage. At V0 = 200volt, the dielectric drop becomes
highly elongated along the z direction (see Figures 5(c,f,i)).

Figure 5 illustrates the asymmetric deformation of dielectric drops, an important feature observed in
experiments (see [26]). The dielectric droplet tends to stretch along the direction parallel to the electrodes,
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Figure 5: Dielectric drop on the wall: equilibrium drop shapes under imposed electrode voltage V0 = 100 volt
(left column), V0 = 150 volt (middle column), and V0 = 200 volt (right column). Top row: plan view (toward −y
direction); Middle row: side view (toward −x direction); Bottom tow: perspective view.

while in the direction perpendicular to the electrodes the droplet remains approximately the same in dimen-
sion. In other words, the width of the drop (w in Figure 4(a)) remains approximately unchanged, while the
length and height of the drop (l and h in Figure 4(a)) can vary significantly with the electrode voltage.

The asymmetric deformation is further demonstrated by Figure 6(a), in which we plot the length, width,
and height of the deformed dielectric drop as a function of the electrode voltage from our simulations. It
is evident that, while the length and height exhibit a significant change, the width of the deformed drop
remains nearly constant as the electrode voltage increases. This is because the electrodes serve as some
potential walls, and so crossing those walls will increase the energy of the system. We refer to [26] for more
details on the experimental observation and the explanation of the asymmetric deformation.

In [8] a theoretical model was proposed on the dielectric drop deformation, and it leads to the following
formula relating the drop height to the electrode voltage,

h2 = h20 −
ϵ0∆ϵV

2
0

4δγ
Ω. (83)

In this equation, h is the deformed drop height, V0 is the electrode voltage, and Ω = h0l0, with h0 and l0
denoting the initial height (in y direction) and initial length (in x direction) of the drop. γ is the surface
tension. ϵ0 is the vacuum permittivity, and ∆ϵ is the difference in the relative permittivity of the two fluids.
δ = 4d

π is a geometry parameter. In Figure 6(b) we show a comparison of the deformed drop height as
a function of the electrode voltage between our simulation results and the theoretical model (83). While
there exist some discrepancies in the quantitative values, the simulation results and the model are generally
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Figure 6: Dielectric drop on a wall: (a) the drop height/width/length as a function of the electrode voltage. (b)
Comparison between the theoretical model [8] and the current simulation on the drop height as a function of the
electrode voltage.
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Figure 7: Dielectric thin film: (a) flow configuration and notation, (b) spectral-element mesh. The imposed voltage
is 0 on the left electrode (1 ⩽ x ⩽ 3) and V0 on the right electrode (5 ⩽ x ⩽ 7).

in reasonable agreement in the range 100 ≤ V0 ≤ 180 for the electrode voltage. It should be noted that
the theoretical model (83) is only valid for a range of electrode voltage values (when h ≫ δ, see [8]). For
the electrode voltage beyond about 180, the simulation result and the model prediction are qualitatively
different. This discrepancy is due to the breakdown of the model equation (83). The trend exhibited by the
simulation result in this region is similar to what has been observed in the experimental measurement [8].

4.3 Equilibrium Dielectric Film on a Surface

In this subsection we study the equilibrium state of a thin dielectric liquid film on a solid wall in two
dimensions. The dielectric film exhibits a wave-like profile under an imposed electric field, as observed in
the experiment [9], in which this is referred to as an optical interface.

The problem configuration and settings are illustrated in Figure 7(a). We consider a rectangular domain,
(x, y) ∈ Ω = [0, 4d] × [0, 52d], where d is the width of the electrode (see below). The domain and all the
variables are assumed to be periodic in the horizontal (x) direction. The top of the domain is open, and the
bottom of the domain is a solid wall. Two electrodes, each with a width d, are embedded on the bottom wall.
The gap between the electrodes is d′ = d. The two electrodes specifically occupy the regions x ∈ [d/2, 3/2]
and x ∈ [5d/2, 7d/2] on the wall. The voltage imposed on the right electrode is V0, and on the left electrode
is 0. A thin layer of dielectric fluid, with a thickness h0, is at rest on the bottom wall in an ambient fluid.
When the electrodes are turned on, the fluid interface deforms under the imposed electric field and exhibits
a wave-like profile at equilibrium. Our goal is to simulate the equilibrium dielectric fluid interface.

In what follows we provide two sets of simulations. The first set is obtained using the method from
Section 2.4, based on the simpler system consisting of equations (17), (16c) and (16d). The second set, for
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Figure 8: Dielectric thin film: Distributions of (a) the phase field function showing the fluid interface, and (b) the
electric potential in the domain.

comparison, is based on the full model consisting of equations (3)–(7), together with appropriate bound-
ary/initial conditions.

4.3.1 Equilibrium Simulation Using the Simpler System

We first simulate the equilibrium profile of the dielectric fluid interface using the method from Section 2.4,
by solving the simpler system of (17), (16c) and (16d), with the boundary conditions as outlined in the
above paragraphs.

We employ a surface tension γ = 2.84× 10−2kg/s2, and a permittivity for the ambient fluid the same as
the vacuum permittivity, ϵ1 = ϵ0. The permittivity for the dielectric film (ϵ2) is varied and will be specified
below. All the variables and parameters are normalized based on the normalization constants in Table 2.
Here we choose the length scale as L0 = d

2 , and the voltage scale as Vd = 100volt. We use h(x) to denote
the thickness of the equilibrium film at x.

Figure 7(b) shows a spectral element mesh employed in the current simulations. The elements are uniform
in the x direction, and are generally non-uniform in y. Along the y direction we divide the domain into
three regions: (i) near-wall region (0 ≤ y ≤ h0 −A/2), (ii) wave region (h0 −A/2 ≤ y ≤ h0 +A/2), and (iii)
upper region (y ≥ h0 +A/2), where A is the peak-to-valley amplitude of the wave profile (see Figure 7(a)).
For setting up the simulations, the amplitude A in the above is estimated based on the following theoretical
model formula from [9],

A =
16ϵ0
3π4γ

(ϵ1 − ϵ2) exp

(
−2πh0

p

)
V 2
0 , (84)

where p = d + d′ = 2d. We employ Ny1 , Ny2 and Ny3 spectral elements in these three regions respectively
along the y direction. The mesh is uniform in the near-wall and wave regions, and is non-uniform in the
upper region (Figure 7(b)). The specific values for Ny1

, Ny2
and Ny3

will be provided below when discussing
different simulation cases.

In all the simulations we employ a pseudo-time step size ∆t = 2.0× 10−6, Cahn number η = 0.01, and a
mobility γ1 by λγ1 = 0.1, where λ = 3

2
√
2
η. The initial phase field distribution is

ϕ(x, y) = tanh

(
y − h0√

2η

)
. (85)

It should be noted that, while the physical length scale may be different for different simulation cases, the
normalized computational domain is fixed due to the choice L0 = d/2 and is always (x, y) ∈ Ω = [0, 8]× [0, 5].

Figure 8 provides an overview of the equilibrium distributions of the phase field function ϕ (plot (a))
and the electric potential field V (plot (b)). The wavy fluid interface is unmistakable from Figure 8(a).
This figure also illustrates that the domain dimension in y is much larger than the dielectric film thickness
in our simulations. This is necessary because in the upper open boundary we have used the boundary
condition (20), which is accurate only when the height of the computational domain is sufficiently large
compared with the size of the electrode.
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Figure 9: Dielectric thin film: Comparison of the amplitude (A) as a function of the electrode voltage squared (V 2
0 )

from the current simulations, the theoretical model (equation (84)), and the experimental measurement [9], for two
cases with (a) h0 = 14µm and p = 160µm, and (b) h0 = 18µm and p = 240µm. The insets of these plots show two
typical interface profiles.
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Figure 10: Dielectric thin film: Comparison of log(A) (interfacial wave amplitude) versus h0/p (initial film thickness)
from the current simulations and the theoretical model equation (84).
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Figure 11: Dielectric thin film: Interfacial profiles at different electrode voltages: (a) sinusoidal-like profiles, (b)
non-sinusoidal like profiles. In (a), h0 = 14µm, p = 160µm, and ϵ2

ϵ1
= 8. In (b), h0 = 6µm, p = 240µm, and ϵ2

ϵ1
= 2.
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Figure 9 is a comparison of the equilibrium interfacial amplitudes obtained from the current simulations,
the theoretical model formula (84), and the experimental measurement of [9]. Here the initial film thickness
(h0) and the electrode width (d) are fixed, while the voltage on the right electrode (V0) is varied systematically.
The permittivity ratio is ϵ2

ϵ1
= 8. We employ (Ny1 , Ny2 , Ny3) = (5, 4, 4) elements along the y direction in

this set of simulations, with an element order 12 for all the elements. The two plots in this figure show
the equilibrium interfacial amplitude as a function of V 2

0 for two cases, corresponding to h0 = 14µm and
p = 160µm (Figure 9(a)) and h0 = 18µm and p = 240µm (Figure 9(b)), respectively. The insets of these
plots depict two typical interfacial profiles at equilibrium corresponding to V0 = 150 and 300 volts. It can
be observed that the simulation results agree with the theoretical model and with the experimental data
reasonably well.

Figure 10 shows another comparison between the current simulation and the theoretical model (84). In
this set of simulations we have a fixed V0 = 200volt, p = 160µm and ϵ2/ϵ1 = 8, while the initial thickness of
the film is varied systematically. We again employ (Ny1

, Ny2
, Ny3

) = (5, 4, 4) elements along the y direction.
This figure plots the log(A) as a function of h0/p from these tests. While there are some discrepancies, the
simulation results overall are close to the predictions of the theoretical model equation (84).

As observed in the experiments of [9] and in the boundary integral model of [11], the interfacial profiles
that are sinusoidal-like or non-sinusoidal-like can occur under the imposed electric field. We have observed
both types of profiles in our simulations. Figure 11 shows examples of these two types of interfacial profiles
attained from our simulations, corresponding to several electrode voltage values. Figure 11(a) corresponds
to the case in Figure 9(a) (with h0 = 14µm, p = 160µm and ϵ2/ϵ1 = 8), exhibiting a sinusoidal wave-like
profile. Figure 11(b) corresponds to the parameter values h0 = 6µm, p = 240µm and ϵ2/ϵ1 = 2, exhibiting
an apparently non-sinusoidal wave-like profile.

4.3.2 Comparison with Full-Model Simulation

We now simulate the equilibrium profile of the dielectric fluid interface using the full model as given by
the Equations (3)–(7), together with the boundary and initial conditions. The flow configuration and the
problem setting follow those of Section 4.3.1, as given in Figure 7.

We consider the same group of tests as in Figure 9(a). The values for the physical and geometric
parameters, such as the surface tension γ, the permittivities (ϵ1 and ϵ2), h0 and p, are taken to be the same
as in Section 4.3.1 (specifically Figure 9(a)). The only difference lies in the fluid densities and the dynamic
viscosities, which are needed in the full model but do not appear in the simpler model of Section 4.3.1. Here
in the full model we employ ρ1 = ρ2 = 830kg/m3 for the two densities, and µ1 = 1.2048×10−5kg/(m ·s) and
µ2 = 2µ1 for the two dynamic viscosities. Employing the same density for the two fluids apparently does
not correspond to realistic situations. Since we are seeking the equilibrium solution, employing the same
density in principle will not alter the solution at equilibrium, but will make the computation considerably
easier. All the physical variables and parameters have been normalized consistently.

In the full-model simulations, we employ the following simulation parameter values (non-dimensional):
Cahn number η = 0.01, mobility γ1 = 0.05, ∆t = 2 × 10−6, the number of elements in the three regions
along y (Ny1 , Ny2 , Ny3) = (5, 4, 4), and an element order 12. The initial phase field profile is given by (85).
The electrode voltage V0 is varied in the tests. The simulations have been performed for a sufficiently long
time until the velocity becomes very small.

Figure 12 shows a comparison of the equilibrium interfacial profiles obtained by the simpler model of
Section 4.3.1 and by the full model here. These profiles correspond to several elctrode voltages ranging
from V0 = 150volt to V0 = 275volt. The results from the simpler model and the full model in general
agree very well, with their profiles essentially overlapping with each other. At larger electrode voltages
(e.g. V0 = 275volt), some discrepancy in the valley (or peak) of the interfacial profile can be noticed between
these two models.

Figure 13 is another comparison between the simpler model and the full model. It shows the interfacial
amplitude A (see Figure 7(a)) as a function of the electrode voltage squared (V 2

0 ) obtained from the simpler
model, the full model, and the theoretical model (84). It can be observed that the results from the simpler
model and the full model agree well with each other, and that both are in good agreement with the theoretical
model (84).
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Figure 12: Dielectric thin film: Comparison of equilibrium interfacial profiles at several electrode voltages obtained
from equilibrium simulations based on the simpler model of Section 2.4 and based on the full model.
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Figure 13: Dielectric thin film: Comparison of the interfacial amplitude versus the electrode voltage squared obtained
from the equilibrium simulations based on the simpler model and the full model, and from the theoretical model (84).

27



Droplet

electrode

transport direction

Solid boundary

Periodic 
boundary

Periodic 
boundary

Solid boundary<latexit sha1_base64="Kaf9K39E6pzBzaWafsE7rIFS8k8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh1bf7ZcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fjY/dUrOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms7/JQGjOUE4soUwLeythI6opQ5tOyYbgLb+8SloXVe+yWruvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AHZP42G</latexit>

V0
<latexit sha1_base64="Kaf9K39E6pzBzaWafsE7rIFS8k8=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh1bf7ZcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fjY/dUrOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms7/JQGjOUE4soUwLeythI6opQ5tOyYbgLb+8SloXVe+yWruvVeo3eRxFOIFTOAcPrqAOd9CAJjAYwjO8wpsjnRfn3flYtBacfOYY/sD5/AHZP42G</latexit>

V0

<latexit sha1_base64="UseY33XXd7qeE3AXeH7aUYfMdP0=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyWRoh6LXjxWMG2hDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpf7nSeqNIvlo5kmNBB4JFnECDa5dNEeuINqza27c6BV4hWkBgVag+pXfxiTVFBpCMda9zw3MUGGlWGE01mln2qaYDLBI9qzVGJBdZDNb52hM6sMURQrW9Kgufp7IsNC66kIbafAZqyXvVz8z+ulJroJMiaT1FBJFouilCMTo/xxNGSKEsOnlmCimL0VkTFWmBgbT8WG4C2/vEral3Xvqt54aNSat0UcZTiBUzgHD66hCffQAh8IjOEZXuHNEc6L8+58LFpLTjFzDH/gfP4AQvGNvQ==</latexit>�V0
<latexit sha1_base64="UseY33XXd7qeE3AXeH7aUYfMdP0=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyWRoh6LXjxWMG2hDWWz3bRLdzdhdyOU0L/gxYMiXv1D3vw3btoctPXBwOO9GWbmhQln2rjut1NaW9/Y3CpvV3Z29/YPqodHbR2nilCfxDxW3RBrypmkvmGG026iKBYhp51wcpf7nSeqNIvlo5kmNBB4JFnECDa5dNEeuINqza27c6BV4hWkBgVag+pXfxiTVFBpCMda9zw3MUGGlWGE01mln2qaYDLBI9qzVGJBdZDNb52hM6sMURQrW9Kgufp7IsNC66kIbafAZqyXvVz8z+ulJroJMiaT1FBJFouilCMTo/xxNGSKEsOnlmCimL0VkTFWmBgbT8WG4C2/vEral3Xvqt54aNSat0UcZTiBUzgHD66hCffQAh8IjOEZXuHNEc6L8+58LFpLTjFzDH/gfP4AQvGNvQ==</latexit>�V0

<latexit sha1_base64="OlQqY3YZLIxt2bgUY/MluCmov9E=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJu3azSbsboRS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBVcG9f9dgpr6xubW8Xt0s7u3v5B+fCorZNMMWyxRCSqE1CNgktsGW4EdlKFNA4EPgSj25n/8IRK80Tem3GKfkwHkkecUWOlZtgvV9yqOwdZJV5OKpCj0S9/9cKEZTFKwwTVuuu5qfEnVBnOBE5LvUxjStmIDrBrqaQxan8yP3RKzqwSkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYmu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fyteM8Q==</latexit>

d
<latexit sha1_base64="OlQqY3YZLIxt2bgUY/MluCmov9E=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJu3azSbsboRS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBVcG9f9dgpr6xubW8Xt0s7u3v5B+fCorZNMMWyxRCSqE1CNgktsGW4EdlKFNA4EPgSj25n/8IRK80Tem3GKfkwHkkecUWOlZtgvV9yqOwdZJV5OKpCj0S9/9cKEZTFKwwTVuuu5qfEnVBnOBE5LvUxjStmIDrBrqaQxan8yP3RKzqwSkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYmu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fyteM8Q==</latexit>

d

Solid gap

<latexit sha1_base64="jqylwcxBagMhesCQ8VFOWEkScmo=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOknjQU=</latexit>x

<latexit sha1_base64="+uQyNRflh6ZfpBt0Osl+e4sjuBk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5qRfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f6quNBg==</latexit>y

(a)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

X axis

0

0.1

0.2

0.3

0.4

0.5

Y
 a

xi
s

(b)

Figure 14: Drop transport: (a) Flow configuration and settings. (b) Mesh of 9216 non-uniform spectral elements.

Figure 15: Drop transport: Distribution of the electric potential (t = 0.0).

4.4 Dynamic Simulations

The simulations in Sections 4.2 and 4.3 are for steady-state problems. In this section we further test the
proposed method using dynamic problems with two-phase dielectric flows.

4.4.1 Transport of a Dielectric Drop on a Wall

We study the transport of a dielectric fluid drop on a horizontal wall in two dimensions in this subsection.
The problem setting is illustrated by Figure 14(a). Consider a rectangular domain, which is periodic in the
horizontal direction, open on the top, and has a solid wall at the bottom. An array of electrodes is embedded
on the left half of the bottom wall, while the right half of the wall is free of electrodes. A dielectric liquid
drop is initially at rest in the electrode-free region of the wall. When the electrodes are switched on, the
drop will be pulled leftwards to the electrode-embedded region of the wall, due to its interaction with the
nonuniform electric field. The goal of this problem is to simulate the motion of the liquid drop.

We employ the model given by equations (3)–(7) to simulate this problem, with the boundary and initial
conditions as described below. We consider a computational domain, (x, y) ∈ Ω = [0, 85L0]× [0, 12L0], where
L0 = 1mm. Figure 14(b) shows the mesh of 9216 non-uniform quadrilateral spectral elements employed in
the simulations, with 192 and 48 elements along the x and y directions, respectively. Four electrodes are
embedded on the bottom wall, with a voltage V0 or −V0, where V0 = 300volt. The electrode-embedded
regions on the wall are: x/L0 ∈ [0.1, 0.2] (voltage −V0), x/L0 ∈ [0.3, 0.4] (voltage V0), x/L0 ∈ [0.5, 0.6]
(voltage −V0), and x/L0 ∈ [0.7, 0.8] (voltage V0). We impose the boundary conditions (21)–(23) on the
bottom wall (y/L0 = 0), with a static contact angle θs = 900. The boundary conditions (18)–(20) are
imposed on the top domain boundary (y/L0 = 0.5). We impose periodic boundary conditions for all the
dynamic variables on the horizontal boundaries (x/L0 = 0, 1.6). The drop is assumed to be semi-circular
initially, with a radius R0 = 0.28L0 and its center located at (x0, y0) = (1.2L0, 0). We employ an initial
phase field profile,

ϕ(x, y, t = 0) = tanh

√
(x− x0)2 + (y − y0)2 −R0√

2η
, (86)

and zero initial velocity in the simulations.

28



(a) t = 0.05 (b) t = 0.1 (c) t = 0.15 (d) t = 0.20

(e) t = 0.25 (f) t = 0.30 (g) t = 0.40 (h) t = 0.55

Figure 16: Drop transport: A temporal sequence of snapshots of the dielectric drop showing its motion on the wall.
Shown are the distributions of the phase field function ϕ at different time instants.
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Figure 17: Drop coalescence: (a) Flow configuration and settings. (b) Mesh of 2000 quadrilateral spectral elements.

The following physical parameters are employed for this problem:

surface tension: γ = 2.84× 10−2kg/s2;

densities: ρ1 = ρ2 = 429.7kg/m3; (ambient fluid ρ1, drop ρ2)

dynamic viscosities: (ambient fluid) µ1 = 12.048× 10−4kg/(m · s), (drop) µ2 = 2µ1;

permittivities: (ambient fluid) ϵ1 = ϵ0 = 8.854× 10−12F/m, (drop) ϵ2 = 8.1ϵ0;

model parameters: η = 0.01L0, λ =
3

2
√
2
γη, γ1 = 1× 10−4L

2
0

µ1
, ∆t = 1× 10−6L

2
0µ1

ϵ0V 2
0

.

(87)

All the physical variables and parameters are normalized consistently based on the normalization constants
listed in Table 1, with L0 and ϵ0 as given above and the µ0 and Vd therein given by µ0 = µ1 and Vd = V0
for this problem. We employ an element order 6 in the simulations.

Figures 15 and 16 provide an overview of the electric potential distribution in the domain and the motion
of the dielectric drop on the bottom wall. Shown in Figure 16 are a temporal sequence of snapshots of the
phase field function ϕ(x, y, t) in the domain. One can observe that the dielectric drop moves leftward along
the wall due to the interaction with the imposed electric field, and approaches an equilibrium state resting
on top of the electrodes.

Figure 18: Drop coalescence: distribution of the electric potential field (t = 0.0).
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(a) t = 0.02 (b) t = 0.068 (c) t = 0.072 (d) t = 0.076

(e) t = 0.08 (f) t = 0.10 (g) t = 0.14 (h) t = 0.26

Figure 19: Drop coalescence: a temporal sequence of snapshots of the phase field distribution, showing the motion
and coalescence of the two dielectric fluid drops.

4.4.2 Coalescence of Two Dielectric Liquid Drops

We study the motion and coalescence of two dielectric fluid drops in this subsection. Figure 17(a) sketches the
flow configuration and problem setting. We again consider a rectangular domain, periodic in the horizontal
direction, open at the top, and with a solid wall at the bottom. Two electrodes are embedded in the middle
of the bottom wall, whose imposed voltages have the same magnitude but with opposite signs. Two liquid
drops of the same dielectric fluid, initially at rest in the electrode-free regions of the wall, are pulled toward
each other when the electrodes are turned on, and merge into a single drop. Our goal is to simulate this
process with the proposed method.

The simulation settings and the boundary conditions are similar to those employed in Section 4.4.1. We
employ a computational domain (x, y) ∈ Ω = [0, 2L0] × [0, 25L0], where L0 = 1mm, and the phase field
model given by the equations (3)–(7). Figure 17(b) shows the mesh of 2000 quadrilateral spectral elements
(with an element order 8) employed in the simulations. The two electrodes occupy the following regions on
the wall: x/L0 ∈ [0.8, 0.9] (with voltage V0), and x/L0 ∈ [1, 1.1] (with voltage −V0), where V0 = 300volt.
The boundary conditions (21)–(23) are imposed on the bottom wall, with a static contact angle θs = 750

(measured on the side of the fluid drop). The boundary conditions (18)–(20) are imposed on the top
boundary (y/L0 = 0.4). Periodic conditions are imposed on the horizontal boundaries (x/L0 = 0, 2.0) for
all the dynamic variables. Both drops are assumed to be shaped like a circular cap initially, with radius R0

and their centers located at (X1, Y1) and (X2, Y2), respectively, as given by

R0/L0 =
0.3

sin θs
, X1/L0 = 0.6, Y1 = −R0 cos θs, Y2/L0 = 1.4, Y2 = −R0 cos θs. (88)

The initial phase field distribution is

ϕ(x, y, t = 0) = tanh

√
(x−X1)2 + (y − Y1)2 −R0√

2η
+ tanh

√
(x−X2)2 + (y − Y2)2 −R0√

2η
− 1, (89)

where η is the characteristic interfacial thickness. The initial velocity is set to zero.
We employ the following physical and simulation parameters for this problem:

surface tension: γ = 1.136× 10−1kg/s2;

densities: ρ1 = ρ2 = 129.7kg/m3; (ambient fluid ρ1, drop ρ2)

dynamic viscosities: (ambient fluid) µ1 = 12.048× 10−4kg/(m · s), (drop) µ2 = 2µ1;

permittivities: (ambient fluid) ϵ1 = ϵ0 = 8.854× 10−12F/m, (drop) ϵ2 = 8.1ϵ0;

static contact angle: θs = 750 (measured on the drop side);

model parameters: η = 0.007L0, λ =
3

2
√
2
γη, γ1 = 5× 10−5L

2
0

µ1
, ∆t = 1× 10−6L

2
0µ1

ϵ0V 2
0

.

(90)

The physical variables and parameters in the system are normalized based on those constants given in
Table 1, in which L0 and ϵ0 are as given above and we set µ0 = µ1 and Vd = V0.

Figure 18 shows the distribution of the electric potential in the domain, signifying a non-uniform potential
and thus a non-uniform electric field. The electric field is stronger near the electrodes, and is weaker in the
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region farther away from the electrodes. As a result, the net Korteweg-Helmholtz force (− 1
2 (E ·E)∇ϵ) acting

on the dielectric drops has a direction pointing toward the electrodes, which causes the drops to move inward
toward each other.

Figure 19 shows a temporal sequence of snapshots of the phase field distribution in the domain. It can
be observed that the two drops move along the wall and merge with each other to form a single drop, which
approaches an equilibrium state resting on top of the electrodes.

5 Concluding Remarks

We have developed a method for modeling and simulating multiphase flows consisting of two immiscible
incompressible dielectric fluids, and their interactions with external electric fields in two and three dimensions.
We first presented a thermodynamically-consistent and reduction-consistent formulation based on the phase-
field framework for modeling two-phase dielectric fluids. The model respects the mass and momentum
conservations, and the second law of thermodynamics. When only one fluid component is present, the two-
phase formulation reduces exactly to that for the single-phase system. In particular, the presented model
accommodates an equilibrium solution that is compatible with the requirement of zero velocity based on
physics. This property leads to a simpler method for simulating two-phase dielectric systems at equilibrium,
by solving a much simplified system consisting of the phase field equation and the electric potential equation
only.

We have further presented an efficient semi-implicit type algorithm, together with a spectral-element dis-
cretization for 2D and a hybrid Fourier-spectral/spectral-element discretization for 3D in space, for simulating
this class of problems. This algorithm allows the computation of different dynamic variables successively in
an uncoupled fashion. Upon discretization the algorithm involves only coefficient matrices that are constant
and time-independent in the resultant linear algebraic systems, even when the physical properties of the
two dielectric fluids (e.g. the permittivities, densities, viscosities) are different. This property is crucial and
enables us to employ the combined Fourier spectral and spectral-element discretization and fast Fourier
transforms (FFT) for 3D simulations.

We have tested the performance of the presented method using several two-phase dielectric problems at
equilibrium or in dynamic evolution. The simulation results obtained using the current method have been
compared with theoretical models and with experimental measurements. The numerical results signify that
the method developed herein can capture the physics well, and that it provides an effective technique for
simulating this class of problems.
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6 Appendix: Model Development and Further Numerical Tests

6.1 Development of Phase Field Model for Two-Phase Dielectric Flows

We outline below the derivation of the phase field model for two-phase dielectric fluids based on the conser-
vation laws and thermodynamic principles. Much of this development builds upon the works of [1, 19].

Mass Conservation We consider a system of two immiscible incompressible dielectric fluids, and let
ρ1, ρ2 denote the constant densities of these two pure fluids (without mixing). Consider an arbitrary control
volume Vc of the mixture, with mass M . Let M1 and M2 denote the mass of these two fluids within Vc.
Then ρ̂1 = M1

Vc
and ρ̂2 = M2

Vc
denote the densities of the two phases within the mixture. Naturally, we can

introduce the mixture density ρ,

ρ =
M

Vc
=
M1 +M2

Vc
= ρ̂1 + ρ̂2 (91)
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Let V1 and V2 denote the volume occupied by each pure fluid component with mass M1 and M2. We assume
that when forming the mixture there is no volume loss or volume addition, i.e.

Vc = V1 + V2 (92)

We introduce the volume fraction of each fluid by, ϕi =
Vi

Vc
= Mi/ρi

Mi/ρ̂i
= ρ̂i

ρi
(i = 1, 2). Note that 0 ≤ ϕi ≤ 1.

Then equation (92) becomes

ϕ1 + ϕ2 = 1. (93)

We define the phase field variable by, ϕ = ϕ1 − ϕ2.
The mass conservation for each phase in the mixture is given by,

∂ρ̂i
∂t

+∇ · Ĵi = 0, i = 1, 2, (94)

where Ĵi is the mass flux of phase i. We introduce the velocity ui of each phase in the mixture by Ĵi =
ρ̂iui (i = 1, 2). Then equation (94) is transformed into,

∂ρ̂i
∂t

+∇ · (ρ̂iui) = 0, i = 1, 2. (95)

We define the bulk mixture velocity u by the volume average of the velocities of the two phases,

u = ϕ1u1 + ϕ2u2. (96)

Then it follows that

∇ · u = ∇ ·
(
ρ̂1
ρ1

u1 +
ρ̂2
ρ2

u2

)
= ∇ ·

(
Ĵ1

ρ1
+

Ĵ2

ρ2

)
= − ∂

∂t

(
ρ̂1
ρ1

+
ρ̂2
ρ2

)
= − ∂

∂t
(ϕ1 + ϕ2) = −∂1

∂t
= 0, (97)

where equation (93) has been used.
Equation (97) indicates the bulk mixture velocity as defined above is divergence free (see also [17, 1]).

One can also use the mass fraction to define the bulk velocity (see e.g. [50]). However, in that case the bulk
velocity will not be divergence free. In the current work we employ the volume-averaged velocity as the bulk
mixture velocity, as given by (96).

Finally, the mass conservation in terms of the bulk density ρ is, by adding equation (94) for i = 1, 2,

∂ρ

∂t
+ u · ∇ρ = −∇ · J̃, (98)

where J̃ = (Ĵ1 − ρ̂1u) + (Ĵ2 − ρ̂2u). J̃ denotes the total difference of the mass flux of different phases with
respect to the bulk. It will be determined by an constitutive relation based on the energy inequality. Note
that equation (91) implies ρ = ρ1+ρ2

2 + ρ1−ρ2

2 ϕ. So equation (98) can be transformed into,

∂ϕ

∂t
+ u · ∇ϕ = − 2

ρ1 − ρ2
∇ · J̃. (99)

Momentum Conservation Following [34, 1, 19], we assume that the inertia and the kinetic energy due
to the relative motion of each fluid phase with respect to the bulk motion are negligible. The conservation
of momentum for each fluid phase is represented by,

∂(ρ̂iui)

∂t
+∇ · (ρ̂iuiui) = ∇ · Ti + πi, i = 1, 2, (100)

where Ti is the stress tensor of the phase i, and πi (i = 1, 2) represents the interaction body force, with
π1 + π2 = 0.

32



We rewrite the above equation into,

∂(ρ̂iu)

∂t
+∇ · (ρ̂iuu) +

∂(ρ̂i(ui − u))

∂t
+∇ · (ρ̂i(ui − u)(ui − u))

+∇ · (ρ̂i(ui − u)u) +∇ · (ρ̂iu(u− ui)) = ∇ ·Ti + πi.
(101)

We omit the third and the fourth terms on the left hand side (LHS) based on the assumption that the
inertia and the kinetic energy of the differential motion relative to the bulk are negligible. We move the term
∇ · (ρiu(u− ui)) to the right hand side (RHS) and incorporate it into the ∇ ·Ti term to get,

∂(ρ̂iu)

∂t
+∇ · (ρ̂iuu) +∇ · (Jiu) = ∇ · T̃i + πi, i = 1, 2, (102)

where Ji = Ĵi − ρ̂iu and T̃i = Ti − ρ̂iu(u− ui). Then we sum up equation (102) for all the phases,

∂(ρu)

∂t
+∇ · (ρuu) +∇ · (J̃u) = ∇ · T, (103)

where T is a stress tensor with T = T̃1 + T̃2, and we have used π1 +π2 = 0. In light of (98), this equation
can be transformed into,

ρ

(
∂u

∂t
+ u · ∇u

)
+ J̃ · ∇u = ∇ · T. (104)

We assume that the the stress tensor T is symmetric, and re-write it into

T =
1

3
(trT)I+ S = −pI+ S, (105)

where I denotes the identity tensor, S is a trace-free symmetric tensor, and p = − 1
3 trT will be called the

pressure. Then equation (104) becomes,

ρ

(
∂u

∂t
+ u · ∇u

)
+ J̃ · ∇u = −∇p+∇ · S. (106)

The tensor S will be determined from a constitutive relation based on the energy inequality.

Quasi-Static Maxwell Equations We focus on a system of dielectrc fluids, which are non-conductive
and contain no free electric charge. The characteristic velocity in the system is negligible compared with the
speed of light. On the other hand, we would like to take into account the fluid motion and the momentum
transport. So this is an electro quasi-static system [16].

The quasi-static Maxwell equations are given by,

∇ ·D = 0, (107a)

∇×E = 0, (107b)

∂D

∂t
= ∇×H, (107c)

where E is the electric field, D is electric displacement field (D = ϵE, with ϵ denoting the material permit-
tivity), and H is the magnetizing field. Equation (107a) indicates that there is no free charge in the system.
Equation (107b) allows us to introduce the electric potential V (x) by

E = ∇V. (108)

Note that the equations (107a) and (107b) alone are sufficient to determine the electric field. Equation
(107c) will not be solved in numerical simulations. But this equation plays an important role in deriving the
energy balance relation. The magnetic field H is weak based on the quasi-static assumption.
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Energy Inequality and Constitutive Relations Let us now determine the forms of J̃ and S involved
in the mass/momentum balance equations based on the second law of thermodynamics. We define the total
energy of the system by,

E(t) =

∫
Ω

[
1

2
ρu · u+ F (ϕ,∇ϕ) + 1

2
D · E

]
dV +

∫
∂Ωs

Θ(ϕ)dS, (109)

where Ω is an arbitrary domain, ∂Ωs denotes the wall boundary,
1
2D·E is the electric energy density, F (ϕ,∇ϕ)

is the phase-field free energy density function (see e.g. (9)), and Θ(ϕ) denotes a wall energy density to account
for the contact angle effect. We assume that mixture permittivity is a function of the phase field function,
ϵ = ϵ(ϕ). By using equations (98), (104) and (107), we can derive

dE

dt
=

∫
Ω

ρ1 − ρ2
2

∇
[
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

]
· J̃−

∫
Ω

(
T+

∂F

∂∇ϕ ⊗∇ϕ− σM

)
: ∇u

−
∫
∂Ω

[
ρ1 − ρ2

2

(
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

)
J̃ · n− 1

2
(u · u)J̃ · n

]
+

∫
∂Ω

[(
T− σM +

∂F

∂∇ϕ ⊗∇ϕ
)
· n− Fn− 1

2
(u · u)n

]
· u

+

∫
∂Ω

(
∂F

∂∇ϕ · n
)
∂ϕ

∂t
+

∫
∂Ωs

Θ′(ϕ)
∂ϕ

∂t
−
∫
∂Ω

(E×H) · n. (110)

where ϵ′ = dϵ
dϕ , and σM is the Maxwell stress tensor [43], given by

σM = D⊗ E− ϵ

2
(E · E)I. (111)

The second law of thermodynamics dictates that in the absence of external forces (including surface
forces acting on the boundary) the system should be dissipative. This means that the contributions of the
volume integral terms involved in the above equation to dE/dt should always be non-positive, while the
contributions of the surface integral terms can be controlled if appropriate boundary conditions are imposed.
We would like to choose the constitutive relations about J̃ and T such that the requirements of the second
law of thermodynamics are satisfied.

To ensure the non-positivity of the first volume integral on the RHS of (110), we choose the following
constitutive relation,

J̃ = −γ1
ρ1 − ρ2

2
∇
(
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

)
, (112)

where γ1 ⩾ 0 is a non-negative constant or function.
Noting the symmetry of the tensors T and σM , the second volume integral on the RHS of (110) can be

transformed into,

−
∫
Ω

(
T− σM +

∂F

∂∇ϕ ⊗∇ϕ
)

: ∇u

= −
∫
Ω

[
T− σM +

1

2

(
∂F

∂∇ϕ ⊗∇ϕ+∇ϕ⊗ ∂F

∂∇ϕ

)]
:
1

2

(
∇u+∇uT

)
−

∫
Ω

1

2

(
∂F

∂∇ϕ ⊗∇ϕ−∇ϕ⊗ ∂F

∂∇ϕ

)
:
1

2

(
∇u−∇uT

)
= −

∫
Ω

[
S− σ̃M + F̃ϕ

]
:
1

2

(
∇u+∇uT

)
−

∫
Ω

1

2

(
∂F

∂∇ϕ ⊗∇ϕ−∇ϕ⊗ ∂F

∂∇ϕ

)
:
1

2

(
∇u−∇uT

)
(113)

where we have used equations (97), (105) and (107), and
σ̃M = σM − 1

3
[trσM ] I,

F̃ϕ = Fϕ − 1

3
[trFϕ] I, Fϕ =

1

2

(
∂F

∂∇ϕ ⊗∇ϕ+∇ϕ⊗ ∂F

∂∇ϕ

)
.

(114)
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problem dimension wall-time/step (secs) CPUs number-elements element-order
section 4.2 3D 4.21 6 120 12
section 4.3.1 2D 0.15 2 336 12
section 4.3.2 2D 0.38 2 336 12
section 4.4.1 2D 0.15 80 9216 6
section 4.4.2 2D 0.05 64 2000 8

Table 3: Summary of computational cost (wall-time in seconds per time step or per pseudo-time step) and
associated parameters for the test problems in the main text. In the problem of Section 4.2 the number and
order of spectral elements given in the table are for the xy-plane, and 144 (Fourier) grid points are used in
z direction.

We choose the following constitutive relation to ensure its non-positivity,

S− σ̃M + F̃ϕ = µ(∇u+∇uT ), (115)

∂F

∂∇ϕ ⊗∇ϕ−∇ϕ⊗ ∂F

∂∇ϕ = 0. (116)

where µ ⩾ 0 is a non-negative constant or function. Equation (116) is a condition that the free energy
density function F (ϕ,∇ϕ) must satisfy. Equation (115) provides the tensor S,

S = µ(∇u+∇uT ) +

(
σM − 1

3
[trσM ]I

)
−

(
Fϕ − 1

3
[trFϕ]I

)
. (117)

In light of equations (112), (117), (99), (106), (97), (107a) and (108), we can write down the system of
governing equations as follows,

∂ϕ

∂t
+ u · ∇ϕ = ∇ ·

[
γ1∇

(
∂F

∂ϕ
−∇ · ∂F

∂∇ϕ − ϵ′

2
E ·E

)]
, (118a)

ρ

(
∂u

∂t
+ u · ∇u

)
+ J̃ · ∇u = −∇ ·

(
∂F

∂∇ϕ ⊗∇ϕ
)
− ∇ϵ

2
(E ·E) +∇ ·

[
µ
(
∇u+∇uT

)]
−∇P , (118b)

∇ · u = 0, (118c)

∇ · (ϵ∇V ) = 0. (118d)

In the above equations,

P = p+
1

3
trσM − 1

3
trFϕ, (119)

and we have used

∇ · σM = ∇ ·
[
D⊗E− ϵ

2
(E ·E)I

]
= −∇ϵ

2
(E ·E). (120)

This set of equations constitutes the phase field model that describes the motion of a system of two immiscible
incompressible dielectric fluids. This model is thermodynamically consistent.

In this model the form for the mixing energy density function F (ϕ,∇ϕ) is still to be chosen, and it must
satisfy the condition (116). If we choose F (ϕ,∇ϕ) based on equation (9), which satisfies the condition (116),
then the system (118) will be reduced to the system consisting of equations (3)–(6).

6.2 Computational Cost

Table 3 summarizes the computational cost of our method for simulating the problems from Sections 4.2
to 4.4. We list the wall time in seconds per time step (for dynamic problems) or per pseudo-time step (for
equilibrium problems), the number of CPUs used, the number and order of spectral elements for 2D or in
the xy planes for 3D. Additional parameters for the test problems, if any, are provided in the table caption.
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mesh 16×16 32×32 64×64 128×128
Element Order 2 L∞-u error 6.68E-5 1.66E-5 4.03E-6 9.21E-7

convergence order 2.01 2.04 2.13
L2-u error 1.09E-5 2.40E-6 5.55E-7 1.33E-7
convergence order 2.19 2.11 2.06
L∞-p error 2.62E-2 6.56E-3 1.61E-3 4.01E-4
convergence order 2.00 2.03 2.00
L2-p error 4.21E-3 1.03E-3 2.55E-4 6.36E-5
convergence order 2.03 2.02 2.00
L∞-V error 3.46E-2 8.99E-3 2.28E-3 5.73E-4
convergence order 1.95 1.98 1.99
L2-V error 1.01E-2 2.55E-3 6.42E-4 1.61E-4
convergence order 1.98 1.99 2.00
L∞-ϕ error 7.32E-4 3.62E-4 1.20E-4 3.04E-5
convergence order 1.02 1.59 1.98
L2-ϕ error 1.66E-4 6.38E-5 5.77E-6 1.12E-6
convergence order 1.38 3.47 2.37

Element Order 4 L∞-u error 7.27E-7 7.30E-8 2.17E-9 4.29E-11
convergence order 3.31 5.07 5.66
L2-u error 2.41E-8 1.65E-9 4.64E-11 2.76E-12
convergence order 3.87 5.15 4.07
L∞-p error 3.69E-5 1.81E-6 1.11E-7 6.98E-9
convergence order 4.35 4.03 3.99
L2-p error 6.47E-6 3.24E-7 1.51E-8 1.07E-9
convergence order 4.32 4.42 3.82
L∞-V error 2.25E-5 1.44E-6 9.07E-8 5.69E-9
convergence order 3.96 3.99 4.00
L2-V error 5.67E-6 3.56E-7 2.23E-8 1.39E-9
convergence order 3.99 4.00 4.00
L∞-ϕ error 1.33E-5 5.62E-7 1.79E-8 1.87E-9
convergence order 4.56 4.97 3.26
L2-ϕ error 4.28E-6 1.89E-7 5.83E-9 8.57E-10
convergence order 4.50 5.02 2.77

Table 4: h-refinement (2D): L∞ and L2 errors and the convergence order corresponding to a series of spectral
element meshes and two element orders. The analytic solution used in the test is given by equation (80).

It should be noted that the numerical tests in Sections 4.3.1 and 4.3.2 are for the same dielectric film
problem, but computed using different methods, with the simpler method in Section 4.3.1 and with the full
model in Section 4.3.2. The data in Table 3 show that the simpler method is much faster than the full model.
We further note that the simpler method generally takes markedly fewer (pseudo) time steps to reach the
equilibrium state than the full model simulation.

6.3 Convergence Test on the h-Refinement of Method

Section 4.1 illustrates the convergence of the current method as the spatial resolution or the time step size
is varied. In those spatial convergence tests the element order is varied systematically, while the spectral
element mesh is fixed. This approach to refine the resolution is often known as p-refinement. We next discuss
the convergence of our method as the resolution is refined in another way, known as h-refinement, in which
the element order is fixed while the mesh size is varied systematically.

We employ the 2D analytic solution (Equation (80)) from Section 4.1 for the h-refinement tests. We fix
the element order at 2 (polynomial degree 1) or 4 (polynomial degree 3), the time step size at ∆t = 10−4 (for
element order 2) and ∆t = 2×10−6 (for element order 4), and integrate in time from t = 0 to t = tf = 2×10−3.
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Figure 20: Equilibrium dielectric drop in a uniform electric field: (a) problem setting, (b) spectral element mesh
with 900 quadrilateral elements.

We vary the number of uniform elements between 16 × 16 and 128 × 128, doubling the elements in both
directions during each refinement. Table 4 summarizes the L∞ and L2 errors of different variables and the

convergence order based on these errors. The convergence order is computed by ln(ε1/ε2)
ln(N2/N1)

, where ε1 and ε2
are the errors before and after the refinement and N1 and N2 denote the corresponding number of elements
along each direction. The data show that the convergence order for h-refinement approximately follows the
element order, generally around 2.0 (resp. 4.0) for a fixed element order 2 (resp. 4). However, the convergence
is not always regular, and some deviation from these expected convergence orders can be observed.

6.4 Numerical Tests on the Cahn Number and Mobility Parameter

This section tests the effects of the interfacial thickness (Cahn number) η and the mobility parameter γ1 on
the simulation results. We consider the equilibrium state and the oscillation of a dielectric drop in a uniform
electric field in two dimensions.

6.4.1 Equilibrium Dielectric Drop in a Uniform Electric Field: Effect of Cahn Number

The current phase field equation contains an electric field term, unlike the standard Cahn-Hilliard equation.
In the presence of external electric field, the equilibrium state differs from that of the Cahn-Hilliard system.
For the standard Cahn-Hilliard equation, the equilibrium interfacial profile theoretically follows the tanh
distribution [79]. For the current model, on the other hand, the equilibrium interfacial profile can no longer
be attained theoretically due to the electric field. We next simulate the equilibrium interfacial profile of
a dielectric drop in an electric field, and study the effect of the Cahn number. We compare the attained
interfacial parameters with those of the tanh profile to show their similarities.

Figure 20(a) illustrates the problem setting. We consider a 2D square domain Ω = [0, 0.5L0]× [0, 0.5L0],
where L0 = 10−5m. The bottom and top of the domain are solid walls, with an voltage V = 0 and
V = V0 = 50volt imposed respectively. A dielectric fluid drop, initially circular with a radius 0.1L0, is at
rest in the center. The permittivities of the ambient fluid and the drop are ϵ1 = 17.6ϵ0 and ϵ2 = 3.53ϵ0,
respectively, where ϵ0 denotes the vacuum permittivity. The surface tension between the two fluids is
γ = 0.01N/m. The dielectric drop deforms due to the electric field, and forms an oval at equilibrium. The
goal is to simulate the equilibrium state of the drop and investigate the effect of the Cahn number.

We employ the simpler system (16) to simulate the dielectric drop, with a non-dimensional mobility
γ1 = 0.01 and a pseudo-time step size ∆t = 10−5. The initial phase field distribution is given by

ϕ(x, y, t = 0) = tanh

√
(x− x0)2 + (y − y0)2 −R0√

2η
, (121)

where (x0, y0) = (0.25, 0.25), R0 = 0.1, and η is the Cahn number. A mesh of 900 quadrilateral elements
(Figure 20(b)) with an element order 6 is employed in the simulations.
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Figure 21: Dielectric drop in uniform electric field: Equilibrium phase field distribution (top row), and equilibrium
profile of phase field along the vertical centerline (x = 0.25) of domain (bottom row), computed using three Cahn
numbers η = 0.01, 0.005 and 0.0025.

η p = 0.95 p = 0.97 p = 0.99
simulation 0.0025 5.4 6.2 8.0

0.005 5.2 6.0 7.6
0.01 5.4 6.2 7.9

tanh profile – 5.2 5.9 7.5

Table 5: Dielectric drop in uniform electric field: Comparison of interfacial thickness δp/η from the simulation
and from the theoretical tanh profile, corresponding to several Cahn numbers. p denotes the threshold value
used for defining the interfacial thickness δp. For the tanh profile δp/η = 2

√
2 tanh−1(p).

Figure 21 shows the equilibrium distributions of the phase field ϕ, and the ϕ profiles along the vertical
centerline (x = 0.25), obtained using three Cahn numbers η = 0.01, 0.005 and 0.0025. At equilibrium the
dielectric drop is deformed, and as the Cahn number decreases the drop becomes more sharply defined. The
interfacial profiles appear to resemble a tanh profile qualitatively. We can notice a shift from the expected
±1 in the bulk value of ϕ, with the shift being smaller as η decreases, a phenomenon well-known with the
phase field method [80]. Table 5 provides a quantitative comparison of the interfacial thickness between the
simulation and the theoretical tanh profile. Here the interfacial thickness δp is defined as the thickness of
the region

{
x = (x, y) | x = 0.25,

∣∣ϕ(x)− 1
2 (ϕmax + ϕmin)

∣∣ ⩽ p
2 (ϕmax − ϕmin)

}
along the centerline, where

ϕmax and ϕmin are the maximum and minmum values of ϕ(x) in the bulk, respectively, and p < 1 is a
prescribed threshold value close to 1. For the tanh profile, the phase field distribution (in 1D) is given by
ϕ(x) = tanh x√

2η
[79], leading to an interfacial thickness δp/η = 2

√
2 tanh−1(p) based on the above definition.

Table 5 lists the δp/η corresponding to three Cahn numbers and three threshold values p = 0.95, 0.97 and
0.99, from our simulation and the tanh profile. The data suggest that the equilibrium profile of the dielectric
drop obtained from our method is largely consistent with the tanh profile.
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Figure 22: Transient dielectric drop in a uniform electric field: (a) Problem setting and configuration. (b) Spectral
element mesh with 3600 elements. L and B denote the major and minor axes, respectively.
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Figure 23: Transient dielectric drop in a uniform electric field: time histories of the deformation ratio d/d∞
computed with a range of values for the mobility γ1. Fixed Cahn number η = 0.0025. The reference curve
is from [68].

6.4.2 Transient Dielectric Drop in a Uniform Electric Field: Effect of Mobility Parameter

We next illustrate the effect of the mobility γ1 in the model on the transient process of a dielectric drop
approaching the equilibrium state in an external electric field. The mobility is known to influence the
computed dynamics with the phase field method [37, 38, 51, 52]. An inappropriate mobility may cause the
fluid interface to deviate from the equilibrium profile significantly, leading to a convective distortion and
instability [52]. The analyses in [51] suggest that the mobility should scale as γ1 ∼ η2 in order for the
phase field model to be consistent with the sharp interface limit. Our simulation is indicative of a relation
consistent with this scaling.

We consider a problem setup similar to that of Section 6.4.1. But here we focus on the transient process
as the drop deforms and approaches the equilibrium configuration, in a way similar to [68]. We simulate this
dynamic process by the full phase field model (equations (3)–(7)) and investigate the effect of the mobility
γ1. Figure 22(a) provides the problem configuration and the important parameters of the transient dielectric
drop to be monitored. In particular, we record the time histories of the major and minor axes (L and B) of
the drop and compute the deformation ratio d = (L − B)/(L + B). Following [68], this ratio is normalized

by d∞ =
R0ϵ0ϵ1V

2
0

σL2
0

9(ϵ1/ϵ2−1)2

16(ϵ1/ϵ2+2)2 . The variables involved in this expression are explained below.

We choose the physical parameters in accordance with [68], and normalize them according to Table 1.
The relevant parameters are L0 = 10−5m, ϵ0 = 8.854 × 10−12C/V · m, µ0 = 0.001Pa · s, Vd = 100V ,
ρ0 = 1000kg/m3, and the surface tension σ = 0.03N/m. The non-dimensionalized simulation parameters
include the densities ρ1 = ρ2 = 1, viscosities µ1 = µ2 = 1, the upper-wall voltage V0 = 0.5, relative
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permittivities ϵ1 = 3 and ϵ2 = 80, and the mixing energy density coefficient λ = 3
2
√
2
ση. The drop is initially

circular and at rest, with a radius R0 = 0.1 and its center located at (x0, y0) = (0.25, 0.25). The initial phase
field distribution is given by (121), and we employ a zero initial velocity. Figure 22(b) shows the mesh, with
3600 quadrilateral elements and an element order 6.

Figure 23 depicts time histories of the deformation ratio corresponding to several mobility values ranging
from γ1 = 0.05η2 to γ1 = 50η. Here the Cahn number is fixed at η = 0.0025. This figure also shows the
result from [68] as a reference. With a mobility around γ1 ∼ η2, the deformation ratio oscillates around
an equilibrium value (see the curve γ1 = 2η2), similar to [68]. With a mobility much larger than η2, the
deformation ratio reaches its equilibrium value almost instantly and no oscillation is observed. The results
indicate that the mobility values on the order η2 or larger yield essentially the same equilibrium value for the
deformation ratio. On the other hand, if γ1 is significantly lower than η2, the deformation ratio exhibits an
oscillation, but over time it can approach an equilibrium value that deviates significantly from that obtained
with mobility about η2 or larger. Overall these tests suggest that a mobility around η2 appears to yield
more reasonable dynamics. This is consistent with the theoretical analyses of [51]. In the simulations of this
paper we have employed mobility values generally on the order of η2.
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[6] Bruno Berge and Jérôme Peseux. Variable focal lens controlled by an external voltage: An application

of electrowetting. The European Physical Journal E, 3(2):159–163, 2000.
[7] Franck Boyer. A theoretical and numerical model for the study of incompressible mixture flows. Com-

puters & fluids, 31(1):41–68, 2002.
[8] Carl V Brown, Glen McHale, and Christophe L Trabi. Dielectrophoresis-driven spreading of immersed

liquid droplets. Langmuir, 31(3):1011–1016, 2015.
[9] CV Brown, GG Wells, MI Newton, and Glen McHale. Voltage-programmable liquid optical interface.

Nature Photonics, 3(7):403–405, 2009.
[10] E. Campillo-Funollet, G. Grun, and F. Klingbeil. On modeling and simulation of electrokinetic phe-

nomena in two-phase flow with general mass densities. SIAM J. Appl. Math., 72:1899–1925, 2012.
[11] David J Chappell and Reuben D O’Dea. Numerical-asymptotic models for the manipulation of viscous

films via dielectrophoresis. Journal of Fluid Mechanics, 901, 2020.
[12] D. Chugh and K.V.I.S. Kaler. Leveraging liquid dielectrophoresis for microfluidic applications. Biomed.

Mater., 3:34009, 2008.
[13] D. Chung and D.I. Pullin. Direct numerical simulation and large-eddy simulation of stationary buoyancy-

driven turbulence. Journal of Fluid Mechanics, 643:279–308, 2010.
[14] Christopher G Cooney, Chao-Yi Chen, Michael R Emerling, Ali Nadim, and James D Sterling. Elec-

trowetting droplet microfluidics on a single planar surface. Microfluidics and Nanofluidics, 2(5):435–446,
2006.

[15] M.S. Day and J.B. Bell. Numerical simulation of laminar reacting flows with complex chemistry. Com-
bustion Theory and Modelling, 4:535–556, 2000.

[16] Marc De Montigny and Germain Rousseaux. On the electrodynamics of moving bodies at low velocities.
European journal of physics, 27(4):755, 2006.

[17] Hang Ding, Peter DM Spelt, and Chang Shu. Diffuse interface model for incompressible two-phase flows
with large density ratios. Journal of Computational Physics, 226(2):2078–2095, 2007.

40



[18] S Dong. On imposing dynamic contact-angle boundary conditions for wall-bounded liquid–gas flows.
Computer Methods in Applied Mechanics and Engineering, 247:179–200, 2012.

[19] S. Dong. An efficient algorithm for incompressible N-phase flows. Journal of Computational Physics,
276:691–728, 2014.

[20] S. Dong. An outflow boundary condition and algorithm for incompressible two-phase flows with phase
field approach. Journal of Computational Physics, 266:47–73, 2014.

[21] S. Dong. Physical formulation and numerical algorithm for simulating N immiscible incompressible
fluids involving general order parameters. Journal of Computational Physics, 283:98–128, 2015.

[22] S. Dong. Wall-bounded multiphase flows of N immiscible incompressible fluids: consistency and contact-
angle boundary condition. Journal of Computational Physics, 338:21–67, 2017.

[23] S. Dong. Multiphase flows of N immiscible incompressible fluids: a reduction-consistent and
thermodynamically-consistent formulation and associated algorithm. Journal of Computational Physics,
361:1–49, 2018.

[24] S. Dong and J. Shen. A time-stepping scheme involving constant coefficient matrices for phase-field
simulations of two-phase incompressible flows with large density ratios. Journal of Computational
Physics, 231(17):5788–5804, 2012.

[25] C Eck, M Fontelos, G Grün, F Klingbeil, and O Vantzos. On a phase-field model for electrowetting.
Interfaces Free Bound, 11(2):259–290, 2009.

[26] Andrew MJ Edwards, Carl Vernon Brown, Michael I Newton, and Glen McHale. Dielectrowetting: The
past, present and future. Current opinion in colloid & interface science, 36:28–36, 2018.

[27] Helge Engan. Excitation of elastic surface waves by spatial harmonics of interdigital transducers. IEEE
Transactions on Electron Devices, 16(12):1014–1017, 1969.

[28] Peter RC Gascoyne, Jody V Vykoukal, Jon A Schwartz, Thomas J Anderson, Daynene M Vykoukal,
KWayne Current, Charles McConaghy, Frederick F Becker, and Craig Andrews. Dielectrophoresis-based
programmable fluidic processors. Lab on a Chip, 4(4):299–309, 2004.

[29] Hongyao Geng and Sung Kwon Cho. Dielectrowetting for digital microfluidics: principle and application.
a critical review. Reviews of Adhesion and Adhesives, 5(3):268–302, 2017.

[30] Y. Gong, J. Zhao, and Q. Wang. An energy stable algorithm for a quasi-incompressible hydrodynamic
phase-field model of viscous fluid mixtures with variable densities and viscosities. Computer Physics
Communications, 219:20–34, 2017.

[31] G. Grun and F. Klingbeil. Two-phase flow with mass density contrast: stable schemes for a thermo-
dynamically consistent and frame-indifferent diffuse-interface model. J. Comput. Phys., 257:708–725,
2014.

[32] Z. Guo, P. Lin, J. Lowengrub, and S.M. Wise. Mass conservative and energy stable finite difference
methods for the quasi-incompressible Navier-Stokes-Cahn-Hilliard system: primitive and projecton-type
schemes. Comput. Meth. Appl. Mech. Engrg., 326:144–174, 2017.

[33] Z. Guo, P. Lin, and J.S. Lowengrub. A numerical method for the quadi-incompressible Cahn-Hilliard-
Navier-Stokes equations for variable density flows with a discrete energy law. J. Comput. Phys., 276:486–
507, 2014.

[34] Morton E Gurtin, Debra Polignone, and Jorge Vinals. Two-phase binary fluids and immiscible fluids
described by an order parameter. Mathematical Models and Methods in Applied Sciences, 6(06):815–831,
1996.

[35] Robert A Hayes and B Johan Feenstra. Video-speed electronic paper based on electrowetting. Nature,
425(6956):383–385, 2003.

[36] John David Jackson. Classical electrodynamics, 1999.
[37] D. Jacqmin. Calculation of two-phase Navier-Stokes flows using phase-field modeling. Journal of

Computal Physics, 155:96–127, 1999.
[38] D. Jacqmin. Contact-line dynamics of a diffuse fluid interface. Journal of Fluid Mechanics, 402:57–88,

2000.
[39] T.B. Jones. Liquid dielectrophoresis on the microscale. J. Electrostat., 51:290–299, 2001.
[40] T.B. Jones, M. Gunji, M. Washizu, and M.J. Feldman. Dielectrophoresis liquid actuation and nan-

odroplet formation. Journal of Applied Physics, 89:1441–1448, 2001.
[41] T.B. Jones, M.P. Perry, and J.R. Melcher. Dielectric siphons. Science, 174:1232–1233, 1971.
[42] J. Kim and J. Lowengrub. Phase field modeling and simulation of three-phase flows. Interfaces and

41



Free Boundaries, 7:435–466, 2005.
[43] L.D. Landau and E.M. Lifshitz. Electrodynamics of continuous media, volume 8. Elsevier, 2013.
[44] Yuan Lin, Paal Skjetne, and Andreas Carlson. A phase field model for multiphase electro-hydrodynamic

flow. International Journal of Multiphase Flow, 45:1–11, 2012.
[45] G. Linga, A. Bolet, and J. Mathiesen. Bernaise: A flexible framework for simulating two-phase electro-

hydrodynamic flows in complex domains. Frontiers in Ohysics, 7:21, 2019.
[46] G. Linga, A. Bolet, and J. Mathiesen. Transient electrohydrodynamic flow with concentration-dependent

fluid properties: Modeling and energy-stable schemes. Journal of Computational Physics, 412:109430,
2020.

[47] Gaute Linga, Asger Bolet, and Joachim Mathiesen. Controlling wetting with electrolytic solutions:
Phase-field simulations of a droplet-conductor system. Physical Review E, 98(1):013101, 2018.

[48] C. Liu and J. Shen. A phase field model for the mixture of two incompressible fluids and its approxi-
mation by a fourier-spectral method. Physica D, 179:211–228, 2003.

[49] C. Liu, J. Shen, and X. Yang. Decoupled energy stable schemes for a phase-field model of two-phase
incompressible flows with variable density. Journal of Scientific Computing, 62:601–622, 2015.

[50] J. Lowengrub and L. Truskinovsky. Quasi-incompressible Cahn-Hilliard fluids and topological transi-
tions. Proceedings of Royal Society London A, 454:2617–2654, 1998.

[51] Francesco Magaletti, Francesco Picano, Mauro Chinappi, Luca Marino, and Carlo Massimo Casciola.
The sharp-interface limit of the Cahn-Hilliard/Navier-Stokes model for binary fluids. Journal of Fluid
Mechanics, 714:95–126, 2013.

[52] Xiaoyu Mao, Vaibhav Joshi, and Rajeev Jaiman. A variational interface-preserving and conservative
phase-field method for the surface tension effect in two-phase flows. Journal of Computational Physics,
433:110166, 2021.

[53] Glen McHale, Carl V Brown, Michael I Newton, Gary G Wells, and Naresh Sampara. Developing
interface localized liquid dielectrophoresis for optical applications. In Optical design and testing V,
volume 8557, pages 13–20. SPIE, 2012.

[54] Glen McHale, CV Brown, MI Newton, GG Wells, and Naresh Sampara. Dielectrowetting driven spread-
ing of droplets. Physical review letters, 107(18):186101, 2011.

[55] S. Metzger. On numerical schemes for phase field models for electrowetting with electrolyte solutions.
Proc. Appl. Math Mech., 15:715–718, 2015.

[56] S. Metzger. On stable dissipation reducing splitting schemes for two-phase flow of electrolytic solutions.
Numer. Algor., 80:1361–1390, 2019.

[57] Frieder Mugele and Jean-Christophe Baret. Electrowetting: from basics to applications. Journal of
physics: condensed matter, 17(28):R705, 2005.

[58] Ricardo H Nochetto, Abner J Salgado, and ShawnWWalker. A diffuse interface model for electrowetting
with moving contact lines. Mathematical Models and Methods in Applied Sciences, 24(01):67–111, 2014.

[59] Herbert A Pohl. The motion and precipitation of suspensoids in divergent electric fields. Journal of
applied Physics, 22(7):869–871, 1951.

[60] L. Rayleigh. On the theory of surface forces II. Phil. Mag., 33:209, 1892.
[61] M. Schorpour Roudbari, G. Simsek, E.H. van Brummelen, and K.G. van der Zee. Diffuse-interface two-

phase flow models with different densities: a new quasi-incompressible form and a linear energy-stable
method. Mathematical Models and Methods in Applied Sciences, 28:733–770, 2018.

[62] A.J. Salgado. A diffuse interface fractional time-stepping technique for incompressible two-phase flows
with moving contact lines. ESAIM: Mathematical Modeling and Numerical Analysis, 47:743–769, 2013.

[63] D.A. Saville. Electrohydrodynamics: the Taylor-Melcher leaky dielectric model. Annual review of fluid
mechanics, 29(1):27–64, 1997.

[64] J. Shen and X. Yang. A phase-field model and its numerical approximation for two-phase incompressible
flows with different densities and viscosities. SIAM Journal on Scientific Computing, 32:1159–1179, 2010.

[65] J. Shen and X. Yang. Decoupled energy stable schemes for phase-field models of two-phase incompress-
ible flows. SIAM J. Numer. Anal., 53:279–296, 2015.

[66] J. Shen, X. Yang, and Q. Wang. On mass conservation in phase field models for binary fluids. Com-
minications in Computational Physics, 13:1045–1065, 2013.

[67] Vijay Srinivasan, Vamsee K Pamula, and Richard B Fair. An integrated digital microfluidic lab-on-a-chip
for clinical diagnostics on human physiological fluids. Lab on a Chip, 4(4):310–315, 2004.

42



[68] Graeme Supeene, Charles R Koch, and Subir Bhattacharjee. Deformation of a droplet in an electric
field: Nonlinear transient response in perfect and leaky dielectric media. Journal of colloid and interface
science, 318(2):463–476, 2008.

[69] M.F.P. ten Eikelder, K.G. van der Zee, I. Akkerman, and D. Schillinger. A unified framework for
Navier-Stokes Cahn-Hilliard models with non-matching densities. Mathematical Models and Methods in
Applied Sciences, 33:175–221, 2023.

[70] Hongmiao Tian, Jinyou Shao, Yucheng Ding, Xiangming Li, and Hongzhong Liu. Numerical character-
ization of electrohydrodynamic micro- or nanopatterning processes based on a phase-field formulation
of liquid dielectrophoresis. Langmuir, 29(15):4703–4714, 2013.

[71] J. van der Waals. The thermodynamic theory of capillarity under the hypothesis of a continuous density
variation. J. Stat. Phys., 20:197–244, 1893.

[72] Sheng Wang, Junxiang Shi, Hsiu-Hung Chen, Tiancheng Xu, and Chung-Lung Chen. Numerical and
experimental investigation of bubble dynamics via electrowetting-on-dielectric (ewod). In International
Conference on Micro/Nanoscale Heat Transfer, volume 49651, page V001T04A003. American Society
of Mechanical Engineers, 2016.

[73] Yanbo Xie, Miao Sun, Mingliang Jin, Guofu Zhou, and Lingling Shui. Two-phase microfluidic flow
modeling in an electrowetting display microwell. The European Physical Journal E, 39(2):1–5, 2016.

[74] Su Xu, Hongwen Ren, and Shin-Tson Wu. Dielectrophoretically tunable optofluidic devices. Journal of
Physics D: Applied Physics, 46(48):483001, 2013.

[75] Qingzhen Yang, Ben Q Li, and Yucheng Ding. 3d phase field modeling of electrohydrodynamic multi-
phase flows. International Journal of Multiphase Flow, 57:1–9, 2013.

[76] Qingzhen Yang, Ben Q Li, Jinyou Shao, and Yucheng Ding. A phase field numerical study of 3d
bubble rising in viscous fluids under an electric field. International Journal of Heat and Mass Transfer,
78:820–829, 2014.

[77] H. Yu and X. Yang. Numerical approximations for a phase-field moving contact line model with variable
densities and viscosities. Journal of Computational Physics, 334:665–686, 2017.

[78] P. Yue. Thermodynamically consistent phase-field modeling of contact angle hysteresis. Journal of
Fluid Mechanics, 899:A15, 2020.

[79] P. Yue, J.J. Feng, C. Liu, and J. Shen. A diffuse-interface method for simulating two-phase flows of
complex fluids. Journal of Fluid Mechanics, 515:293–317, 2004.

[80] P. Yue, C. Zhou, and J.J. Feng. Spontaneous shrinkage of drops and mass conservation in phase-field
simulations. Journal of Computal Physics, 223:1–9, 2007.

[81] Q. Zhao and W. Ren. A finite element method for electrowetting on dielectric. Journal of Computational
Physics, 429:109998, 2021.

43


	Introduction
	Phase Field Model for Two-Phase Dielectric Fluids
	Governing Equations
	Reduction Consistency
	Energy Law
	Equilibrium Solution
	Normalization, Computational Domain, and Boundary/Initial Conditions

	Numerical Algorithm
	Algorithm Formulation
	Implementation and Spatial Discretization
	Two Dimensions
	Three Dimensions


	Representative Numerical Simulations
	Convergence Test
	Equilibrium Dielectric Drop on a Wall
	Equilibrium Dielectric Film on a Surface
	Equilibrium Simulation Using the Simpler System
	Comparison with Full-Model Simulation

	Dynamic Simulations
	Transport of a Dielectric Drop on a Wall
	Coalescence of Two Dielectric Liquid Drops


	Concluding Remarks
	Appendix: Model Development and Further Numerical Tests
	Development of Phase Field Model for Two-Phase Dielectric Flows
	Computational Cost
	Convergence Test on the h-Refinement of Method
	Numerical Tests on the Cahn Number and Mobility Parameter
	Equilibrium Dielectric Drop in a Uniform Electric Field: Effect of Cahn Number
	Transient Dielectric Drop in a Uniform Electric Field: Effect of Mobility Parameter



