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Abstract

We present two effective methods for solving high-dimensional partial differential equations (PDE)
based on randomized neural networks. Motivated by the universal approximation property of this type
of networks, both methods extend the extreme learning machine (ELM) approach from low to high
dimensions. With the first method the unknown solution field in d dimensions is represented by a ran-
domized feed-forward neural network, in which the hidden-layer parameters are randomly assigned and
fixed while the output-layer parameters are trained. The PDE and the boundary/initial conditions, as
well as the continuity conditions (for the local variant of the method), are enforced on a set of random
interior /boundary collocation points. The resultant linear or nonlinear algebraic system, through its least
squares solution, provides the trained values for the network parameters. With the second method the
high-dimensional PDE problem is reformulated through a constrained expression based on an Approxi-
mate variant of the Theory of Functional Connections (A-TFC), which avoids the exponential growth in
the number of terms of TFC as the dimension increases. The free field function in the A-TFC constrained
expression is represented by a randomized neural network and is trained by a procedure analogous to the
first method. We present ample numerical simulations for a number of high-dimensional linear /nonlinear
stationary /dynamic PDEs to demonstrate their performance. These methods can produce accurate solu-
tions to high-dimensional PDEs, in particular with their errors reaching levels not far from the machine
accuracy for relatively lower dimensions. Compared with the physics-informed neural network (PINN)
method, the current method is both cost-effective and more accurate for high-dimensional PDEs.

Key words: high-dimensional PDE, extreme learning machine, randomized neural network, deep neural net-
work, scientific machine learning, deep learning

1 Introduction

This work concerns the numerical approximation of partial differential equations (PDEs) in higher dimensions
(typically beyond three). Mathematical models describing natural and physical processes or phenomena are
usually expressed in PDEs. In a number of fields and domains, including physics, biology and finance,
the models are naturally formulated in terms of high-dimensional PDEs. Well-known examples include
the Schrodinger equation for many-body problems in quantum mechanics, the Black-Scholes equation for
the price evolution of financial derivatives, and the Hamilton-Jacobi-Bellman (HJB) equation in dynamic
programming and game theory [32, 80]. Development of computational techniques for PDEs is a primary
thrust in scientific computing. In low dimensions, traditional numerical methods such as the finite difference,
finite element (FEM), finite volume, and spectral type methods (and their variants), which are typically
grid- or mesh-based, have achieved a tremendous success and are routinely used in computational science
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and engineering applications. For high-dimensional PDEs, on the other hand, these mesh-based approaches
encounter severe challenges owing to the curse of dimensionality, because the computational effort /complexity
involved therein grows exponentially with increasing problem dimension [5, 13, 40, 33].

In the past few years deep neural networks (DNN or NN) have emerged as a promising approach to
alleviate or overcome the curse of dimensionality for solving high-dimensional PDEs [4, 6, 39, 45]. DNN-
based methods usually compute the PDE solution in a mesh-free manner by transforming the PDE problem
into an optimization problem. The PDE and the boundary/initial conditions are encoded into the loss
function by penalizing their residual norms on a set of sampling points. The differential operators involved
therein are typically computed by automatic differentiation. The loss function is minimized by an optimizer,
usually based on some flavor of gradient descent type algorithms [34]. Early works on NN-based methods for
differential equations can be traced to the 1990s (see e.g. [50, 64, 14]). More recent prominent methods in this
area include the physics-informed neural network (PINN) method [78], deep Galerkin method (DGM) [84],
deep Ritz method [25], deep Nitsche method [55], deep mixed residual method [63], as well as other related
approaches, variants and extensions (see e.g. [98, 67, 52, 44, 43, 12, 88, 87, 46, 60, 48, 93, 17, 68, 61, 1, 74|,
among others). Another approach for solving high-dimensional PDEs is to reformulate the problem using
stochastic differential equations, thus casting the PDE problem into a learning problem. Representative
techniques of this type include the deep backward stochastic differential equation (Deep BSDE) [24, 32]
and the forward-backward stochastic neural network method [77]. Temporal difference learning has been
employed in [95, 59| for solving high-dimensional parabolic PDEs and partial integro-differential equations,
which discretizes the problem in time and represents the solution by a neural network at each time step. A
data-driven method is developed in [68] to approximate the semi-global solutions to the HIB equations for
high-dimensional nonlinear systems and to compute the optimal feedback controls. In [61] the generalization
error bounds are derived for two-layer neural networks in the framework of deep Ritz method for solving two
elliptic PDEs, and it is shown that the errors are independent of the problem dimension. We would also like
to refer the reader to [90] for a recent review of NN-based techniques for high-dimensional PDEs.

For the neural network-based techniques reviewed above for high-dimensional PDEs, all the weight /bias
parameters in the neural network are trained and determined by an optimizer, which in most cases is Adam,
L-BFGS or some related variant. Unlike these methods, in the current work we consider another type of
neural networks for the computation of high-dimensional PDEs, referred to as randomized neural networks
(or random-weight neural networks), in which a subset of the network parameters is assigned to random
values and fixed (not trainable) while the rest of the network parameters are trained.

Randomness has long been exploited in neural networks [81]. Randomized neural networks can be traced
to the un-organized machine by Turing [89] and the perceptron by Rosenblatt [79] in the 1950s. Since the
early 1990s, methods based on randomized NNs have witnessed a strong resurgence and expansion [85, 11],
with prominent techniques widely applied and exerting a profound influence over a variety of areas [81, 29].

A simple strategy underlies randomized neural networks. Since it is extremely hard and expensive
to optimize the full set of weight/bias parameters in the neural network, it seems sensible if a subset of
the network parameters is randomly assigned and fixed, so that the resultant optimization problem of
network training can become simpler, and in certain cases linear, hopefully without severely sacrificing the
network’s achievable approximation capacity [21, 70]. When applied to different types of neural networks or
under different configurations, randomization gives rise to several techniques, including the random vector
functional link (RVFL) network [73, 72, 41], the extreme learning machine (ELM) [37, 38|, and the echo-state
network [42, 62|, among others.

We consider the extreme learning machine (ELM) approach for high-dimensional PDE problems. The
original work on ELM was [36, 37|, developed for linear classification and regression problems with single
hidden-layer feed-forward neural networks. This method has since found widespread applications in many
fields [35, 2|]. ELM is characterized by two ideas, randomly-assigned non-trainable (fixed) hidden-layer
parameters, and trainable linear output-layer parameters determined by linear least squares method or by the
pseudo-inverse of coefficient matrix [72, 8]. Randomized neural networks of the ELM type and its close cousin
RVFL type, with a single hidden layer, are universal function approximators. Their universal approximation
ability has been established by the theoretical studies of [41, 51, 38, 69]. In particular, the expected rate
of convergence for approximating Lipschitz continuous functions has been provided by [41, 76, 69] (see also
Section 2.2 below).

The adoption of ELM for scientific computing, in particular for the numerical solution of differential



equations, occurs only fairly recently. The existing works in this area have been confined to PDEs in
low dimensions (primarily one or two spacial dimensions) or ordinary differential equations (ODEs) so far.
Early works in this regard [91, 86, 57] have used polynomials (e.g. Chebyshev, Legendre, Bernstein) as
activation functions for solving linear ODEs/PDEs. Subsequent contributions have explored other types of
functions and made advances on a variety of fronts. While many studies are confined to linear ODE/PDE
problems (see e.g. [71, 22, 58, 10, 23, 54, 75, 9]), ELM-based methods for nonlinear PDEs/ODEs have
been developed in e.g. [15, 16, 83, 26, 21, 82, 70, 19, 27, 28] (among others). As has become clear from
these studies, the ELM technique can produce highly accurate solutions to linear and nonlinear PDEs
in low dimensions (and ODEs) with a competitive computational cost. For smooth solutions the ELM
errors decrease exponentially as the number of degrees of freedom (number of training points, or number
of trainable parameters) increases [15, 70|, reminiscent of the traditional high-order methods such as the
spectral or spectral element techniques [47, 94, 97, 18, 92, 56]. Their errors can reach the level of machine
accuracy as the degrees of freedom become large [21]. In the presence of local complex features (e.g. sharp
gradient) in the solution field, a combination of domain decomposition and ELM, referred to as local ELM (or
locELM) in [15], will be critical to achieving a high accuracy [70]. ELM-based methods have been compared
extensively with the traditional numerical methods (e.g. classical FEM, high-order finite elements) and with
the dominant DNN-based solvers (e.g. PINN/DGM) for low-dimensional PDE problems; see e.g. [21, 15].
ELM far outperforms the classical FEM, and also outperforms the high-order FEM markedly when the
problem size is not very small [21]. With a small problem size, the performance of ELM and high-order FEM
is comparable, with the latter being slightly better [21]. Here “outperform” refers to the ability of a method
to achieve a better accuracy under the same computational cost or to incur a lower computational cost for
the same accuracy. ELM also considerably outperforms DGM and PINN for low-dimensional problems [15].
Very recently it has been shown by [19] that the ELM-based method exhibits a spectral accuracy for solving
inverse PDE problems (in low dimensions) if the measurement data is noise-free, when the network is trained
by nonlinear least squares or the variable projection algorithm [20].

In the current paper we focus on the computation of high-dimensional PDEs with the ELM-based ap-
proach. There seems to be very little investigation in this aspect so far.

We are especially interested in the following question:
e Is the ELM-type randomized neural network approach effective for computational PDEs in high di-
mensions?
The objective of this paper is to present two ELM-based methods for solving high-dimensional PDEs, and to
demonstrate with numerical simulations that these methods provide a positive answer to the above question,
at least for the range of problem dimensions studied in this paper.

The first method (termed simply ELM herein) extends the ELM technique and its local variant locELM
developed in [15] (for low-dimensional problems) to linear and nonlinear PDEs in high dimensions. The
solution field to the high-dimensional PDE problem is represented by a randomized feed-forward neural
network, with its hidden-layer coefficients randomly assigned and fixed and its output-layer coefficients
trained. Enforcing the PDE, the boundary and initial conditions on a random set of collocation points from
the domain interior and domain boundaries gives rise to a linear or nonlinear algebraic system of equations
about the trainable NN parameters. We seek a least squares solution to this algebraic system, attained by
either linear or nonlinear least squares method, which provides the trained values for the network parameters.
In the local variant of this method, the high-dimensional domain is decomposed along a maximum of M
(M = 2 herein) directions, and the solution field on each sub-domain is represented by an ELM-type



randomized neural network. We enforce the PDE, the boundary/initial conditions and appropriate continuity
conditions across sub-domains on a set of random collocation points from each sub-domain, from the domain
boundaries and from the shared sub-domain boundaries. The resultant linear or nonlinear algebraic system
yields, by its least squares solution, the trained values for the network parameters of the local NNs.

The second method (termed ELM/A-TFC herein) combines the ELM approach and an approximate vari-
ant of the theory of functional connections (TFC) for solving high-dimensional PDEs. TFC [65, 66] provides
a systematic approach for enforcing the boundary /initial conditions through a constrained expression (see
e.g. [83,49]). However, the number of terms in TFC constrained expressions grows exponentially with respect
to the problem dimension, rendering TFC infeasible for high-dimensional problems. By noting a hierarchical
decomposition of the constrained expression, we introduce an approximate variant of TFC (referred to as
A-TFC herein) that retains only the dominant terms therein. A-TFC avoids the exponential growth in the
number of terms of TFC and is suitable for high-dimensional problems. On the other hand, since A-TFC
is an approximation of TFC, its constrained expression does not satisfy the boundary conditions uncon-
ditionally for an arbitrary free function contained therein. However, the conditions for the free function
of the A-TFC constrained expression in general involve functions of a simpler form, which is effectively a
linearized form of those of the original boundary /initial conditions. A-TFC represents a trade-off. It carries
a level of benefit of TFC for enforcing the boundary/initial conditions and is simultaneously suitable for
high-dimensional PDEs. The ELM/A-TFC method uses the A-TFC constrained expression to reformulate
the given high-dimensional PDE problem into a transformed problem about the free function contained in
the expression. This free function is then represented by an ELM-type randomized neural network, and the
reformulated PDE problem is enforced on a set of random collocation points. The least squares solution to
the resultant algebraic system provides the trained values for the network parameters, thus leading to the
solution for the free function. The solution to the original high-dimensional PDE problem is then computed
based on the A-TFC constrained expression.

Ample numerical simulations are presented to test these methods for a number of high-dimensional PDEs
that are linear or nonlinear, stationary or time-dependent. The current method has also been compared with
the PINN method for a range of problem dimensions. The numerical results show that the current methods
exhibit a clear sense of convergence with respect to the number of training parameters and the number of
boundary collocation points for high-dimensional PDEs. The rate of convergence is close to exponential for
an initial range of parameter values (before saturation). These methods can capture the solutions to high-
dimensional PDEs quite accurately, in particular with their errors reaching levels not far from the machine
accuracy for comparatively lower dimensions. The error levels produced by these two methods are generally
comparable, with ELM/A-TFC appearing slightly better in lower dimensions. On the other hand, ELM
generally involves a smaller computational effort and cost than ELM/A-TFC. Compared with PINN, the
current ELM method can achieve a significantly better accuracy under a markedly lower computational cost
(network training time) for solving high-dimensional PDEs.

The contributions of this paper lie in the ELM method and the ELM/A-TFC method presented herein
for computing high-dimensional PDE problems. To the best of the authors’ knowledge, this seems to be the
first physics-informed technique based on ELM-type randomized neural networks for solving high-dimensional
PDEs.

The methods presented in this paper are implemented in Python based on the Tensorflow and Keras
libraries. The linear and nonlinear least squares methods are based on routines from the Scipy library. The
numerical simulations are performed on a MAC computer (Apple M1 Chip, 8 cores, 8GB memory, 250GB
hard disk, macOS Ventura) in the authors’ institution.

The rest of this paper is organized as follows. In Section 2 we first briefly recall the theoretical result
on ELM-type randomized NNs for function approximations in high dimensions, and then describe the ELM
method and the ELM/A-TFC method for solving high-dimensional PDEs. In Section 3 we present extensive
numerical simulations to test these two methods with several linear and nonlinear, stationary and dynamic
PDEs for a range of problem dimensions. The current method is also compared with PINN. Section 4
concludes the presentation with a summary of the results and some further remarks.



2 Extreme Learning Machine for High-Dimensional PDEs

Suppose = Q1 x Qy X --- x g is a domain in R? (d being a positive integer) with boundary 02, where
Q; = [a;, b;] for given constants a; and b; (1 < i < d). We consider the boundary value problem below,

Lu(x) + pN(u(z)) = Q(z), =€, (1a)
Bu(xz) = H(x), x € 0. (1b)

Here £ and N are linear and nonlinear differential operators, respectively. u(z) € R is the unknown field
to be computed. B is a linear differential or algebraic operator, and equation (1b) represents the boundary
conditions. @) and H are given functions, and p is a constant. If y = 0, the problem is linear. We assume
that £ may contain time derivatives (e.g. % or g—;, with ¢ being the time variable). In this case, the problem
is time dependent, and we will treat ¢ in the same fashion as x. More specifically, we will treat this as a
(d+1)-dimensional problem with ¢ as the last dimension, = (21,..., 24, Z4+1 = t), where z; (1 <i < d+1)
denotes the components of z. Accordingly, in this case we will assume that (1b) contains appropriate initial
conditions with respect to t. The point here is that the problem (1) may represent an initial/boundary value
problem, and we will not distinguish this case in the following discussions unless necessary.

In what follows we present two methods for solving the system (1). The first is an extension to high
dimensions of the ELM technique originally developed in [15] for low-dimensional problems. The second
method is a combination of ELM with an approximate variant of the Theory of Functional Connections,
termed A-TFC, which avoids the exponential growth in the computational effort of TFC in high dimensions.

2.1 Randomized Feed-Forward Neural Networks

We consider the approximation of the solution field u(x) to system (1) by a randomized feed-forward neural
network. A feed-forward neural network (FNN) having (L + 1) (L > 2) layers represents a parameterized
function G(z; ) given by (for the input = and parameter 6) [31],

G(x;0)=Wr-c Wr_1-0(-0c(Wa-oc(Wy-xz+b1)+b2)-+)+br_1)+0bp, (2)

where W; and b; (1 < i < L) are the weight and bias in the i-th layer, § = (W1,..., Wyg,by,...,br), and
o : R — R is the activation function. Layer 0 (input layer) contains d nodes, representing the components
of z, and layer L (output layer) contains a single node, representing u(z). The layers in between are the
hidden layers. Note that the output layer in (2) is linear, with no activation function applied. In the current
paper we further assume that the output layer has zero bias, i.e. by, = 0.

A randomized feed-forward neural network is an FNN in which a subset of the network parameters 6
are assigned to random values and fixed (non-trainable), while only the rest of the network parameters
are trained. Extreme learning machine (ELM) [37] is one type of randomized neural networks, in which
all the hidden-layer coefficients are randomly assigned and fixed and only the output-layer coefficients are
trained [15]. In the current work we approximate the solution field u(z) to the system (1) by ELM, and
assign the network coefficients in all the hidden layers to uniform random values from the interval [— R, Ry,
where R,, is a constant. We note that it is possible to assign the random parameters in other fashions, e.g. by
fixing the hidden-layer weights/biases to ones or zeros and randomly assigning a shape parameter introduced
in the activation function such as in [27].

Remark 1. While multiple hidden layers can be employed in ELM networks, computational experience
seems to indicate that a deeper network does not in general deliver better simulation results (they usually
seem somewhat worse) compared with a shallow network with ELM. In practice, a small number of hidden
layers (e.g. one, or perhaps two) are usually employed in the actual simulations with ELM; see e.g. [15]
(among others). In the numerical simulations with high-dimensional PDEs in this paper, we have employed
ELM networks with a single hidden layer (see Section 3).

2.2 Randomized NNs for High-Dimensional Function Approximation

Extreme learning machines (or RVFL networks) are universal function approximators; see e.g. [41, 38].
The universal approximation theorems [41, 38| basically state that any given continuous function can be



approximated by a randomized NN having a single hidden layer, in which the hidden-layer coefficients are
randomly assigned and fixed and the output-layer coefficients can be adjusted/trained, to any desired degree
of accuracy, if the number of hidden units is sufficiently large.

We next recall the result from [41] concerning the convergence rate of randomized NNs for function
approximations in high dimensions, which motivates the development of the current methods for high-
dimensional computational PDEs.

Define I¢ := [0,1]¢ and consider a continuous function f € C(I?) satisfying the Lipschitz condition, i.e.,
there exists a constant v > 0 such that for any x,y € I¢,

|f(@) = fW)] < vl =yl (3)
where ||z — yl| := Zle |z; — y;i|. To approximate f, we construct a sequence functions {f,, } as follows,
n
fuon (@) = ajg(w; -z +b)), (4)
j=1
where wy, is defined as wy, := (n,a1,...,an,b1,...,bp, w1, ..., wy,). In particular, A, ;= {b1,..., by, w1,..., Wy}
denotes a set of random parameters from some probabilistic space Sy, (), o), where « is a parameter. The
corresponding probability measure p, oo is specified as follows. Suppose Wy = (Wo1,...,Wod), Yo =
(Y01, - - -,Yoa) and ug are independent and uniformly distributed in V¢ = [0,9] x --- x [-Q,9Q], I? and
[—29, 29, respectively. Then wy = awy and by = —wy - yo — ug. (w1,...,wy) and (by,...,b,) are two sets

of samples of the random variables wy and by. g in (4) is the activation function, chosen to be absolutely
integrable, i.e.,

/RgQ(x)dx < +00. (5)

We further restrict g on some compact support Hle[fﬂwi, Bw;] to get gs (B denotes a parameter). Then
the following result holds.

Theorem 1. [{1] For any f € C(I?%) satisfying (3), any compact K C I? that is a proper subset of 1%, and
any activation function gg satisfying (5), there exists a sequence of {f.,} and probability measure pin 0.q
such that

B [ 17(e) = fu, (@) Pds < o2, ©)
K

n
for some constant C'y 4.0 a,8,4 independent of n.

Remark 2. The theorem can be generalized when I? is replaced by [a,b]? by a change of variables. We omit
this detail and consider the generic situation.

Remark 3. It is notable that the approxzimation error is of the order 1/+/n as the number of basis functions
n increases, irrespective of the dimension d. This indicates that the approzimation (4) with random basis
functions can be effective for high dimensions. On the other hand, one notes from [3] that the approximation
by linear combinations of deterministic and fixed bases leads to an approximation error on the order of
O(l/né). In other words, if deterministic and fized basis functions are used, it is impossible to avoid the
exponential growth in d for the number of basis functions. The randomized bases (such as in ELM and RVFL),
however, can be effective for high-dimensional function approximations in the sense of the expectation.

2.3 Solving High-Dimensional PDEs with ELM

Adopting ELM for computational PDEs is characterized by two ideas: (i) The hidden-layer coefficients
are assigned to random values and fixed, and only the output-layer coefficients are trainable, as already
mentioned previously. (ii) The trainable network parameters are determined by the linear or nonlinear least
squares method [15], not by the gradient descent type algorithms. This means that in equation (2) the



coefficients (W;,b;) for 1 <4 < L — 1 will be assigned to uniform random values from [—R;,, R,,] and fixed,
while only Wy, is trained (noting that we set by, = 0).

Let N,, denote the number of nodes in the last hidden layer of the neural network, and V;(z) (1 < j < N,)
denote the output fields of the last hidden layer. Then equation (2) can be written into,

Ny
u(x) = Zd)JV](x) =V(z)®, =€, (7)

where V(z) = (Vi(x),..., VN, (z)) = c(Wr_1-0(---0c(Wa-o(Wy-x+b)+be)--+)+br_1), and & =
(¢1,...,6n,)T = Wr. Note that V(z) is fixed once the hidden-layer coefficients are randomly assigned and
¢; (1 <j < N,) are the output-layer coefficients (trainable parameters) of ELM.

The residual function of the system (1) is,

RPée(z, ®) LV(2)® + pN(V(z)®) — Q(z), z € Q
Rlzy @) = [Rw P) } = [ BV(y)® — H{y), y & 0 (8)

where RP9® and RP° are the residuals corresponding to the PDE and the boundary /initial conditions, re-
spectively.

We next choose a set of collocation points from the domain interior and the domain boundaries, and
enforce the residual function (8) to be zero on these collocation points. For solving high-dimensional PDEs
we will employ a set of random collocation points from the interior/boundary of the domain in this work.
We note that the regular grid points, which have been used with ELM in e.g. [15, 16, 21, 70, 19] as the
sampling points for low-dimensional problems, are not feasible for high-dimensional PDEs, because of the
exponential growth in the number of points with increasing dimension.

More specifically, the collocation points are set as follows. Let NVj, denote the number of random colloca-
tion points in the interior of €2, and Np. denote the number of random collocation points on each hyperface
of 0f). To generate the interior collocation points we set

P = (z14,...,24,), fori€ [Ny, (9)

where z;; € (a;,b;) is a uniform random value for j € [d]. Here we have used the notation in combinatorics
that [d] = {1,...,d}. For the boundary collocation points, we choose Ny, random points on each hyperface
of 99, which is a (d — 1)-dimensional hyperplane, and there are 2d hyperfaces in total. The total number of
boundary collocation points is Nf%" = 2dNy,.. For i € [Ny], j € [d] and | € {0,1}, we set

P)i,j,l = ($1,i, e ,:cj_u, xj,i = ajéh() + bjélvl, xj+1,i7 N 7=Td,i) (10)

as the boundary collocation points, in which zj; € (ag,bx) is a uniform random value if k¥ # j. Here 4, ;
denotes the Kronecker delta, d; ; = 1 if i = j and 0 otherwise. Overall, the total number of collocation points
is N. = Ni, + Nt Let N, = N, + N2, and

Xin = Pz S MNiuXda y = Pi,j,l € MNgtid’ x= |:X;7n:| € MNCXd’ (11)

where M®*? denotes the set of matrices with shape a x b.
Enforcing the residual function (8) to be zero on all the collocation points gives rise to the following
system,

) o

Here R(®) € MN-*! RP($) € MN-x1 RP¢(®) € MVoe 1 V(x) € MNe*Nu and V(y) € MNoe *Neu,

0= R(®) = Rix,, &) = [de%x, @)} _ [£v<x><1> PN (V(x)®) - @(x)}

R>(y, ®) BV(y)® — H(y)



The system (12) is an algebraic system about ®, containing N, equations with N, unknowns. We seek
a least squares solution to this system. When p = 0, this system is linear about ® and can be written as

v == i) &

In this case we compute ® by solving the system (13) using the linear least squares method (with a minimum
norm if the coefficient matrix is rank deficient) [7].

When p # 0, the algebraic system (12) is nonlinear with respect to ®. In this case we compute ® by
solving this system using the nonlinear least squares method with perturbations (NLLSQ-perturb) from [15,
21, 19]. The nonlinear least squares method [7] as in [15, 21, 19] represents a Gauss-Newton method combined
with a trust-region strategy. The NLLSQ-perturb algorithm requires, for an arbitrary given ® € R™«, the

OR

computation of R(®) and its Jacobian matrix J(®) = & € MN*Nu for the Gauss-Newton iterations

(see [15, 21] for details). The Jacobian matrix for (12) is given by

_ |[£V(x) + pN'(V(x)2) V(%)

(14)

where N’ (u) = %.

Remark 4. In our implementation, the input data to the ELM neural network consists of x (coordinates
of all collocation points), and the output data consists of u(x) € MNe*1 (the solution field evaluated on the
collocation points). After the hidden-layer coefficients are randomly assigned, V (x) is computed by a forward
evaluation of a sub-network, implemented in Keras as a sub-model of the original NN, whose input is X and
output is the last hidden layer of the original NN. The differential operators involved in LV (x) and BV (x)
are then computed by a forward-mode automatic differentiation with this sub-model. The linear least squares
method is based on the routine scipy.linalg.lstsq from the SciPy library. The NLLSQ-perturb algorithm for
the nonlinear least squares method is based on the routine scipy.optimize.least_squares from the SciPy library
(see [15] or the Appendiz A of [19] for more details).

Remark 5. When the solution field contains local features (e.g. sharp gradient), it would be preferable to
combine ELM with domain decomposition for approximating the solution, thus leading to the local ELM
approach (called locELM in [15]). In this case, we represent the solution on each sub-domain by a local
randomized FNN, and impose C* (with k related to the PDE order) continuity conditions across the shared
sub-domain boundaries.

For high-dimensional PDE problems, if domain decomposition is performed in every direction, the number
of sub-domains would increase exponentially with increasing problem dimension. To avoid the exponential
growth in the number of sub-domains in local ELM, we require that the domain should be decomposed only
along a mazimum of M directions, where M is a fized small integer (0 < M < d). The specific directions
in which the domain is decomposed can be any subset of the d directions with a size not exceeding M. We
use M = 2 in the current work, i.e. domain decomposition in a mazximum of two directions with local ELM.

In the presence of domain decomposition, the residual function (8) for the system (1) needs to be modified
accordingly to account for the C* continuity conditions across sub-domain boundaries. Let Nq denote the
number of sub-domains, and Q; (1 < i < Ng) denote the i-th sub-domain. Symbolically, the modified residual
function can be written as,

RPI(z, ®) LV i(2)®; + pN (Vi(2)®;) — Q(z), z € Q;, 1 <i< Ny
R(xayvza (D) = Rbc(y7(1)) = Bvl(y>§7, - H(y)7 ye aQ’L N aQ; 1 < { < NQ ) (15)
R (2, ®) CVi(2)®; —CV;(2)®;, z € 9Q; NN, V adjacent (;,2;)

where Vi(z) = (Vii(x),...,Vin,(z)) denotes the output fields of the last hidden layer of the local NN on
Qi, ®; = (¢i1,-.din, )T denotes the vector of output-layer coefficients of the local network for Q;, and
&= (®T,..., <I>7]\}52)T denotes the set of training parameters of the overall problem. The solution field u(x),
when restricted to Q; (1 <1i < Ng), is given by

N,
J=1
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Figure 1: Illustration of random boundary collocation points on two adjacent sub-domains in two dimensions.

In (15), R*(z, ®) = Cu,(z) — Cu,;(2) denotes the residual corresponding to the continuity conditions between
ui(2) and u;j(z) on their shared sub-domain boundary, and C denotes a differential (or algebraic) operator
corresponding to the continuity conditions. If the PDE order is m (m > 1) with respect to x;, we will in
general impose C™ 1 conditions across the sub-domain boundaries along the x; direction.

Accordingly, we choose a set of random collocation points on the interior and on the boundaries of each
sub-domain, and enforce the residual function (15) to be zero on these collocation points. This leads to a
linear or nonlinear algebraic system about ®, which is solved by the linear or nonlinear least squares method
to attain a least squares solution for the training parameters ®.

Let us next further comment on enforcing the continuity conditions across sub-domains and illustrate
it with an example. In order to impose the continuity conditions on the common boundary between two
adjacent sub-domains (9;,);), the random boundary collocation points for §; and the random boundary
collocation points for Q;, when restricted to their shared boundary, must be identical. We illustrate this point
using Figure 1, which shows two adjacent sub-domains in 2D. Two random collocation points (Ny. = 2) are
generated on each boundary of each sub-domain. Note that the collocation points for different sub-domains
are generated independently. But we need to make sure that the points for the common face I (highlighted in
orange in Figure 1) in both sub-domains sharing l should be identical.

This requirement is implemented by the following procedure in our implementation. For each sub-domain
we arrange the boundary collocation points in the following order: those random points on the left face,
followed by those on the right face, the bottom face, and the top face. We first generate the random boundary
points for all sub-domains independently. Then we go through all sub-domains, and the four boundaries (left,
right, bottom, top) on each sub-domain, successively. If the boundary being examined is a shared boundary
and the ID of the current sub-domain is higher than that of the neighboring sub-domain, then we replace the
collocation points for the this boundary of the current sub-domain by those collocation points for the same
boundary in the neighboring sub-domain. As shown in Figure 1, one can see that the random collocation
points for the left boundary of the second sub-domain will be replaced by (thus identical to) those for the right
boundary of the first sub-domain.

Remark 6. As mentioned previously, the hidden-layer coefficients of the ELM neural network are assigned
to uniform random values generated on the interval [—Ry,, Ry] in this paper. We observe from numerical
simulations that the value of the constant Ry, influences the ELM accuracy; see [15] for a similar observation
for low-dimensional PDEs and also [96, 53] for other types of problems with RVFL networks. In the numerical
simulations of Section 8 below, we have used R,, = Ry,0, where R, is a value determined by the following
procedure for a given problem. For a PDE problem of a given dimension d, we first fir the number of
training parameters in the NN and the number of collocation points to some chosen values. Then we perform
preliminary simulations of the given problem using this fized network setting, and a set of different R,, values
for generating the random hidden-layer coefficients. We record the errors of the computed solution (when the
exact solution is available), or the norm of the residual vector R(®) corresponding to the computed solution
(when the exact solution is unavailable), for this set of R, values. We choose the value with the lowest
error or the lowest residual norm, and denote it by Ry,0. Then we fix R, = R0 for generating the random
hidden-layer coefficients for the subsequent simulations of this PDE problem in a given dimension d, while
some other simulation parameters (e.g. number of training parameters or collocation points) are varied. We
observe that the R0 as determined above in general decreases with respect to the problem dimension d.



2.4 Solving High-Dimensional PDEs by Combined ELM and Approximate The-
ory of Functional Connections (A-TFC)

In this subsection we present an alternative strategy for approximating the solution field u(z), by combining
ELM and an approximate variant of the Theory of Functional Connections (TFC). TFC provides a systematic
technique for handling linear constraints, in particular the boundary or initial conditions [65, 66, 83, 49]. The
number of terms in TFC constrained expression, however, increases exponentially with increasing problem
dimension, rendering TFC infeasible for high-dimensional problems. The approximate variant of TFC,
termed A-TFC here, avoids the exponential growth in the number of terms of TFC and is suitable for
computational PDEs in high dimensions.

2.4.1 TFC and Approximate TFC

Consider the domain 2 = [a,b]?, where a and b are constants, and a function u(z) defined on ) satisfying
the condition,

uloq = C(z), x€9Q, (17)
where C(z) is a prescribed function on 9. Then the general form of u(x) is given by [49],
u(@) = g(z) = Tag(x) + ToC(x), =€, (18)

where g is an arbitrary (free) function on Q. 7Tg is a linear operator satisfying the property that, for any
function f defined on 99, Tqf(x) is a function defined on Q and,

Toflog = f(x), x € 05 (19)

One can verify that u(x) as given by (18) satisfies (17) for an arbitrary g. The expression (18) is called the
constrained expression of TFC [49].

For a function f defined on 09, T f(z) can be constructed as follows. We first use a 2D (d = 2) example
to illustrate the procedure and then discuss the general d-dimensional case. Suppose 2 = [a,b]? and f(z) is

a function defined on 9. Let ¢} € {a,b} for i € {1,2}, and define f-c’l’ (2) = f(@)|g,=c1- Let ¢} 5 € {a,b} for
i € {1,2}, and define fc1 21 ?(x) = f(x1 = ] 9,22 = ¢} ). We further define

et b— T —a oy S b—w CTi—a
¢a,b( ) - 5(1 c b + 5b C@ b ) ¢a b ( ) - 511,03‘2 b—a + 517,0312 b—a ) S {172} (20)
Then
Tof(x) = Tof(x) — TS f(x), (21)
where

R -3 3 éhs ) = 3 | § S @i+ T @l

i= lcle{a b} =1
1 2
@)= Y @@y @
61,2’0%,26{‘%’)} (22)

bz —2)
e e (GORS

(r1 —a)(z2 — a)
(b—a)?

(b- )2 —a) .
G )+ S a)

+ f(b,b).

For the general case, one can construct 7q f in a similar fashion. The domain € = [a, b]¢ is a d-dimensional
hypercube (referred to as d-cube hereafter). We need to consider all j-cubes contained on the boundary 092,
for j = 0,---,d — 1. To this end, we define the following notations. For j = 1,...,d, we define &; as the
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collection of all j tuples (k1,...,k;) with 1 <k < ks < --- < k; <d. The cardinality of &, is [ﬂ Hence,

there are 27 [ﬂ (d — j)-cubes on 0€2. We define

ck,..., el
fo° p(x):f( )‘(zm*C Tpy=c2,..zp =cb) p=(p1,...,p;) €E&j;
ct b—=x ) T .p ' (23)
d)al,)b(m) = éa,c'lia b _ ;)1 + 6b,c'li3 gl_ a ) p € g]7 S [JL
where ¢}, € {a,b} for 1 <i < j. Then Tqf(x) is given by
d . .
Tof(z) =Y (1) " T f (@), (24)
i=1
where
. cl ci’ Cl ,‘..,C:’) .
Tof(x) = Yo on@) R @) (@), Vied). (25)

pe€i cl,...,c€{a,b}

While the constrained expression (18) satisfies the condition (17) exactly, the number of terms contained
therein grows exponentially with respect to the dimension d. The expression (25) contains 2 [J terms,

giving rise to a total number of (3% — 1) terms in (24). Therefore, the constrained expression (18) contains
O(3%) terms in d dimensions, rendering TFC infeasible for high-dimensional PDE problems.

To devise a TFC-like approximation of the solution field suitable for high-dimensional problems, we notice
that the expression (24) represents a hierarchical decomposition of 7o f(x) in some sense, in which 7¢ f(z)
represents the contributions of f(x) from the (d — ¢)-dimensional hyperplanes on the boundary 9. Taking
d = 3 as an example, one can note that 73 f, 73 f and T¢ f represent the contributions of f(z) from the
faces, the edges, and the vertices of the cube Q = [a, b]>.

This observation inspires the following strategy for approximating 7q f(xz). We can truncate the expres-
sion (24) by keeping only the leading terms, in a spirit analogous to the truncation in Taylor expansion.
Specifically, by choosing a number k € [d—1] as the cut-off value, we retain all the terms 73 f with 1 < j < k
in (24) and discard the rest of the terms. In the current paper we choose k¥ = 1 for simplicity. In other
words, for a function f(x) defined on 02, we define Agq f(z) by

Aaf(x) :=Tqf(x), =€ (26)
Then we approximate the function u(z) satisfying the condition (17) by,
u(z) = g(x) — Aag(z) + AaC(2), (27)

where g(z) is a function to be determined. We refer to the approximation (27) as the approximate TFC (or
A-TFC) constrained expression.

The terms Aqg and AqC in the A-TFC expression (27) both contain 2d terms. The computation
of (27) is thus feasible for large d, and A-TFC avoids the exponential growth in the number of terms of
the TFC constrained expression (18). However, there is a trade-off with A-TFC. Specifically, the A-TFC
expression (27) for u(x) does not satisfy the boundary condition (17) unconditionally for an arbitrary function
g(x), because Agq f is an approximation of 7o f. In general, g(z) needs to satisfy a certain condition on 92
in order for u(z) to satisfy (17).

We first illustrate this point using the 2D case. Suppose 2 = [a, b]?, and we substitute the expression (27)
into (17). On the boundary z3 = a, we have

C(z1,a) = AC(x1,a) + g(x1,a) — Ag(z1,a)
b—l‘l

1 —a (28)
b—a '

= C(21,a) + [C(a,a) — g(a,a)] b—a

+[C(b,a) — g(b, a)]

11



This leads to the following condition for g,

b-m | [C(b,a) — g(b,a)] 22 =0, Va € [a,b]. (29)

[C(a,a) — g(a,a)] b a b—a

Similarly, by considering the other boundaries we attain the following conditions,

(Cla,b) = gla )5 = +[C(6,8) — g(6,0) 5 =2 =0, Var € [a, 8]
Ofa,a) ~ gla, @) 52 4 [O(a,b) — gla, )] 222 =0, Vs € [o, 1] (30)
(O,0) — (b, )] 22 4 [C(b,5) — (b, b) 22— =0, Vaz € [a,1].

In this 2D case, it is straightforward to choose g(a,a) = C(a,a), g(a,b) = C(a,b), g(b,a) = C(b,a) and
g(b,b) = C(b,b) as the boundary conditions for g. However, in high-dimensional cases the conditions given
by (29) and (30) are easier to implement with randomly chosen collocation points.

For the general d-dimensional case, we again use the notation in (23). The conditions for g are then given
by,

a,a a,a b—z; a a r; —a .
Z {(Ci,}' — 9 ) b 7; + (Ci,}'b - gi,'jb) bjf P } =0, onz;=a, Vié€ld]; (31a)
i
S |(cts - aty) S22 4 (ch - o) 222 =0, onwi=b. vieq, (31b)
J#i

We define B~Q as

) S (i + sy -
Bof(z) = |7 - |, zeon. 32
> (st + )

JF#

Then one can rewrite (31) as
Bag(z) = sq(z), x€dQ, (33)

where sq(z) := BoC(x) denotes the boundary data. This is the boundary condition for g(z) with A-TFC.

We can make the following observation from the above discussions. With A-TFC, while the constrained
expression does not satisfy the condition (17) exactly for an arbitrary g, the condition that g needs to satisfy
generally involves functions of a simpler form than the original condition. Specifically, there are 2(d — 1)
terms in the condition for g on each boundary, and each term involves the product of a linear function and
the g evaluated on a (d — 2)-dimensional hyperplane of the boundary. Therefore, A-TFC can simplify the
functional forms involved in the condition in some sense. Let us again use 2D as an example to illustrate this
point. Assume a boundary distribution C(z1,a) = sin(x1) on the boundary s = a. Then, without A-TFC,
the boundary condition for u(z) on x5 = a is given by,

w(z1,a) =sin(z1), Vi € [a,b].
In contrast, with A-TFC, the condition for g on x5 = a is reduced to (see (29)),

b—=x . T —a
- al + [sin(b) — g(b, a)] bl_ — =0, Va1 €la,b].

[sin(a) — g(a,a)]

The linear function involved in the condition for g with A-TFC is obviously simpler than that of the original
condition without A-TFC.

12



2.4.2 A-TFC Embedded ELM

Let us now consider how to combine ELM and A-TFC for solving the system (1). In this sub-section we will
assume that B =T (identity operator) in (1b), i.e. the problem has Dirichlet boundary conditions.
Based on A-TFC, we perform the following transformation,

u(@) = g(x) = Aag(z) + AoH(z), =€, (34)

where g(z) is an unknown function, Ag, is defined in (26), and H is the boundary distribution in (1b). The
system (1) is accordingly transformed into,

Lg(z) — LAqg(z) + pN (AgH (z) + g(z) — Aqg(z)) = Q(x) — LAqH (z) = Q1(x), =z € Q, (35a)
Bag(z) = BoH(z) = Sq(z), x € dQ, (35Db)

where Bq is defined in (32). g(x) is the field function to be solved for in (35).

We represent g(z) by an ELM-type randomized neural network, following the settings as outlined in
Section 2.3. In particular, the input layer of the network contains d nodes (representing x), and the output
layer contains a single node (representing g(z)) with zero bias and no activation function. The hidden-layer
coefficients are set to uniform random values from the interval [—R,,, R;,]. Let N, denote the number of
nodes in the last hidden layer of the neural network, and V;(z) (1 < j < Ny) denote the output fields of the
last hidden layer. Then the network logic gives rise to,

Ny
9(@) = D 8V(@) = V (@)@, (36)

where V(z) = (Vi(z),...,Vn,(2)), ¢; (1 <j < Ng) are the output-layer coefficients (training parameters),
and & = (¢17 N ,¢Ng)T.

We determine the training parameters ® in (36) in a fashion similar to in Section 2.3. We again employ
random collocation points inside the domain and on the domain boundaries, and let N, and Ny, denote
the number of interior collocation points and the number of boundary collocation points on each hyperface,
respectively. Enforcing the residual function of the system (35) to be zero on these collocation points leads
to the following algebraic system,

L(V(x) = AqV(x))® + pN (AgH (x) + V(x)® — AoV (x)®) — Q1(x)

R(®) = BaV(y)® - Saly) 0 0

where x and y are defined in (11), and R(®) € RV« denotes the residual vector of the system (35) on the
collocation points, where N, = Nj, + 2Ng‘gt = N;n + 4dNye.

We seek a least squares solution to the system (37), and solve this system for ® by the linear least squares
method, if 4 = 0, and by the nonlinear least squares method with perturbations (NLLSQ-perturb) [15], if
@ # 0. When p = 0, the system (37) is reduced to,

e e 55

which is linear, and ® can be computed by the linear least squares method. When u # 0, the system (37)
is nonlinear. The Jacobian matrix of this system is given by,

(38)

J(®)

R {E(V(x) =~ AV() + N (AR H () + V)@ = AV () 2)(V ) — AV ()] g0,

T 0P BoV(y)

which is needed by the NLLSQ-perturb method [15] for solving (37).

Upon solving the system (37) by the linear or nonlinear least squares method, we set the output-layer
coeflicients of the neural network by the least squares solution ®. Afterwards, a forward evaluation of the
neural network provides g(z), and the solution field to system (1) is computed by (34).
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3 Numerical Examples

In this section we test the performance of the proposed methods using several high-dimensional PDEs. These
include the linear and nonlinear Poisson equations, which are time-independent, and the heat, Korteweg-
de Veries (KdV), and the advection diffusion equations, which are time-dependent. For each problem we
investigate the error convergence with respect to the number of training parameters and number of collocation
points for a range of problem dimensions.

A single hidden layer has been employed in the neural network with both the ELM and the ELM/A-TFC
methods for all test problems. In subsequent discussions we denote the neural network architecture by the
following vector (or list) of positive integers, referred to as the architectural vector henceforth,

Mrch = [mim M, mout] (40)

where m;,, M and mqy are the number of nodes in the input layer, the hidden layer, and the output layer,
respectively. mqut = 1 in all tests of this section, and M equals the number of training parameters of ELM.
The hidden-layer coefficients are assigned to uniform random values generated on the interval [—R;,, Ry]
with R,, = R,,0 in the simulations below, where R, is determined by the procedure discussed in Remark 6.
The tanh activation function has been employed in the hidden layer for all the numerical tests of this section.

In all numerical experiments, after the NN with a particular setting (given number of training parameters,
and given number of training collocation points) is trained, we compute the errors of the network solution as

follows. We generate a set of test points on the d-dimensional domain 2: N, ) yrandom points on the interior

of 2, and Néz) random points on each boundary of © ((d — 1)-dimensional hypercube). There is a total of

N = Ni(lf) + 2dNéZ) random test points. They are different from the random collocation points used in
the network training, and the number is much larger than that of the latter. We evaluate the trained NN
on these test points to obtain the NN solution data, and evaluate the exact solution to the problem on the
same test points. We compare the data of the NN solution and the exact solution on these test points to

compute the maximum error (e;) and the root-mean-squares (rms) error (e;z) as follows,

N
N® 1 .
ero = max { |u(X;) — Ues (X:)] }i25 , €2 = N Z () — teq (%)), (41)
¢ =1

where x; (1 <7 < NC(U)) denote the test points, and u(x;) and ue,(x;) denote the NN solution and the exact
solution, respectively. We refer to the computed e;~ and e;2 as the errors associated with the given NN
setting that is used for training the network. In all the numerical simulations of this section we employ a
fixed N{*) =100 and N*) = 7000 for computing the e~ and e;> errors.

In the numerical tests below, d refers to the dimension of the spatial domain. For time-dependent
problems, the time variable ¢ is not included in d when we talk about the problem in d dimensions. In other
words, for a d-dimensional time-dependent problem, the input layer of the neural network would contain
min = d + 1 nodes (space and time). To make the reported results in this section exactly re-producible, we
have set the seed to a fixed value 1 in the random number generators of the Numpy and Tensorflow libraries
for all the numerical examples. The test results with the ELM method are presented in Section 3.1 first, and
those obtained with the combined ELM/A-TFC method are discussed in Section 3.2. We then compare the
current ELM method with the PINN method [78] for selected test problems in Section 3.3.

3.1 Numerical Tests with the ELM Method

3.1.1 Poisson Equation

We consider the Poisson equation on the domain Q = [—1,1]¢,
—Au=f(z), z€Q, (42a)
u=h(z), =€, (42b)
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Ry 0.01 0.05 0.1 0.15 0.25 0.5
e~ 1.76E-6 1.30E-8 1.04E-7 1.23E-6 4.44E-5 8.33E-4
e2 1.96E-7 6.68E-10 6.91E-9 848E-8 228E-6 9.03E-5

Table 1: Poisson equation: Determining the R0 based on the procedure of Remark 6 for d = 5. NN architecture:
[d, 2000, 1]; (Nbe, Nin) = (100, 1000).

d 5 7 15
Rmo | 0.05 0.05 0.001

Table 2: Poisson equation: R,,o determined by the procedure from Remark 6 for several problem dimensions.

where A = Z?:l 0‘9—;, h(z) = (% Z?zl :ci)Q + sin (% Z?zl :ci), and f(z) = 4 (sin (% Z?zl xl) - 2). The

2
exact solution to this system is u(z) = (é Zle xl) + sin (é Zle acl)

We solve the system (42) by the ELM method with an NN architecture M,c, = [d, M, 1], where the d
input nodes represent x, the single output node represents u(z), and the hidden-layer width M (i.e. number of
training parameters) is varied systematically. The neural network is trained by the algorithm from Section 2.3
on a set of random collocation points, consisting of V;, points from the interior of 2 and Ny, points on each
of the 2d boundaries of 99, where (N, Ni,) are varied in the tests. For the network training, the input data
consists of the coordinates of all the collocation points. After the NN is trained for each case, as discussed
previously, the maximum and rms errors of the NN solution are computed on another set of random test
points, characterized by (Néz), N, (U)) = (100, 7000) for the test points on each boundary and in the interior

mn
of 2. In addition, on selected 2D cross sections of €, such as the z;-z; plane (1 < i < j < d), we have
evaluated the network solution on a set of regular Q) x Q) grid points (Q(*) = 800), and compared with
the exact solution on the same set of points to study the point-wise errors of the NN solution.

We first determine the R,,o based on the procedure from Remark 6 for generating the random hidden-
layer coefficients. Table 1 shows the maximum and rms errors of the ELM solution for dimension d = 5,
corresponding to several R, values for generating the random hidden-layer coefficients. These are obtained
using a network architecture [d,2000,1] and the collocation points (Npc, Nin) = (100,1000). The ELM
method produces accurate results in a range of R,, values around R,,, =~ 0.05, thus leading to R,,,o = 0.05 for
d = 5. Table 2 lists the R,,o for several problem dimensions with the Poisson equation, which are obtained
with the same network architecture and the same number of collocation points as in Table 1. We observe
that R,,o tends to decrease as the dimension d increases. This seems to be a characteristic common to all
the test problems in this work. In the subsequent simulations, we set R,,, = R,,o in ELM for generating the
hidden-layer coefficients, while the other simulation parameters are varied.

Figure 2 illustrates the effect of the number of training parameters on the ELM accuracy. It shows the

104 10°F
10%k | 1
\ -1 A
S\ - - -& - - max error 107 & - --& - - maxerror 107F S - - -&-- maxerror
107\ ——8—— rms error N ——8—— rms error N ——&—— rms error

500 1000 1500 2000 7000 2000 3000 500 10001500 2000

width of neural network width of neural network width of neural network
(a) d=5 (b) d=7 (c) d=15

Figure 2: Poisson equation: e; and e;2 errors versus the number of training parameters (M) for dimensions (a)
d=5,(b)d="7, (c) d=15. (Nbe, Nin) = (100, 2000) in (a), (100,1000) in (b), and (120,2000) in (c).
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Figure 3: Poisson equation: e;o and e;2 errors versus the number of boundary collocation points (Npe) for dimensions
(a) d=5, (b) d =7, and (c) d = 15. NN architecture: [d,2000, 1] in (a,b,c); Nin = 500 in (a), 1000 in (b), and 50 in
(c).
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Figure 4: Poisson equation: ej and e;2 errors versus the number of interior collocation points (Ni,) for dimensions
(a) d=5, (b) d =7, and (c) d = 15. NN architecture: [d,2000,1] in (a,b,c); Npc = 100 in (a,b,c).

maximum and rms errors of ELM versus the number of training parameters (M) for the Poisson equation
in d =5, 7 and 15 dimensions. The other crucial simulation parameters are listed in the figure caption. It is
observed that the errors decrease quasi-exponentially with increasing number of training parameters (when
M < 1000), but appears to stagnate at a certain level as M increases further. The stagnant error level tends
to be larger with a higher dimension. For example, the ez error level is on the order of 1071°, 10~7 and
1075 for the dimensions d = 5, 7 and 15, respectively.

Figures 3 and 4 illustrate the effect of the training collocation points on the ELM accuracy. Figure 3
shows the ELM errors (e;~ and ej2) as a function of the number of collocation points on each boundary
(Npe) for dimensions d = 5, 7 and 15. Figure 4 shows the ELM errors as a function of the number of interior
collocation points (NVi,). The other simulation parameters are fixed in the tests and their values are provided
in the captions of these figures. Increasing the number of boundary collocation points (NVp.) improves the
ELM accuracy significantly. The ELM maximum/rms errors decrease approximately exponentially with
increasing Ny, for d = 5, and also for d = 7 when Ny, < 60 or d = 15 when Ny, < 40. The errors stagnate
when Ny, increases beyond around 60 for d = 7 and beyond 40 for d = 15. On the other hand, varying
the number of interior collocation points N, appears to have little effect on the ELM accuracy for all three
dimensions, which is evident from Figure 4. With increasing problem dimension, the surface of the hypercube
(and hence the boundary collocation points) becomes more dominant, while the interior (hence the interior
collocation points) becomes less important. Therefore, a small number of interior collocation points will
typically suffice in higher dimensions.

In all the studies so far, the e;- and e;2 errors are evaluated on a finite set of random test points from the
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Figure 5: Poisson equation (d = 7): Distributions of the exact solution (left column), the ELM solution (middle
column), and the point-wise absolute error of ELM (right column), in selected cross sections of the domain. Top
row, x1-x2 plane; Middle row, zz-z3 plane; Bottom row, xs-zs plane. NN architecture: [d, 2000, 1]; (Npc, Nin) =
(100, 1000).

domain, characterized by (Néz), Ni(lf)) = (100, 7000). We have observed the error levels on the order of 10719
to 1075 for the problem dimensions from d = 5 to 15. We would like to consider the following question. Are
these error levels representative of the ELM solution error on the entire domain 27

To answer this question, ideally one would generate a regular set of grid points on {2, with a sufficiently
large number of grid points in each direction, and then evaluate and visualize the point-wise errors of the
ELM solution on these grid points. This is feasible for low dimensions, but immediately becomes impractical
when the dimension d increases to even a moderate value. On the other hand, we note that it is possible to
extract/compute the ELM solution error on certain low-dimensional hyper-planes (e.g. 2D cross sections) in
high dimensions. By looking into the point-wise error distributions in selected cross sections, one can gain
a general sense of the representative error levels in the domain.

Figure 5 is an illustration of the ELM error for the Poisson equation in dimension d = 7, using cross
sections. It shows distributions of the exact solution, the ELM solution, and the point-wise absolute error
of ELM, on three cross sections of the domain (x1-zo plane, xo-z3 plane, and x3-z5 plane). For a selected
x;-x; plane, the other coordinates of this plane has been set to zero, x, = 0 for k # 4,j (i.e. the middle of
the domain). For each cross section, the ELM solution, the exact solution, and the ELM error are evaluated
on a uniform set of Q) x Q) (Q™ = 800) grid points. The other simulation parameters are listed in the
caption of this figure. One can observe that the point-wise error levels as shown in these cross sections are
comparable to (or consistent with) those observed in the convergence studies for d = 7. This suggests that

the e;~ and e;2 errors computed on the random set of test points with (Néz),Ni(f)) = (100, 7000) indeed
seems to reflect well the ELM error on the domain €.
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R 0.01 0.05 0.1 0.5 1 2
e~  5.44E-6  4.10E-9 2.59E-10 1.65E-8 5.92E-6 4.59E-4
e2 9.07TE-7 7.57E-10 3.16E-11 3.79E-9 1.25E-6 9.01E-5

Table 3: Nonlinear Poisson equation: Determining R,,o by the procedure from Remark 6 for d = 3. NN architecture:
[d, 1000, 1]; (Nbe, Nin) = (100, 100).

d 3 5 9
Rno | 0.1 0.05 0.001

Table 4: Nonlinear Poisson equation: R,,o determined by the procedure from Remark 6 for several dimensions.

3.1.2 Nonlinear Poisson Equation

We consider the domain € = [~1,1]¢ and the following problem on €,
=V - (a(u)Vu) = f(z), x€Q, (43a)
u=g(z), x€d, (43b)

where a(u) = u?—u, g(x) = exp (—é Z?Zl xi>, and f(z) = é [—3 exp (—% Zle xz> + 2exp (—% Zle xz)} .

This system has an exact solution u(z) = exp (—é Z?:l x; ).

We employ the same notations as in Section 3.1.1. The simulation parameters include the network
architecture My,en, = [d, M, 1], the random collocation points characterized by (Nyc, Nip), the random test

points characterized by (N'*, N\")) = (100, 7000), the set of Q) x Q*) uniform grid points with Q(*) = 800
on selected cross sections of the domain for evaluating the ELM and exact solutions, and R,, = R, for
generating the random hidden-layer coefficients in the ELM neural network.

We first employ a fixed network architecture [d, 1000, 1] and a set of collocation points characterized by
(Nbe, Nin) = (100, 100) to determine R,,o by the procedure from Remark 6. Table 3 lists the e;~ and e
errors corresponding to several R, values for generating the random hidden-layer coefficients in ELM for
d = 3, which leads to R,,0 ~ 0.1. Table 4 lists the R,,o values determined by this procedure for several
dimensions ranging from d = 3 to d = 9, using the same simulation parameters (network architecture,
collocation points) as in Table 3. One can again observe that R,,o decreases with increasing d. We employ
R,, = R0 when generating the random hidden-layer coefficients in ELM in the subsequent tests.

Figure 6 illustrates the convergence behavior of the ELM errors with respect to the number of training
parameters. It shows the e¢;~ and ej2 errors as a function of the number of training parameters (M) for three
problem dimensions (d = 3, 5, 9). The number of training collocation points is fixed, and their values are

10,
107 ] 10°F,

\ - - -4 - - maxerror 10.2 \\ - - -4 - - maxerror \\ - - -4 - - max error
10°F N —8&—— rms error —8—— rms error 10‘2 \ —=8—— rms error
10°
107+
10°F

| o 10° . . ;
100 200 300 400 500 500 1000 1500 2000 2500 1000 2000 3000
width of neural network width of neural network width of neural network
(a) d=3 (b) d=5 (c) d=9

Figure 6: Nonlinear Poisson equation: e;o and e;2 errors versus the number of training parameters (M) for dimen-
sions (a) d = 3, (b) d =5, and (c) d = 9. NN architecture: [d, M,1] in (a,b,c); (Nbc, Nin) = (100, 100) in (a,b) and
(100,220) in (c).
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Figure 7: Nonlinear Poisson equation: e; and e;2 errors versus the number of collocation points on each boundary
(Nbe). NN architecture: [d, M, 1] with M = 500 in (a), M = 2500 in (b), and M = 3000 in (c). Ni, = 100 in (a,b,c).
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Figure 8: Nonlinear Poisson equation: ejo
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and ez errors versus the number of interior collocation points (Nin). NN

architecture: [d, M, 1] with M = 500 in (a), M = 2500 in (b), and M = 3000 in (c). Ny = 100 in (a,b) and 80 in (c).

provided in the figure caption. The ELM errors decrease dramatically (quasi-exponentially) with increasing
M initially, but gradually plateau when M becomes large. The ez error reaches a level around 107! for
d = 3, around 107 for d = 5, and around 107° for d = 9 in the range of parameters tested here. The
nonlinear least squares (Gauss-Newton) method typically takes several dozen iterations to converge.

The convergence of the ELM errors with respect to the number of collocation points is illustrated by
Figures 7 and 8, which show the e;~ and ez errors as a function of the boundary collocation points (V) and
the interior collocation points (Vi,), respectively. The other crucial simulation parameters are provided in
the captions of these figures. The ELM errors decrease significantly (approximately exponentially initially)
with increasing number of boundary collocation points. On the other hand, increasing the number of interior
collocation points in general only slightly improves the error in dimensions d = 5 and d = 9, and the error
reduction is more significant in the lower dimension d = 3. These behaviors are similar to what has been
observed with the Poisson equation in the previous subsection.

Finally, Figure 9 shows distributions of the ELM solution, the exact solution, and the ELM point-wise
absolute error on three cross sections of the domain for d = 5: the x1-z3, To-14, and x4-x5 planes. For each
plane, the other coordinates of the plane are set to zero. The ELM simulation parameters are listed in the
figure caption, and the distributions are plotted on a set of 800 x 800 uniform grid points in these planes. It
is evident that the ELM method has captured the solution very accurately.
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Figure 9: Nonlinear Poisson equation (d = 5): Distributions of the exact solution (left column), the ELM solution

(middle column), and the ELM point-wise absolute error (right column) in the zi-zs plane (top row), z2-z4 plane
(middle row), and the z4-z5 plane (bottom row). NN architecture: [d, 2500, 1]; (Npe, Nin) = (100, 100).

3.1.3 Advection Diffusion Equation

We next test the ELM method using the high-dimensional advection-diffusion equation. Let Q = [-1,1]¢
and T = 1. Consider the initial boundary value problem on the spatial-temporal domain (z,t) € Q x [0, T,
ou—V*u+R-Vu= f(z,t), (2,t)€Qx][0,T], (44a)
u(z,t) = g(z,t), (x,t) €00 x[0,T], (44b)

u(z,0) = h(z), x €, (44c)

where R = 1(1,1,...,1)T, f(z,t) = L cos (é Z?:l xl> exp(—%) on 9Q x [0, 7], and h(z) = sin (% Z?:l ml>

We employ the following analytic solution for this problem, u(x,t) = sin(% Zle z;) exp(—%). g(x,t) in (44b)

is set according to this expression. ‘

To simulate this problem with ELM, we treat the time variable ¢ in the same way as the spatial coordinate
x. We employ a neural network with an architecture, My, = [d+ 1, M, 1], in which the (d+ 1) input nodes
represent (z,t) and the single output node represents the solution u(x,t). So the problem has been effectively
treated as a (d + 1)-dimensional problem in the simulations. We enforce the initial condition on N, = 1000
random collocation points on €2 at ¢ = 0, and enforce the boundary condition on Ny, random collocation
points on each of the boundaries 99 x [0, T]. N, denotes the number of random collocation points on the
interior of Q x [0,T]. After the neural network is trained, the e;~ and ej2 errors are computed on a set of

random test points from Q x {T'} characterized by (Néz), N(v)) = (100, 7000). Here Ni(:) and Néz) denote

in
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R 5E-3 1E-2 5E-2 1E-1 5E-1 1
e 9.79E-4 9.33E-5 6.21E-8 2.15E-8 1.92E-5 4.82E-4
ez 2.28E-4 8.1TE-6 7.01E-9 1.38E-9 1.98E-6 8.54E-5

Table 5: Advection diffusion equation: Determining R,,o based on the procedure from Remark 6 for d = 3. NN
architecture: [d 41,1000, 1]; (Nbe, Nin, N¢,) = (100, 100, 1000).

d 3 6 10
Rpmo | 0.1 0.05 0.05

Table 6: Advection diffusion equation: R0 determined by the procedure from Remark 6 for several problem
dimensions. The simulation parameters are the same as those in Table 5.

the number of random test points from the interior of Q@ x {T'} and from each of the boundaries of Q x {T'},
respectively.

Table 5 shows the determination of R,y using the procedure from Remark 6 for dimension d = 3, leading
to Ry =~ 0.1. Table 6 lists the R,,o values corresponding to several problem dimensions for the advection
diffusion equation. In these tests for determining R,,o, we have employed an NN architecture [d+ 1, 1000, 1],
and the number of collocation points is characterized by (Npc, Nin, N¢,) = (100,100, 1000). In subsequent
tests of this section, the hidden-layer coefficients are set to uniform random values from [—R,,0, Rymo]-

(&) (h) (i)

Figure 10: Advection diffusion equation (d = 10): Distributions of the exact solution (left column), the ELM
solution (middle column), and the point-wise absolute error of ELM (right column) in selected cross sections of the
domain, the x1-z2 plane (first row), the z5-z¢ plane (middle row), and the zo-t plane (bottom row). NN architecture:
[d+ 1,5000,1]; (Nbe, Nin, Ni,) = (160, 10, 1000). For each cross section, the other coordinates of the plane are in the
middle of the domain in each direction.
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Figure 11: Advection diffusion equation: e;c and e;2 errors versus the number of training parameters (M) for problem
dimensions (a) d = 3, (b) d = 6, and (c) d = 10. NN architecture: [d + 1, M, 1]; (Nbe, Nin, Ni,) = (200, 10,1000) in
(a), (80,10,1000) in (b), and (160, 10,1000) in (c). M is varied in (a,b,c).
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Figure 12: Advection diffusion equation: e;o and e;2 errors versus the number of boundary collocation points (Nyc)
for dimensions (a) d = 3, (b) d =6, and (c¢) d = 10. NN architecture: [d 4+ 1, M, 1] with M = 1000 in (a), M = 2000
in (b), and M = 3000 in (c). (Nin, N¢,) = (10,1000) in (a,b,c). Ny is varied in (a,b,c).

Figure 10 shows distributions of the exact solution and the ELM solution, as well as the point-wise
absolute error of the ELM solution, to the advection diffusion equation in dimension d = 10 on several cross
sections of the spatial-temporal domain. These cross sections are the x1-x5 plane, the x5-x4 plane, and the
xo-t plane. Each plane is located in the middle of the spatial-temporal domain with respect to the rest of the
coordinates. For example, the z;-z; plane is characterized by t = T'/2 and x, = 0 (k # ¢,j) for 1 <k < d,
and the z;-t plane is characterized by x = 0 (k # i) for 1 < k < d. The network architecture and the other
simulation parameters are provided in figure caption. It is evident that ELM has captured the solution quite
accurately, with the maximum error on the order of 107 on these cross sections.

Figure 11 illustrates the effect of the trainable parameters on the ELM accuracy. Here we show the e;
and ez errors of ELM versus the number of training parameters M in the neural network for solving the
advection-diffusion equation in dimensions d = 3, 6 and 10. The network architecture is given by [d+1, M, 1],
where M is varied in the tests. The other simulation parameters are listed in the figure caption. The ELM
errors can be observed to decrease dramatically (close to exponential rate) with increasing number of training
parameters. The e;2 (rms) error levels are on the order of 1079 (for d = 3), and 10~° (for d = 6 and 10) for
the range of parameters tested here.

The effect of the boundary collocation points on the ELM accuracy is illustrated in Figure 12. The
number of interior collocation points, on the other hand, has little (or much less) influence on the ELM
results compared with the boundary points. Figure 12 shows the e and ej2 errors versus Ny (collocation
points on each boundary) for dimensions d = 3, 6 and 10. As Ny increases, the errors appear to decrease
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R 1E-3 5E-3 1E-2 5E-2 1E-1
e~ 3.15E-4 148E-5 5.58E-6 2.51E-7 1.05E-6
e2 231E-5 190E-6 297E-7 3.55E-8 1.71E-7

Table 7: KdV equation: Determining R0 based on the procedure of Remark 6 for d = 5. NN architecture:
[d + 1,2000, 1]; (Nin, Nbe, N¢,) = (100,100, 1000).

d 3 5 10
Rpyo | 0.05 0.05 0.05

Table 8: KdV equation: R0 determined by the procedure from Remark 6 for several problem dimensions. In these
tests the NN architecture and the number of collocation points are the same as those in Table 7 for d = 3 and 5. For
d = 10, the NN architecture is [d + 1, 3000, 1], and (Nin, Nbe, Ni,) = (10, 100, 1000).

(a) (b) (c)
(d) (e) (f)
(8) (h) (i)

Figure 13: KdV equation (d = 5): Distributions of exact solution (left column), the ELM solution (middle column),
and the point-wise absolute error of ELM (right column) on cross sections of the spatial-temporal domain: the
x1-z2 plane (top row), xs-zs plane (middle row), and xs-t plane (bottom row). NN architecture: [d + 1,1000,1];
(Nin, Noe, Ny ) = (10, 150, 1000).

approximately exponentially, and then level off when Ny, reaches a certain level.
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Figure 14: KdV equation: e;~ and e;2 errors versus the number of training parameters (M) for dimensions (a)
d =3, (b) d =5, and (c) d = 10. NN architecture: [d+ 1, M,1]; (Nin, Ni,) = (10,1000) in (a,b,c); Npe = 200 in (a),
150 in (b), and 100 in (c); M is varied in (a,b,c).

3.1.4 Korteweg-De Vries Equation

In this subsection we consider the Korteweg-De Vries (KdV) equation,

d
Oru+ Y 05 4pu=f(z,t), (x,t)€Qx[0,T], (45a)
i=1
u(z,t) = g(z,t), (x,t) €00 x[0,T], (45b)
u(z,0) = h(z), x € Q, (45¢)

d d
g(z,t) = sin (é Z?Zl xl) exp (—4z) on 99 x [0,T], and h(z) = sin (é Z?zl xi) in Q. This problem has an

where Q = [~1,1]? and T = 1. In these equations f(z,t) = — % [sin (1 Z?Zl xl) + cos (l 2?21 xl)} exp (— &),

exact solution u(zx,t) = sin (é 2?21 xl> exp (—%). The notations below follow those of the previous sub-

sections.

Tables 7 documents the tests for determining the R,,¢ for d = 5 using the procedure from Remark 6, and
Table 8 lists the resultant R,,o values corresponding to the dimensions d = 3, 5 and 10 from this procedure.
The simulation parameters employed in these tests are provided in the captions of these figures. We use
R, = R0 for generating the random hidden-layer coefficients in the following tests with ELM.

Figure 13 provides an overview of distributions of the exact solution, the ELM solution, and the ELM
point-wise absolute error in several 2D cross sections (z1-z2 plane, x3-z4 plane, x5-t plane) of the spatial-
temporal domain for the KdV equation in dimension d = 5. These cross sections are located in the middle
of the domain with regard to the rest of the coordinates. The main simulation parameters for these results
are listed in the figure caption. The ELM method has evidently captured the solution accurately, with an
absolute error on the level of 1079 in these cross sections.

The convergence behavior of the ELM method has been investigated and the test results are documented
in Figures 14 and 15. These figures depict the e¢;~ and e;2 errors for three problem dimensions (d = 3,
5 and 10) with respect to number of training parameters and the number of boundary collocation points
(per boundary), respectively. The crucial simulation parameters in the tests are listed in the captions of
these figures. With increasing number of training parameters in the network, the ELM errors decrease
approximately exponentially. With respect to the number of boundary collocation points (Np.), the ELM
errors initially decreases approximately exponentially and gradually stagnates as Ny, reaches a certain level
for d = 3 and 5. But for d = 10, the reduction in the ELM errors is not as significant as for the lower
dimensions with increasing Ny..
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Figure 15: KdV equation: e and e;2 errors versus the number of collocation points on each boundary (Npc)
for several problem dimensions. NN architecture: [d 4+ 1,M,1]; M = 1000 in (a), 2000 in (b), and 3000 in (c).
(Nin, Nty ) = (100, 1000) in (a), (10,1000) in (b,c). Ny is varied in (a,b,c).

Ry 1E-3 5E-3 0.01 0.05 0.1
e~ 2.6bE-4 6.06E-5 2.94E-5 4.40E-5 6.64E-4
e2 3.19E-5 5.19E-6 2.51E-6 4.11E-6 6.06E-5

Table 9: Poisson equation (d = 7): determining R0 for the ELM/A-TFC method using the procedure from
Remark 6. NN architecture: [d, 3000, 1]; (Nbe, Nin) = (100, 1000).

3.2 Numerical Tests with the ELM /A-TFC Method

In this subsection we test the performance of the combined ELM/A-TFC method from Section 2.4 using
several high-dimensional linear /nonlinear PDEs.

3.2.1 Poisson Equation

We employ the same Poisson problem as in Section 3.1.1 to test the ELM/A-TFC method. the governing
equations are given by equations (42). The problem settings here follow those of Section 3.1.1. The notations
below follow those of the test problems in Section 3.1.

Let us first determine the R,,o using the procedure from Remark 6 for generating the random hidden-
layer coefficients with the ELM/A-TFC method. Table 9 shows the test using this procedure for dimension
d =17, leading to R0 =~ 0.01. The R, values for different dimensions are listed in Table 10, which we will
use for generating the random hidden-layer coefficients with ELM /A-TFC in subsequent tests.

An illustration of the distributions of the exact solution, the ELM/A-TFC solution, and the point-
wise absolute error of the ELM/A-TFC solution for d = 7 is provided in Figure 16 for several 2D cross-
sections of the domain (the x1-zo, z4-x5, xg-27 planes). These planes are located in the middle of the
domain with respect to the rest of the coordinates. These results are obtained using a network architecture
Maren = [d, 3000, 1], with the collocation points characterized by (Nyc, Nin) = (200,10). The ELM/A-TFC
results are observed to be quite accurate, with the maximum errors on the order of 107% or 107 in these
cross sections.

The convergence behavior of ELM/A-TFC with respect to the number of training parameters is illustrated
in Figure 17 for dimensions d = 3 and d = 7. Here the width of the single hidden layer in the network is

d 3 7
Rpyo | 0.1 0.01

Table 10: Poisson equation: R,o for ELM/A-TFC determined by the procedure from Remark 6. The simulation
parameters (NN architecture, collocation points) here follow those of Table 9, except that for d = 3 the NN architecture
is [d, 1000, 1].
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Figure 16: Poisson equation (d = 7): Distributions of the exact solution (left column), the ELM/A-TFC solution
(middle column), and the point-wise absolute error of ELM/A-TFC (right column) in several 2D cross-sections of
the domain (top row: zi-z2 plane; middle row: z4-z5 plane; bottom row: x¢-z7 plane). NN architecture: [d, 3000, 1];
(Noe, Nin) = (200, 10).

varied, while the numbers of boundary /interior collocation points are fixed and listed in the figure caption.
We observe an initial exponential decrease in the e;~ and e;2 errors with increasing number of training
parameters. Then the errors stagnate as the number of training parameters reaches a certain level.

Figures 18 and 19 demonstrate the convergence behavior of ELM/A-TFC with respect to the number
of boundary and interior collocation points, respectively. Here the neural network architecture is My =
[d, M, 1], with a fixed M = 1000 for d = 3 and M = 3000 for d = 7. We observe an exponential decrease in the
e and ez errors (before saturation), as the number of boundary collocation points (/Ny,.) increases. On the
other hand, the number of interior collocation points (NNV;,) appears to have little effect on the ELM/A-TFC
accuracy. These behaviors are similar to what have been observed with the ELM method in Section 3.1.

Finally we show a comparison between the ELM method and the ELM/A-TFC method for solving the
Poisson equation. Table 11 lists the €, and e;2 errors obtained by ELM and ELM/A-TFC corresponding
to a set of Ny values for two problem dimensions (d = 3 and 7). In these tests, the NN architecture is
Maren = [d, M, 1] with M = 1000 for d = 3 and M = 3000 for d = 7, and the interior collocation points is
fixed at Ny, = 1000. It is observed that the accuracy with ELM and ELM/A-TFC is generally comparable,
and the ELM/A-TFC method appears to be slightly more accurate for lower dimensions. This can be
attributed to the fact that the A-TFC resembles the full TFC more closely in lower dimensions. Therefore
A-TFC enforces the boundary conditions more accurately (closer to TFC) in lower dimensions. On the other
hand, we note that the computational effort and cost involved in ELM/A-TFC is generally higher than that
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Figure 17: Poisson equation: e;= and e;2 errors versus the number of training parameters (M) for dimensions (a)
d =3 and (b) d = 7. NN architecture: [d, M, 1] (M varied); (Nvc, Nin) = (100, 1000) in (a,b).
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Figure 18: Poisson equation: ej and e;2 errors versus the number of boundary collocation points (Npc). NN
architecture: [d, M, 1], with M = 1000 in (a) and 3000 in (b). Nj, = 1000 in (a,b), while Ny is varied.
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Figure 19: Poisson equation: e and e;2 errors versus the number of interior collocation points (Ni,). NN archi-
tecture: [d, M, 1], with M = 1000 in (a) and 3000 in (b). Ny = 100 in (a,b), while Nj, is varied.

27



ELM ELM/A-TFC
Dimension | Npc ejoo €2 ejoo €2

d=3 10 1.16E-4 1.11E-5 6.08E-5 1.40E-5
100 1.03E-9 7.62E-11 | 1.10E-10 3.57E-11
500 2.96E-10 3.83E-11 | 6.76E-11 2.47E-11
1000 | 2.62E-10 3.58E-11 | 4.69E-11 1.50E-11

d="17 80 1.12E-5 1.09E-6 9.81E-5 7.24E-6
90 9.26E-6 7.30E-7 6.85E-5 4.64E-6
100 8.16E-6 6.64E-7 2.96E-5 2.51E-6
110 7.30E-6 6.04E-7 2.48E-5 2.21E-6

Table 11: Poisson equation: Comparison of e¢; and e;2 errors obtained with ELM and ELM/A-TFC corresponding
to a set of boundary collocation points (Npc). NN architecture: [d, M, 1], with M = 1000 for d = 3 and with
M = 3000 for d = 7. N;n = 1000 in all cases.

R 0.01 0.05 0.1 0.5 1.0
e~ 5.82E-6  5.21E-9 2.92E-9 347E-6 4.85E-1
e2 1.64E-6 9.78E-10 5.72E-10 7.34E-7 6.71E-2

Table 12: Nonlinear Poisson equation (d = 3): Determining R0 for the ELM/A-TFC method based on the procedure
from Remark 6. NN architecture: [d, 500, 1]; (Npe, Nin) = (100, 10).

of ELM, because of the computations associated with the A-TFC terms.

3.2.2 Nonlinear Poisson Equation

In this subsection we test the ELM/A-TFC method using the nonlinear Poisson problem from Section 3.1.2,
under the same problem settings and parameters.

Tables 12 and 13 show the tests for determining the R,,q using the procedure from Remark 6. The results
lead to Ry,0 ~ 0.1 for dimension d = 3 and R,,o =~ 0.01 for d = 7. These values are employed for generating
the hidden-layer coefficients in the neural network in the subsequent simulations.

Figure 20 shows distributions of the exact solution, the ELM /A-TFC solution, and the point-wise absolute
error of ELM/A-TFC in several cross sections of the domain for the nonlinear Poisson equation in dimension
d =7. The ELM/A-TFC results are obtained with an NN architecture M, = [d, 1000, 1] and the random
collocation points characterized by (Npe, Nin) = (50,10). The ELM/A-TFC method has captured the
solution accurately, with the maximum error on the order 107° in the x;-23 and x3-z¢ planes and on the
order of 10~7 in the xg-z~ plane.

The convergence behavior of the ELM/A-TFC method is illustrated by Figures 21 and 22 for problem
dimensions d = 3 and d = 7. Figure 21 shows the e;~ and e;2 errors as a function of the number of training
parameters in the neural network. In this set of tests, the number of boundary/interior collocation points
is fixed while the number of training parameters is varied. We can observe a rapid decrease (approximately
exponential) in the ELM/A-TFC errors as the number of training parameters increases (before saturation).
Figure 22 shows the e; and e;2 errors as a function of the number of boundary collocation points (Np.). In
this set of tests the number of training parameters and the number of interior collocation points are fixed,
while the number of boundary collocation points (Ny.) is varied systematically. The ELM/A-TFC errors
initially decrease rapidly as Ny increases, and then level off when Ny increases beyond a certain level.
We would like to further point out that the number of interior collocation points has little effect on the
ELM/A-TFC accuracy (result not shown here), similar to what has been observed with the ELM method.

d 3 7
Ryo | 0.1 0.01

Table 13: Nonlinear Poisson equation: R0 for ELM/A-TFC determined by the procedure from Remark 6. The
simulation parameters here for d = 3 follow those of Table 10. For d = 7, NN architecture: [d, 3000, 1], (N¢, Nin) =
(300, 100).
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(2)

(h) (i)

Figure 20: Nonlinear Poisson equation (d = 7): Distributions of the exact solution (left column), the ELM/A-TFC
solution (middle column), and the point-wise absolute error of ELM/A-TFC in several cross sections (top row: zi-z3
plane; middle row: x3-x¢ plane; bottom row: xe-x7 plane) of the domain. These cross sections are located in the
middle of the domain with respect to the rest of the coordinates. NN architecture: [d, 1000, 1], (Nve, Nin) = (50, 10).

- - -& - - max error

—8—— rms error

500 1500

1
0 1000
width of neural network

2000

(a) d=3

10°

J N

max error
——8—— rms error

500 1500 2000

L
C 1000
width of neural network

(b) dim=7

Figure 21: Nonlinear Poisson equation: ej and e;2 errors versus the number of training parameters (M) in the
ELM/A-TFC network. NN architecture: [d, M, 1] (with M varied); (Nvc, Nin) = (100, 10) in (a) and (50,100) in (b).
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10k - - -4 -~ max error N - - -4 - - max error
N ——8—— rms error 10%F '\ ——&—— rms error

200 50 700 150 200

50 100 150 k .
number of boundary collocation points number of boundary collocation points

(a) d=3 (b) d=7

Figure 22: Nonlinear Poisson equation: e; and e;2 errors of ELM/A-TFC versus the number of boundary collocation
points (Npc). NN architecture: [d, M, 1], with M = 500 in (a) and M = 1000 in (b); Ni, = 10 in (a) and N;, = 100
in (b); Npc varied in (a,b).

Ry 1E-3 1E-2 5E-2 1E-1 5E-1 1
e~ 6.06E-3 4.15E-4 3.56E-6 5.32E-7 2.64E-5 8.21E-4
ez 1.16E-3 6.18E-5 6.37TE-7 9.35E-8 6.03E-6 1.54E-4

Table 14: Heat equation: Determination of R0 for ELM/A-TFC using the procedure from Remark 6 for d = 3.
NN architecture: [d + 1,1000,1]; (Nbe, Nin, Ni,) = (100, 100, 1000).

3.2.3 Heat Equation
We next consider the domain = [~1,1]¢ and the heat equation on Q x [0, 7] (with T = 1),

Ou — Au = f(x,t), (z,t) € Qx1[0,T], (46)
u(z,t) = g(z,t), (z,t) €9 x[0,T], (47)
u(z,0) = h(z), x €, (48)

where f(z,t) = (L—1) cos (5 s 3:) exp(—t), g(z, t) = cos (5 s x) exp(—t), and h(z) = cos (5 s 1:)
This problem has the exact solution u(z,t) = cos (é Zle xl) exp(—t).

The simulation settings and the notations here follow those of Section 3.1.3. We employ a neural network
architecture My, = [d + 1, M, 1], where the (d 4+ 1) input nodes denote (z,t) and M is the number of
training parameters in the network. Nyc, Nin and Ny, denote the number of random collocation points on
each of the boundary of 99 x [0, 7], on the interior of Q x [0,7], and on 2 at t = 0, respectively.

Table 14 summarizes the tests for determining the R,,o with the ELM /A-TFC method using the procedure
from Remark 6 for d = 3, which lead to R, = 0.1. Table 15 lists the R,,q values for the problem dimensions
we have considered for this problem. The hidden-layer coefficients are set to uniform random values generated
on [—Rumo, Rmo] in the subsequent simulations.

Figure 23 illustrates the distributions of the exact solution, the ELM/A-TFC solution, and the point-
wise absolute error of ELM/A-TFC in several cross sections of the spatial-temporal domain for the problem
dimension d = 7. It is observed that the ELM/A-TFC method has captured the solution fairly accurately,
with the maximum error on the order of 10~* in these cross sections.

Figures 24 and 25 demonstrate the convergence behavior of the ELM/A-TFC method with respect to the
number of training parameters and the number of boundary collocation points. The simulation parameters

d 3 7
Rpmo | 0.1 0.005

Table 15: Heat equation: Ry for ELM/A-TFC determined by the procedure from Remark 6. The simulation
parameters here follow those of Table 14.
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(&) (h) (i)

Figure 23: Heat equation: (d = 7): Distributions of the exact solution (left column), the ELM/A-TFC solution
(middle column), and the point-wise absolute error of ELM/A-TFC in several cross sections (top row: xi-z4 plane;
middle row: z4-x5 plane; bottom row: z7-t plane) of the spatial-temporal domain €2 x [0,7]. These cross sections
are located in the middle of the spatial-temporal domain with respect to the rest of coordinates. NN architecture:
[d+ 1,3000, 1]; (Nbe, Nin, Ni,) = (120, 10, 1000).

10°kF 10°L
10" ——-&-- maxefror N ---&-- max error
N

102} ——8—— rms error [ — 9 rmserror
10°
10*
10°
10°
107

1 1 1 J 1 1 1 J

500 1000 1500 2000 1000 2000 3000 4000
width of neural network width of neural network
(a) d=3 (b) d=7

Figure 24: Heat equation: e;~ and ez errors of ELM/A-TFC versus the number of training parameters (M). NN
architecture: [d+ 1, M, 1] (with M varied); (Nvc, Nin, Nt,) = (100,100, 1000) in (a) and (100, 10,1000) in (b).
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Figure 25: Heat equation: e~ and e;2 errors of ELM/A-TFC versus the number of boundary collocation points
(Nbe). NN architecture: [d + 1, M, 1], with M = 1000 in (a) and M = 3000 in (b). (Nin, N¢,) = (100,1000) in (a)
and (10,1000) in (b). Ny is varied in (a,b).

. . Classical PINN Current (ELM)
Dimension — —
el €2 train-time(sec) | ejoo €2 train-time(sec)
d=3 3.84E-3 6.90E-4 326.8 2.34E-10 4.42E-12 2.6
d=5 1.25E-2 1.45E-3 552.5 1.30E-8 5.20E-10 3.5
d="17 8.12E-2 2.85E-3 688.1 8.16E-6 6.64E-7 11.2
d=9 8.56E-1 1.16E-1 964.0 3.95E-5 5.26E-6 14.6

Table 16: Poisson equation: Comparison of e;~ and ez errors and the network training time between ELM and
classical PINN. See the text for simulation parameters.

in these tests have been provided in the figure captions. The characteristics are similar to what have been
observed for other test problems in previous subsections. With regard to the number of interior collocation
points, we again observe that it has little influence on the accuracy of ELM/A-TFC (result not shown here).

3.3 Comparison with PINN

We next compare the current ELM method with the classical physics-informed neural network (PINN)
method [78] for the Poisson equation of Section 3.1.1 and the nonlinear Poisson equation of Section 3.1.2
for a range of problem dimensions. In PINN all the network parameters are trained, and the loss function
consists of two terms, the term for the PDE residual and the one for the residual of the boundary conditions.
We employ the penalty coefficients (1 —pp.) and ppe in front of the loss terms for the PDE and the boundary
conditions, respectively, where pp. € (0,1) is a constant. The Adam optimizer is used to train the neural
network in PINN. Our PINN implementation is also based on the Tensorflow and Keras libraries.

With PINN, we have varied the random initialization of the weight /bias coefficients, the neural network
architecture, the learning rate, the learning rate schedule, and the penalty coefficient pp. systematically
for training the neural network. The PINN results reported below are the best we have obtained in these
tests. It should be noted that much poorer PINN results (not used for comparison or shown here) have been

. . Classical PINN Current (ELM)
Dimension — —
eroo €2 train-time(sec) | ey €2 train-time(sec)
d=3 2.23E-3 4.77E-4 19774 8.10E-10 1.20E-11 29.8
d=5 2.52E-3 3.75E-4  2526.3 3.20E-8 1.13E-9 112.5
d=17 1.89E-2 1.24E-3 3517.9 3.96E-5 3.23E-6 220.9
d=9 4.781E-2 1.33E-2 5036.0 1.61E-4 1.27E-5 678.8

Table 17: Nonlinear Poisson equation: Comparison of e;«c and e;2 errors and the network training time between
ELM and classical PINN. See the text for simulation parameters.
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obtained in these tests.

Table 16 compares the e;~ and ez errors, as well as the network training time (in seconds), obtained
with PINN and with the current ELM method for solving the Poisson problem from Section 3.1.1 in di-
mensions ranging from d = 3 to d = 9. The PINN results are obtained with a network architecture
[d, 30,30, 30, 30, 30, 30, 1] (tanh activation function), a penalty coefficient p,. = 0.99, and the random col-
location points characterized by (Npe, Nin) = (100, 3000) for the boundary and interior of the domain for
dimensions d = 3, 5 and 7 and (Npc, Nin) = (200,5000) for dimension d = 9. A staircase learning rate
schedule has been employed with PINN, starting with a learning rate 0.01 and decaying by a rate 0.5 every
500 epochs. The PINN has been trained for a total of 5000 epochs for the Poisson problem. The ELM
results are obtained using a network architecture [d, 2000, 1] for dimensions d = 3 and 5 and [d, 3000, 1] for
dimensions d = 7 and 9. The ELM random collocation points are characterized by (Npc, Nin) = (100, 200)
for d = 3 and 5 and (Npe, Nin) = (100, 1000) for d = 7 and 9 for the boundary and interior of the domain.
For generating the ELM random hidden-layer coefficients we employ R, = 0.5 for d = 3, R,, = 0.05 for
d=5and d =7, and R,, = 0.001 for d = 9. Compared with PINN, the current ELM method produces
significantly more accurate results with a much smaller training time. For example, for dimension d = 5
the PINN method produces an error on the order of 1072 ~ 1072 with a network training time close to 600
seconds. In contrast, for this case the ELM method produces an error on the order of 10719 ~ 1078 with a
network training time around 3 or 4 seconds.

Table 17 compares the e; and e;2 errors, as well as the network training time, obtained by PINN
and ELM for the nonlinear Poisson problem from Section 3.1.2 for dimensions ranging from d = 3 to
d = 9. The PINN results correspond to a network architecture [d, 30, 30, 30, 30, 30,30, 1] (tanh activation
function), a penalty coeflicient pp. = 0.99, a staircase learning rate schedule starting with a learning rate
0.01 and decaying at a rate 0.8 every 1000 epochs, a set of random collocation points characterized by
(N¢, Nin) = (100, 3000) on the boundary and interior of the domain, and a total of 20000 training epochs.
The ELM results correspond to a network architecture [d, 2000, 1], and a set of random collocation points
characterized by (Npc, Nin) = (100, 200) for dimensions d = 3, 5 and 9 and (N, Nin) = (100, 100) for d =7
on the boundary and interior of the domain. We employ R,,, = 0.5 ford =3, R, = 0.05 ford=5and d =7,
and R,, = 0.001 for d =9 for generating the ELM random hidden-layer coeflicients. The results here signify
the considerably higher accuracy and less network training cost of ELM, when compared with PINN, for the
nonlinear problem. For example, for dimension d = 5 the PINN method achieves an error level on the order
of 107* ~ 1072 with a training time around 2500 seconds, while the ELM method achieves an error on the
order of 1072 ~ 10~8 with a network training time around 110 seconds.

4 Concluding Remarks

In this paper we have presented two methods for computing high-dimensional PDEs based on random-
ized neural networks. These methods are motivated by the theoretical result established in the literature
that the ELM-type randomized NNs can effectively approximate high-dimensional functions, with a rate of
convergence independent of the function dimension in the sense of expectations.

The first method extends the ELM approach, and its local variant locELM, developed in a previous work
for low-dimensional problems to linear/nonlinear PDEs in high dimensions. We represent the solution field
to the high-dimensional PDE problem by a randomized NN, with its hidden-layer coefficients assigned to
random values and fixed and its output-layer coefficients trained. Enforcing the PDE problem on a set of
collocation points randomly distributed on the interior/boundary of the domain leads to an algebraic system
of equations, which is linear for linear PDE problems and nonlinear for nonlinear PDE problems, about the
ELM trainable parameters. By seeking a least squares solution to this algebraic system, attained by either
a linear or a nonlinear least squares method, we can determine the values for the training parameters and
complete the network training. ELM can be combined with domain decomposition and local randomized
NNs for solving high-dimensional PDEs, leading to a local variant of this method. In this case, domain
decomposition is performed along a maximum of two designated directions for a d-dimensional problem, and
the PDE problem, together with appropriate continuity conditions, is enforced on the random collocation
points on each sub-domain and the shared sub-domain boundaries.

Compared with the ELM for low-dimensional problems, the difference of the method here for high-
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dimensional PDEs lies in at least two aspects. First, the collocation points employed for training the ELM
network for high-dimensional PDEs are randomly generated on the interior and the boundaries of the domain
(or the sub-domains), and the number of interior collocation points has little (essentially no) effect on the
ELM accuracy in high dimensions. In contrast, for low-dimensional PDE problems the ELM neural network
is trained largely on grid-based collocation points (e.g. uniform grid points, or quadrature points), and the
number of interior collocation points critically influences the ELM accuracy. Second, with the local variant
of ELM (plus domain decomposition) for solving high-dimensional PDEs, the domain is only decomposed
along a maximum of M directions, where M is a prescribed small integer (M = 2 in this paper), so as for
the method to be feasible in high dimensions. This is an issue not present for low-dimensional PDEs.

The second method (ELM/A-TFC) combines the ELM approach and an approximate variant of TFC
(A-TFC) for solving high-dimensional PDEs. While TFC provides a systematic approach to enforce the
boundary /initial conditions, the number of terms involved in TFC constrained expression grows exponentially
as the problem dimension increases, rendering it infeasible for high-dimensional problems. By noting that
the TFC constrained expression can be decomposed into a hierarchical form, we introduce the A-TFC by
retaining only the dominant terms in the constrained expression. A-TFC avoids the exponential growth in
the number of terms of TFC and is feasible for high-dimensional PDEs. On the other hand, the A-TFC
constrained expression does not unconditionally satisfy the boundary/initial conditions for an arbitrary
free function in the expression. However, the conditions that the free function in the A-TFC constrained
expression needs to fulfill, in order to satisfy the boundary/initial conditions, involve functions of simpler
forms, which in some sense can be considered as an effective linearization of those involved in the original
boundary/initial conditions. A-TFC carries a level of benefit of TFC for enforcing the boundary/initial
conditions and is simultaneously suitable for high-dimensional problems. With the ELM/A-TFC method,
we reformulate the high-dimensional PDE problem using the A-TFC constrained expression, and attain a
transformed problem about the free function involved in the A-TFC expression. We represent this free
function by ELM, and determine the ELM trainable parameters by the linear or nonlinear least squares
method in a fashion analogous to the first method. After the free function is determined by the ELM
network, the solution field to the original high-dimensional PDE problem is then computed by the A-TFC
constrained expression.

The two methods have been tested numerically using a number of linear /nonlinear stationary/dynamic
PDEs for a range of problem dimensions. The method has also been compared with the PINN method. We
have the following observations from these numerical results:

e Both the ELM method and the ELM/A-TFC method produce accurate solutions to high-dimensional
PDEs, in particular with their errors reaching levels not far from the machine accuracy for relatively
lower dimensions.

e Both methods exhibit a clear sense of convergence with respect to the number of trainable parameters
and the number of boundary collocation points. Their errors decrease rapidly (exponentially or nearly
exponentially) for an initial range of parameter values (before saturation).

e The number of interior collocation points appears to have a minimal (essentially no) effect on the
accuracy of ELM and ELM/A-TFC for high-dimensional PDEs.

e For a given PDE, the problem becomes more challenging to compute with increasing dimension, in the
sense that the errors of both methods in higher dimensions generally appear somewhat worse than in
lower dimensions, at least with the range of parameter values tested in this work.

e The error levels obtained by the ELM method and the ELM/A-TFC method are generally comparable,
with ELM/A-TFC appearing slightly better in lower dimensions. On the other hand, the ELM/A-
TFC method generally involves a larger computational effort and cost than ELM, due to the A-TFC
constrained expression.

e The current method exhibits a clear advantage compared with PINN for solving high-dimensional
PDEs, and achieves a significantly better accuracy under markedly smaller training time than the
latter.

The simulation results signify that the ELM-based methods developed herein are effective for computational
PDEs in high dimensions.
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