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Abstract—This work focuses on forecasting future license
usage for high-performance computing environments and using
such predictions to improve the effectiveness of job scheduling.
Specifically, we propose a model that carries out both short-term
and long-term license usage forecasting and a method of using
forecasts to improve job scheduling. Our long-term forecasting
model achieves a Mean Absolute Percentage Error (MAPE) as
low as 0.26 for a 12-month forecast of daily peak license usage.
Our job scheduling experimental results also indicate that wasted
work from jobs with insufficient licenses can be reduced by up to
92% without increasing the average license-using job completion
times, during periods of high license usage, with our proposed
license-aware scheduler.

Index Terms—Software-as-a-Service (SaaS), High-Performance
Computing (HPC), License Management, Machine Learning.

I. INTRODUCTION

The use of Software-as-a-Service (SaaS) has increased

significantly in the past few years. One use of SaaS in

High-Performance Computing (HPC) is in the form of “soft-

ware licenses.” Software licenses give temporary access to

commercial software for the jobs/applications scheduled to

execute in large HPC clusters. Normally, a job scheduled for

execution in such clusters cannot start its useful work without

proper corresponding software license(s) even if it has already

acquired its necessary hardware resources. Therefore, for many

types of HPC workloads, license management is, in principle,

as important as hardware resource management.

Unfortunately, compared to hardware resource management,

which has enjoyed substantial investigation [15], [19], [22],

[25], license management has not received much attention

from the research community. This is partly because most HPC

application/hardware owners tend to heavily over-provision

licenses (purchasing more licenses than required), to avoid po-

tential scenarios where a job acquires the hardware resources

it needs for execution but could not acquire the required

software licenses. However, the cost of such over-provisioning

has recently reached intolerable levels, with large companies

spending up to 18% of their revenue on software [10].

Ideally, only the “right” number of licenses would be

purchased, and the number of licenses provisioned would

vary along with time-dependent needs, thereby reducing the

overheads of licenses purchased to support peak demands that

may never or rarely occur. However, being able to do so

requires accurate prediction of long-term license needs. While

there have been a few preliminary works that have focused on

this problem, the findings so far are not satisfactory and, as a

result, the proposed approaches have not, to our knowledge,

been deployed in any production system. Interestingly, in

addition to long-term prediction, which can guide license

provisioning/purchase decisions, short-term license usage pre-

diction can also be very useful in practice. In particular, short-

term prediction can provide additional input to a job scheduler,

enabling it to make, for example, “license availability-aware”

scheduling decisions. In other words, predicting the number

of licenses that would be needed in the future, whether that

is near-term or long-term, can benefit both the managers

and users of HPC clusters.

This work focuses on performing long and short-term

license prediction (forecasting). By performing long-term

(months-year) forecasting, HPC administrators can make in-

formed decisions when purchasing licenses, to save money.

Short-term prediction, on the other hand, can be used to

improve job scheduling, allowing users of a cluster to execute

their jobs sooner and have less work wasted due to license-

related job failures, allowing HPC administrators to use fewer

resources while still satisfying service-level agreements.

The main contributions of this paper include:

• We introduce a method to process HPC log/accounting

files, for use in forecasting and for simulation.

• We evaluate several forecasting models for long-term

forecasting, show the results for the best model and propose

a method for short-term forecasting.

• We propose a “license-aware” job scheduling strategy that

uses short-term license usage forecasts.

• We design a simulator that can simulate job and license

behavior in regard to changes in the job scheduler and license

manager. We evaluate our scheduler on this simulator and

our experimental analysis of the proposed license prediction,

compared to the baseline method of “polling”, indicates that

for periods of high license usage: (i) the number of denied

jobs due to insufficient licenses decreases by up to 96%; (ii)

as a result, the amount of wasted work decreases by up to

92% with close to no change in job completion times.

II. BACKGROUND

This section provides an overview of current usage for

software licenses (SaaS) and license managers. It then presents

background on our chosen forecasting model – A Multi-

Horizon Quantile Recurrent Forecaster (MQ-CNN).

Software licenses are contract agreements between soft-

ware publishers and end-users of an application [7]. Li-

censes protect the software vendor’s rights in cases of du-

plication, multi-host installation, code editing (unless the

product is open-source), and reverse engineering [7], [8].

Software licenses are often structured as collections of

several different sub-licenses which unlock different func-

tionalities of the software. For example, a MATLAB li-

cense consists of features such as Symbolic_Toolbox,

Statistics_Toolbox, Neural_Network_Toolbox,

Bioinformatics_Toolbox, and more.
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the DeepAR forecasting model, forecasting over 400 data

points is not recommended for this reason [2]. With long-term

forecasting, we perform up to 365 days of forecasts, and with

24-hour spacing, we stay under the recommended maximum

data points. Having a smaller spacing is also unnecessary since

the goal of long-term forecasting is to predict the license

usage trend, for making informed decisions when purchasing

licenses. Furthermore, when evenly spacing the wide data,

we chose the “maximum number of licenses used”, for each

license, in the chosen even-spacing interval. We choose the

maximum, since we want to predict peak license usage, not

the average, to prevent license denials. Further, license usage

is sparse and bursty – the peak and average are quite far apart

for most licenses observed.

C. Long-Term Forecasting Model

We tested several forecasting models, including,

ARIMA [14], DeepAR [21], DeepVAR [20] and MQ-

CNN [27], and found that MQ-CNN performs the best for our

data. MQ-CNN is a Seq2seq-based CNN forecasting model

and is used to make multivariate forecasts, meaning that the

features that it is trained on do not need to be known in

the future forecasting period. This allows MQ-CNN to make

use of multiple license information. We use the GluonTS [1]

library’s implementation of long-term forecasting models.

D. Short-Term Forecasting Model

For short-term forecasting, we take a different approach.

The purpose of short-term forecasting is to be used during job

scheduling. Whenever a job fails due to an insufficient license,

we want to delay that job upon resubmission until that license

becomes free. The goal is to predict the earliest time a license

becomes free, whereas in long-term forecasting the goal was

to predict how many licenses are in use at each time period.

While the long-term forecasting approach can be used to figure

out when a license becomes free, we found that the forecasting

models were not accurate enough for this purpose. Instead,

we propose a method of predicting “when” a license becomes

free by using a license usage distribution that is derived from

historical license usage times – which requires license log files

or another method of recording license use times. The time

for delaying a license, that is how long to wait until a license

becomes free, is formulated as an expected value as follows:

Delay = E(min(X1 − t1, X2 − t2, ..., Xn − tn)|

X1 > t1, X2 > t2, ..., Xn > tn), whereXi ∼ f(x),
(1)

where Xi is a random variable, denoting the license usage

duration of a currently in-use license X , which has been

running for time ti, where license usage times are from a

probability density function f(x). This equation can also be

formulated as follows:∫
∞

0

y d
dy
(1−

∏n

i=1
Pr(Xi > y + ti))∏n

i=1
Pr(Xi > ti)

dy (2)

We implemented (2) numerically where the distribution for Xi

was obtained using license interval data from IV-A1 and is up-

dated as new license intervals are completed during simulation.

To deal with numerical stability issues that arise from having

a large n value, that is, having many of that license currently

in use when predicting the expected delay for a license, we

do not calculate Pr(Xi > ti) and Pr(Xi > y + ti) directly.

We instead omit the denominator of these probabilities so that

we obtain an integer instead of a probability between 0 and

1. Since this omitted value occurs in both the numerator and

denominator of the integral in (2), it does not affect the result,

but it significantly increases numerical stability.

It should be noted that this is a limited form of forecasting

license usage, compared to our long-term forecasting method.

Our short-term forecasting method only predicts when the

license usage will decrease; it does not predict license in-

creases. Furthermore, it assumes that the predicted license will

not increase past its current value, before decreasing. Since

this forecasting method is only used when a license is at its

maximum usage, the aforementioned assumption is satisfied

and the limitation is sufficient for job scheduling purposes.

Note that, this method, in its current form, cannot be used

to predict the case where multiple of the same license are

checked-out simultaneously by the same job. Our COMSOL

dataset does have such licenses, but all of those licenses are

unlimited, therefore those licenses are never denied.

E. Simulation

1) Assumptions: Due to limitations in extracting infor-

mation from log files, we make several assumptions, listed

below. It should be noted that, in real-world use cases, these

assumptions may not hold, which may lead to different results:

• Job Independence: We assume that each job is submitted

independently of other jobs, but this is not always the case.

A user may submit a subsequent job only after a previous

job completes, or users may use workflow managers, that

splits a task into multiple dependent jobs. However, since such

information is not found in our accounting logs, we make this

assumption.

• Stateless Jobs: We assume that once a job fails, the

resubmitted job will take the same amount of time to complete

and use same licenses at the same periods of execution. This

assumption will only hold if the resubmitted job does not use

work done by its previous failed execution. For example, a user

may make checkpoints during job execution and resume from

the most recent one after a job failure, leading to resubmitted

job taking less time to complete and potentially using different

licenses for different periods of time. Since this information is

also not available in our log files, we make this assumption.

• Job Resubmission. In our job submission system, when

a job fails, it needs to be resubmitted by the user. This can

be done by the user manually resubmitting, or writing a script

to automatically resubmit. There may be a few seconds of

delay between when a user submits a job and when a job is

logged in the accounting log, and similarly when a job fails

and when the user receives the error message. Furthermore,

we cannot know when a user will decide to resubmit a job,

and how often they will continue trying to resubmit. For these

reasons, we need to make an assumption about the delay

between job re-submissions in our simulation. We can observe
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before execution and it results in idling on hardware resources.

In [29], a heuristic is presented and evaluated for license-aware

job scheduling. However, the proposed heuristic assumes that

the licenses used in a job and the runtime of a job are

known before execution. We believe, due to these assumptions,

such methods are not suitable for many HPC environments.

In contrast, our work can be integrated with existing job

schedulers without requiring any future knowledge.

In the context of license usage forecasting, there exist

commercial tools, such as X-formation License Statistics [28]

and OpeniT License Predictor [16], which claim to work with

several types of software licenses. However, these solutions are

not open-source. Few works exist on license forecasting such

as [23] which uses the ARIMA forecasting algorithm [14]

to predict petroleum software and [18], which compares an

LSTM-based forecasting model with the OpeniT License

Predictor. However, these works contain insufficient details of

their implementations and are of limited use. In contrast, we

give the details of our proposed methods, and our software

will be put in the public domain.

VIII. CONCLUDING REMARKS AND FUTURE WORK

Our work shows that it is possible to accurately forecast

license usage, for up to a year, and we show that with the

ability to accurately forecast license usage in the short term,

it is possible to improve job scheduling in a license-aware

manner. We also show methods of parsing log files to obtain

data for use in forecasting. We plan to improve the simulator

by tracking CPU use, both cores and memory per CPU, to

simulate queue time instead of using historical queue time in

the future. Furthermore, we plan on adding compatibility for

interactive jobs both by identifying them in the log data and

simulating them correctly. We plan to analyze how forecasting

errors impact job performance and investigate different license

and job scheduling environments, including the requirement

of additional information at job submission, e.g. license and

workflow annotations. For the distribution-based forecasting

model, we plan to add a decaying distribution, so it can adapt

to recent changes in license durations and we plan on updating

this model to be able to deal with multi-license checkouts.
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