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Figure 1: Three tasks completed under free-hand and controller-based interfaces within the conVRged social VR application.

ABSTRACT
Locomotion systems that allow the user to interact with large vir-
tual spaces require precise input, competing with the same inputs
available for performing a task in the virtual world. Despite ex-
tensive research on hand tracking input modalities, there is a lack
of a widely adopted mechanism that o�ers general-purpose, high-
precision locomotion across various applications. This research
aims to address this gap by proposing a design that combines tele-
portation with a grab-pull locomotion scheme to bridge the divide
between long-distance and high-precision locomotion in both a
tracked-controller and free-hand environment. The implementa-
tion details for both tracked controller and tracked hand environ-
ments are presented and evaluated through a user study. The study
�ndings indicate that each locomotion mechanism holds value for
di�erent tasks, with grab-pull providing more bene�t in scenar-
ios where smaller, more precise positioning is required. As found
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in prior research, controller tracking was found to be faster than
hand tracking, but all participants were able to successfully use the
locomotion system with both interfaces.
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1 INTRODUCTION
Visual hand tracking is becoming a standard feature of Augmented
and Virtual Reality (AR/VR) systems, with some systems o�ering
an option for hand tracking or controller tracking (e.g., Meta Quest
1/2/Pro, Pico Neo 4) and others relying on hand tracking exclusively
(e.g., Microsoft Hololens, upcoming Apple Vision Pro). Eliminating
the requirement of controllers is attractive as hands o�er a more
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convenient, always available, and perhaps more natural interface.
However, since hands have neither buttons nor tracking aids such as
LEDs formore precise positioning, there are considerable challenges
in user interface design. This paper discusses howwe designed such
a free-hand interface, attempting to maintain the versatility of a
controller-based interface to support many complex tasks and to
keep usability high enough to warrant its use.

A key aspect of this work that di�erentiates it from other studies
on free-hand interfaces is that it is a study built for, and within,
a real-world social VR application. That application is currently
used for a number of other projects, and has an established and
versatile controller-based interface already. The free-hand interface
was intended as a convenient option for when controllers are not
available (e.g., dead batteries) or not desirable, with the understand-
ing that it would likely be less usable due to intrinsic issues in hand
tracking (e.g., lack of buttons) and technical issues in tracking the
hands with head-mounted cameras. Thus, the primary purpose of
the current work was not to build an equivalently usable system,
but instead to minimize and then quantify the usability di�erences.

We especially focused on locomotion in the design of the in-
terface. The controller-based interface provides teleporting for
large distance movements, �xed increment turning, and a grab-pull
metaphor for precise positioning, relying on multiple controls for
activation and excellent controller position and orientation tracking
for control. Providing the same movement versatility in the hand-
based locomotion interface required extensive adaptation. Instead
of multiple buttons, a single index-thumb pinch gesture was chosen
because it was one of the more reliably detected hand gestures and
is commonly used in the Meta Quest home interface, increasing fa-
miliarity. Together with the pinch gesture, region-based, contextual
activation with visual feedback resolves ambiguities and minimizes
errors, and �ltering is employed to increase accuracy.

After �nalizing the design of the interface, we conducted a user
study with 20 participants where we gathered detailed performance
data while they completed a variety of tasks with the controller-
based and free-hand interfaces. In addition to raw performance
statistics such as travel time, we were interested in seeing how
participants leveraged the various techniques when they had the
option. Results from the study, including user feedback, con�rmed
our expectations that controllers were signi�cantly faster for per-
forming nearly all tasks. However, all users were able to complete
all tasks, without reported complaints about simulator sickness
and only two reported instances of fatigue. This suggests that the
free-hand is a worthwhile addition, one that is likely to continue to
improve as hand-tracking quality increases.

2 RELATEDWORKS
There is a wide breadth of research that evaluates locomotion tech-
niques in VR, but only a subset is focused on how they work with
hand tracking, though several compare hand tracking to controller
tracking for other tasks [10, 15]. Schäfer et al. evaluated four di�er-
ent teleportation techniques designed for use within a hand-tracked
environment [21]. Two of thesewere two-handed techniques, which
used a gesture on the other hand to activate the teleport; and two
were one-handed, which used a "dwell" technique to activate the
teleport. The evaluation task was a long hallway with "primitive

graphics style" with 10 columns at random intervals for teleport tar-
gets. The authors found no signi�cant advantage for two-handed
versus one-handed gestures, concluding that one-handed inter-
action was su�cient for a usable teleporting interface. However
while teleporting was disabled while the hands were near an in-
teractable object, it is not clear whether this the ability to activate
the teleporter ray using the tested gestures would interfere with
more complex task interaction or social gestures. Work by Zielasko
et al. also compared controller-free locomotion methods to a tra-
ditional controller, recommending methods with more freedom
of movement such as the ability to move backward, though the
controller-free methods did not use tracked hand position as the
input method for locomotion [28].

Kim et al. explored a variety of non-controller input methods
including hand-tracking, eye-tracking, and electroencephalography
(EEG) [11]. A user study found "relative superiority of eye-tracking
for location targeting and hand-tracking for teleport triggering."
Our own study took inspiration from the teleporting task design,
which consisted of a hallway with teleport targets on alternating
sides. The spacing of the targets was such that the angle to the
next target included a variety of angles and distances, and the
alternating design ensured even counts of left and right turns. Both
of these two works used an external Leap Motion module for their
hand tracking. Visual tracking of hands has only become popular
in recent decades, but other systems have used gloves to more
accurately track gestures such as the work from Mapes et al. in
1995 [13].

Outside of teleporting, some works look at the use of hand track-
ing to control the speed or direction of smooth locomotion tech-
niques. Zhao et al. used unique hand gestures for locomotion, in-
cluding a "�nger distance" gesture where the distance between the
index �nger an the thumb of a hand would determine the movement
speed of the locomotion system, or another where the number of
�ngers displayed would increment the movement speed [27]. Their
third system used the frequency of �nger tapping for speed control.
These systems were compared to an untracked gamepad in a user
study performed outside of immersive VR.

Though it is relatively common in popular VR games (e.g. Nock1,
Lone Echo/Echo VR2, Gorn3, Brass Tactics4, Google Earth VR5,
and to a lesser extent Gorilla Tag6, etc.) hand-based grab-to-move
locomotion has a relatively small body of published research [6].
Arm-swinging could be seen as a related technique, but it generally
is a mechanism to in�uence the velocity of a sliding locomotion
technique rather than direct manipulation over the user’s position
in 3 degrees of freedom [4, 17, 24]. Rantala et al. included a grab-
pull system in their evaluation of several locomotion techniques
for a visual observation task, and found that it outperformed a
non-continuous teleport interface for their task, which involved
counting small dots along a hallway as they moved [19]. Lim et

1https://nock.game/
2http://echo.games/
3https://store.steampowered.com/app/578620/GORN/
4https://www.oculus.com/experiences/rift/1101975213197949/
5https://vr.google.com/earth/
6https://www.gorillatagvr.com/
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al. also compared three locomotion techniques that included grab-
pull, but focused on the ability for this technique to move in three
dimensions [12].

In addition to locomotion, grabbing and interacting with objects
in the virtual world must be designed for a high quality multi-
purpose VR application. Schäfer et al. compared a controller to
a hand-tracked interface for picking up and placing objects [20].
They found signi�cantly better performance when using a tracked
controller, but did not �nd any signi�cant di�erences between their
proposed hand tracking grab techniques, either a fore�nger pinch or
a whole-hand grab. Masurovsky et al. and Hameed et al performed
similar hand-controller comparisons, and both found signi�cantly
better performance when using tracked controllers compared to
controller-free interactions [8, 14].

Other works tried to combine the bene�ts of both controller and
controller-free inputs. Capece et al. presented a system that used
a tracked controller in one hand for the use of the precise button
inputs, and pinch with hand tracking to interact with the nodes
on a 3D graph [5]. All locomotion inputs were performed using
directional input on the controller.

3 SYSTEM DESIGN
3.1 Environment
The work presented here is built in the context of conVRged, a multi-
purpose social VRworld developed in our lab across several research
and outreach projects, which is in the process of being converted
to a fully open source project7. The application is designed such
that it can contain a variety of experiences, from presentation-
focused environments with screen-sharing, shared whiteboards,
to games such as chess, checkers, remote-controlled cars, and a
playground. The system consists of several separate environments
for each target application. An elevator metaphor is used to travel
between environments, with the buttons in the elevator used to
select a target environment. While conVRged is used within our
research group, its design mimics aspects of several commercial
applications, such as VR Chat, Rec Room, or Horizon Workrooms.

While the application supports custom avatars (via Ready Player
Me8), for the study we opted to use an androgynous avatar model
with a pure white texture, as seen in Figure 1. This avatar was
present whether the user is using hand tracking or traditional
controller tracking, but instead of using the hand models provided
by Ready Player Me for hand tracking on the Quest 2, the standard
Meta hand models were used, which match the size and shape of
the user’s real hands.

3.2 Interaction
Most of the environment-speci�c interaction in the application
is accomplished by a grabbing metaphor, wherein any movable
object can be temporarily attached to the virtual hand and then
released or thrown. This is accomplished by moving the avatar
hand close to an object, which highlights if it can be picked up,
and then activating and deactivating a grab intent. When using
the Quest 2 controllers, this action is performed with either hand-
trigger. When using hand-tracking, it is performed by bringing the
7https://github.com/velaboratory/conVRged-OSS
8https://readyplayer.me

tips of the index and thumb �nger close enough together (pinching).
Additionally, the avatar hands can be used on virtual touch screens
by intersecting the virtual hand �nger tip with a control or by
raycasting from a distance.

3.3 Locomotion
The locomotion system complements physical user movement (1-1
with real world movement) with virtual teleportation and grab-
based sliding in any direction. The combination of these supports
diverse physical and virtual environments and tasks.

3.3.1 Grab-pull. Some tasks, like chess, are performed on a very
small scale. In the real world, chess players are generally seated in
front of the board, and do not get up or move around much. How-
ever, the initial body placement can be di�cult, especially if seated,
and depends on the height and comfortable reach of the person.
In order to enable a comfortable playing position in VR, precise
micro-adjustments must be possible beyond that of a point and tele-
port mechanism. To achieve this, a "grab-pull" sliding system was
implemented. The user can use a button on the controller or a pinch
activation gesture in hand tracking mode to lock their hand to the
world, then when they move their hand, their body would move to
keep their hand in the same location. Momentum is preserved when
releasing, so extra distance can be achieved with less e�ort, but
velocity damping is applied to reduce this e�ect to a maximum of a
few meters. Prior research has found small amounts of translation
gain can be applied without a perceivable visual e�ect, but can be
used to cover larger distances more easily [23, 25, 26]. A translation
gain of 1.5 was applied to this technique for this work. For both the
hand-tracked and controller systems, the input for "grabbing" the
air to activate the grab-pull mechanic is the same input as grabbing
objects in the world to pick them up. If it is not clear to the user
if their action will result in motion, simulator sickness may occur
[22].

On the Quest 2, hand tracking is performed by machine vision
algorithms that process data from four infrared cameras mounted
to the headset that are also used to track the controllers. Signi�cant
jitter can be observed at all times, with degraded accuracy as the
hands become occluded and cut o� in the camera view or as they
move quickly and become blurred. As a result, several mitigations
were developed to reduce the e�ect of poor hand tracking quality on
the locomotion experience. A double-exponential smoothing �lter
was applied to the raw pinch position at all times. In addition, extra
smoothing was applied inversely proportionately to the distance
to the headset once the hands were within a certain radius. A
common action when using grab-pull to move forwards results in
the user’s release point ending close to their face. The accuracy at
the release point is the most critical, since it also determines the
distance traveled due to momentum. By increasing the smoothing
at this point, release velocity became more consistent for this type
of motion.

3.3.2 Teleportation and Snap-Turning. Other tasks require the user
to cover larger distances quickly, such as forming small groups for
conversations or playing a larger-scale game. Using grab-pull can
only translate by a few meters for each action, so a faster method is
useful. In addition, users seated in non-rotating chairs must have a
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way to virtually turn their avatars. Both of these can be supported
by a mechanic that transforms the tracking volume to achieve the
desired o�set or rotation [3].

In the application, teleportation is achieved by �rst activating the
teleporter. When active, a parabolic trajectory is visualized emerg-
ing from an origin and ending at a target position somewhere in
the world. If the target position is valid, deactivating the teleporter
instantly transports the user to that location. Snap turning is a
single activation, left or right, and results in a corresponding 30
degrees rotation of the tracking volume about one of two positions.
When the grab-pull system is active, the center of rotation is the
hand that is grabbing; otherwise, the play space rotates around the
head position.

When using controllers, teleportation is activated by the thumb-
stick, as is commonly done in consumer games. Holding forward on
the thumbstick activates the teleporter arc, which emerges from the
controller position. Releasing the thumbstick activates the teleport.
Snap rotation activates when pushing the thumbstick left or right,
which must be repeated for multiple rotations.

For hand-based teleportation, the same arc-based teleporting
ray was used, with the only di�erence lying in the activation and
pointing of the ray. To activate a teleport, the pinch action was
reused, as it was found to be the most reliable gesture. However, as
it was already in use for grab-based sliding, we needed to multiplex
the two actions. Our solution was to reserve three portions of the
reachable space for activating the teleporter and snap turns. These
regions could not be placed near the center of the viewport since
they would interfere with other tasks in the virtual environment,
such as picking up objects. The bottom of the viewport is also
an inconvenient area to put regions because the hands are often
near the bottom of the screen when resting. Therefore, the teleport
region was placed forward and above the user’s head position, and
the snap-turn targets were placed to the sides. Pinching while the
user’s hands are inside a sphere of a 10 cm radius activates the
teleporter, and the user can then lower their hands to point the
ray at the desired location on the �oor. The direction of the ray is
determined by the vector between a point near their head and their
hand. If the exact head position were used in this calculation, the
ray would be di�cult to see since the user is looking directly down
the length of the ray. Instead of the head position, a point to the side
(depending on which hand activates the teleporter) and below their
head was used in this calculation to reduce fatigue by moving the
typical release point to a more natural hand position. The choice
to use the head-hand vector for the teleporter ray direction di�ers
from the implementation for controllers, which uses the controller
direction. This di�erence was necessary because the accuracy of
the orientation of the controllers is far higher and more temporally
stable than that of tracked hands due to the presence of the inertial
measurement unit (IMU) in the controllers, while the hands rely
on purely visual tracking. Additionally, the goal of this study was
not to compare hand tracking precision with controller tracking
but rather to investigate a realistic implementation of a similar
locomotion system for both interaction mechanisms. We believe
the chosen inputs represent a high-quality locomotion mechanic
that does not interfere with the ability to interact with the world
for complex tasks.

4 STUDY DESIGN

For Each

Background
Questionnaire

3 Tasks in VR
hands condition

3 Tasks in VR
controller condition

UMUX Questionnaire
in VR

UMUX Questionnaire
in VR

3 Tasks in VR
controller condition

UMUX Questionnaire
in VR

3 Tasks in VR
hands condition

UMUX Questionnaire
in VR

Post-experiment
Questionnaire

Platforms task

Boxes task

Checkers task

For each condition block:

Figure 2: Study procedure. The two participant groups varied
in order of the hands and controllers conditions

We conducted a user study to evaluate the proposed locomo-
tion technique across both hand-tracked (hands condition) and
controller-tracked (controllers) conditions as well as through a va-
riety of tasks. A within-subjects, crossover design was used, such
that each participant used both the hands and controllers condition
for each of three tasks as seen in Figure 2. The input condition was
alternated between participants, but the three tasks were always
performed in the same order �rst for one condition, then for the
other. This was done to combat the learning e�ect that is common in
VR user studies. Performance comparisons between the tasks were
not intended, so no order variation was needed. At the beginning of
each input condition, participants were instructed how to use each
of the locomotion inputs, as well as grab and place a single object.
This tutorial procedure took approximately 30 seconds, after which
they proceeded to the �rst task. In general the goal of developing
the study environment was not to build a bespoke apparatus for
this study, but rather to build a world with various tasks that the
user was guided through by the experimenter, who was also in VR
with the participant in the same virtual space. For example, there
were no arti�cial limits on where the participant could teleport in
the platforms task, and the grab-pull locomotion system was not
disabled. Participants were just told that their task was to teleport
to each platform in turn, just as would happen in the real world.

4.1 Tasks
Three tasks were designed to test the system in a variety of situa-
tions. Each of the tasks represents a di�erent segment of possible
application usage.
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Figure 3: An overview of the platforms task. The layout con-
tains varying distances and turn angles.

4.1.1 Platforms. The �rst task was intended to focus on measuring
the precision and speed of the teleporting portion of the locomotion
system. The task consisted of 10 platforms of 2 m radius (Figure 4).
All of the platforms were at the same and arranged in such a way
that there were a variety of left and right turns of various degrees as
well as a variety of distances, from 10 m to 36 m. See Figure 3 for the
layout. Due to the parabolic nature of the teleporting ray in both
the hands and controllers conditions, the 36 m distance was near
the maximum comfortably possible for the interface. Participants
were instructed to perform the course twice in a row. The �rst time
as "precisely as possible" and the second time "as fast as possible,"
in order to encompass both ends of the speed-precision trade-o�.
The "fast as possible" trial was always performed second to match
the natural increase in speed that happens with growing familiarity
with a task. While the grab-pull locomotion technique was not
forbidden verbally or through the software, the task was described
as teleporting to each platform, and only teleporting data was
analyzed.

Figure 4: A user teleporting from one platform to the next.
The current platformwas highlighted in orange, and the next
platform was highlighted in red.

4.1.2 Boxes. After completing the platforms task, participants
looked to the center of the room, where a set of 10 boxes on posts
were spawned (see Figure 5). This task was designed to mimic simi-
lar tasks from related works[7, 16] that also attempted to analyze
the task performance of various locomotion techniques. One addi-
tion beyond that of related work is to randomly set the elevation of
the boxes to any value within 1 to 2 m above the ground. There were

Figure 5: A user opening a door of one of the boxes in the
boxes task. This is the second of the two box con�gurations.

two prede�ned random layouts of boxes, in which the orientation,
position, and elevation of the boxes in the room were decided by
�xed seeds. The boxes were at least 1 meter apart from each other
and were spread in a space of 14x14 meters. To complete the task,
participants had to open the door found on one side of the box by
grabbing and holding it open while they removed the sphere with
the other hand. It was not possible to see whether a sphere had
already been removed from the outside, so part of the task was to
maintain spatial awareness throughout usage of the locomotion
system to travel between boxes. Each box was 60 cm in width, and
the spheres inside had a 10 cm radius.

Figure 6: The checkers board in its "messy" state. Several
pieces started on the �oor.

4.1.3 Checkers. The third task was to clean up a messy checkers
board as seen in Figure 6. Participants were presented with a small
side room with a checkers board on which the black pieces oppo-
site of them perfectly aligned, but the red pieces were scattered
around the board and �oor. The task was to pick up all 12 red
pieces and place them onto the appropriate squares of the board as
demonstrated by the black pieces. There was a physical timer on the
side of the board with a start and stop button that the participant
started and stopped by themselves. The timer provided motivation
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to complete the task faster as well as providing another precise UI
interaction as part of the task.

4.2 Study Population and Environment
Following human-subjects review approval, 20 participants were
recruited from the local university population and lab groups to
participate in the study by direct invitation and word-of-mouth. A
$15 gift card was used as an incentive, and the entire experience
could be completed in 30-45 minutes. Most participants completed
the study in our laboratory, but one participant performed the ex-
periment remotely. Communication with this participant happened
through a voice call for the portions outside of VR, and used the
built-in voice communication in the VR application for communica-
tion during the study. No other di�erences in the run of the study
were experienced. All participants were seated in a �xed-rotation
chair as in the work by Huber et al. and used a Meta Quest 2 head-
set [9]. The controllers condition was completed with the standard
Quest 2 controllers and the hands condition with the built-in hand
tracking on the Quest 2 using the "MAX" frequency option for
hand tracking V2.0 for the best experience on this platform. The
experimenter was also in VR to walk the participant through the
study, though they always used the controllers. Frame rate inside
the application was consistently 90 Hz with no noticeable frame
drops.

4.3 Procedure and Measures
After signing the informed consent document, participants �lled
out a background survey with questions about demographics and
prior experience with VR. The necessary buttons or gestures were
shown outside of VR for their �rst condition, then they were in-
structed to put on the headset and adjust it for a comfortable view-
ing experience. Once both the participant and the experimenter
were inside VR in the same virtual environment, the experimenter
demonstrated and explained both grab-pull, teleporting, and snap-
turn locomotion techniques. In the hands condition, the participant
was �rst asked to calibrate their arm length using the option in the
�oating tablet interface. After selecting the calibration option, a
small box appeared in front of them, which they were told to grab
and release at their maximum arm extension. The participant was
observed while completing each of the locomotion techniques at
least once, and if they were able to successfully complete them,
they were instructed to grab a small cube from a table and put
it into a box before selecting the separate scene where the actual
study would take place. The experimenter guided the participants
through each of the tasks, observing their progress just as if the
tasks were completed in a physical lab instead of a virtual environ-
ment. Every action performed in VR, such as teleport events, grab
events, etc., was logged to a �le and used for and used to generate
the quantitative results for each of the tasks. After completing the
third task in VR, a web browser embedded in the environment was
used to present survey questions without the context switch that
leaving VR would necessitate. These questions followed a standard
Usability Metric for User Experience (UMUX) questionnaire [2].
Between the hands and controllers conditions, the participant was
instructed to take o� the headset for a fewminutes to reduce fatigue
from wearing the headset for extended periods of time as well as

to provide the same brief introduction to the buttons or gestures
for the second condition. After both conditions were completed,
another survey was completed at a desktop computer, asking about
comparisons between both conditions and their general experience.

5 RESULTS
All participants were able to complete all of the tasks successfully,
and no motion sickness, vision problems, or discomfort were re-
ported during the study. The average age of the 20 participants was
22 years (SD=4.2), and 14 reported male, 5 female, and 1 other/prefer
not to say. Experience levels were mixed, with 6 participants never
having used VR, and 10/20 users reporting 4 or above on a 1-7
scale of VR experience. Comfort playing 3D video games and self-
reported competitiveness were similarly mixed.

Figure 7: Top-down view of the teleport locations in the plat-
forms task. The highest error was in the direction of travel.

Using a Chi-square test for independence, no signi�cant di�er-
ences were found between the two groups assigned to di�erent
condition orders. In addition, none of these background results
correlated strongly with the performance results, so they were not
used as covariables in subsequent analyses.

A Usability Metric for User Experience (UMUX) questionnaire
was asked after both the hands and controllers conditions. UMUX is
a four-question survey designed to generate results comparable to
the popular System Usability Survey (SUS) while requiring fewer
questions to complete [1, 2]. The hands condition generated a SUS-
comparable score of 0.62, and the controllers condition generated
a score of 0.78, which were signi�cantly di�erent according to
an independent samples two-tailed t-test (t(18)=-2.39, p=0.02). No
di�erence was found when all of the �rst trials were compared to
the second trials (M1=0.71, M2=0.68, t(18)=0.59, p=0.56).

After both conditions were completed, participants answered
four 7-point scale comparison questions between the two condi-
tions as well as two questions between the two primary locomotion
inputs. Results for these questions can be found in Figures 9 and
10. Using a one-sample t-test for variation from the mean centered
at 4, each of the answers was found to be signi�cant in favor of
the controller condition. A Shapiro-Wilk test for normality found
signi�cant deviation from normality (p<0.05) in all questions ex-
cept for the third general condition preference questions (as seen in
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Figure 8: Top down view of all of the teleport locations onto
the platforms. Some platforms were approached from di�er-
ent directions, so the direction of highest error is mixed.

Table 1: Summary statistics for all 7-point Likert scale pref-
erence questions asked after each condition or after the ex-
periment. 4 was "about the same" and the ends were in favor
of either condition. These results can also be seen in Figures
9 and 10

Question 1-samp. t-test
For the Boxes task, which locomotion
system did you �nd more useful?

M=3.85, SD=1.63,
t(19)=-0.41, p=0.69

For the Checkers task, which locomotion
system did you �nd more useful?

M=6.25, SD=0.97,
t(19)=10.41, p<0.001

Which system did you feel like you could
use more quickly/e�ciently?

M=5.30, SD=1.38,
t(19)=4.21, p<0.001

Which system did you feel was more pre-
cise?

M=5.45, SD=1.36,
t(19)=4.78, p<0.001

Which system would you prefer to use? M=4.70, SD=1.42,
t(19)=2.21, p=0.04

Which system did you feel took longer
to complete?

M=2.30, SD=1.38,
t(19)=-5.51, p<0.001

Figure 9 and Table 1), and the locomotion system preference ques-
tion for the boxes task. Each of these responses with non-normal
distributions were also tested with the Wilcoxon signed-rank test
centered at a value of 4, and were found not to be symmetric about
zero (p<0.05).

Two comparison questions asked about relative preference be-
tween the grab-pull and teleport inputs (Figure 10). For the boxes
task, no signi�cant preference was found, as participants used a
mix of both inputs, but for the checkers task, signi�cant preference
was found for the grab-pull input (t(19)=10.41, p<0.001).

Figure 9: Relative preference scores between the hands and
controllers conditions from the post-experiment question-
naire

Figure 10: Relative preference scores between Teleport and
Grab-move from the post-experiment questionnaire

Quantitative performance was also measured in each of the three
tasks. In the platforms task, accuracy was measured as the distance
from the center of each platform for each teleport. Overall, No
signi�cant di�erence between the hands (M=0.56 m, SD=0.42) and
controllers (M=0.53 m, SD=0.45) conditions was found (t(18)=0.97,
p=0.33), and no improvement was found across the �rst (M=0.54 m,
SD=0.43) and second (M=0.56m, SD=0.44) trials (t(18)=-0.60, p=0.55).
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When isolating the data for only the �rst run where the participant
was instructed to be as precise as possible, signi�cant di�erence
was still not found, but the p-value was reduced to 0.058 (t(18)=1.90)
in favor of the controllers condition using an independent samples
two-tailed t-test. The data for this accuracy measurement can be
seen in Figures 7 and 8.

Overall completion time was measured by calculating the time
between each of the teleports in the sequence. The controllers con-
dition (M=2.93 s, SD=2.82 s) was found to be signi�cantly faster
than the hands condition (M=6.06 s, SD=5.24 s) using an indepen-
dent samples two-tailed t-test (t(18)=9.32, p<0.001), and this trend
remained when isolating the data to the "fast" run only. No di�er-
ences (t(18)=-0.81, p=0.42) were found in completion time between
the �rst (M=2.78 s, SD=2.36 s) condition and the second (M=3.00
s, SD=2.64 s) condition, showing no signi�cant learning e�ect. In
order to perform a teleport, a ray must �rst be activated, then aimed
and released. The time with this ray active was measured for both
conditions, and again the controller condition (M=1.42 s, SD=1.06
s) was found to be signi�cantly faster than the hands condition
(M=2.84 s, SD=2.27 s, t(18)=10.78, p<0.001) both overall and for the
"fast" run only. When limiting "fast" run only, these times reduced
to 0.8 s (SD=0.5) and 1.6 s (SD=0.7), but the ratio remained the same.
These results can be found in Figure 11.

Figure 11: From top to bottom: Distance from the center
of the platform for each teleport; Total time between each
teleport event. This can be multiplied by 10 for the total task
completion time; Time with the teleporting interface active.

Completion time for the boxes task was calculated similarly to
the platforms task, with the average time between each box as the
primarymetric. The controllers condition (M=12.42 s, SD=7.75 s) was
found to be signi�cantly faster than the hands condition (M=16.53
s, SD=8.48 s) using an independent samples two-tailed t-test (t(18)=-
4.52, p<0.001) (Figure 12), and and no di�erence was found between
the �rst condition and the second condition (t(18)=1.43, p=0.15).

Completion time for the checkers task was measured by the phys-
ical timer operated by the participants. No signi�cant di�erence

Figure 12: Completion time of the boxes task. The time be-
tween each box can be multiplied by the number of boxes
for total task time.

between either the hands (M=96.37 s, SD=43.18 s) and controllers
(M=75.92 s, SD=30.89 s) conditions (t(18)=-1.60, p=0.12) (Figure 13)
or the �rst (M=86.31 s, SD=33.82 s) and second (M=84.85 s, SD=42.80
s) trials were found (t(18)=0.11, p=0.91). Overall average completion
time was 86 seconds (SD=39). As each item was picked up and
placed in the correct location, the time spent holding each checkers
piece was also recorded. Participants held the pieces 0.6 seconds
longer on average in the hands condition (t(18)=-3.38, p<0.001), but
no di�erence was found between the �rst and second conditions
overall.

Figure 13: The total completion time for the checkers task.
This time is the result of the in-application timer operated
by the participant.

On average, participants completed 36.4 (SD=19.4) grab-pull
actions and 9.4 (SD=4.5) teleport actions during the boxes task.
These averages changed to 43.8 (SD=17.2) grab-pull actions and 2.6
(SD=2.7) teleports for the checkers task.

5.1 User Feedback
Free response feedback was requested for several questions in the
post-experiment survey to capture issues or comments not other-
wise quanti�ed in the quantitative data or other survey questions.
The �rst such question asked participants to explain why they pre-
ferred the teleporting or grab-pull inputs for both the boxes and
checkers tasks. 15 out of the 20 participants wrote that the teleport
was more useful for long distance movements and the grab-pull
input was useful for smaller movements or adjustments. One par-
ticipant commented, "teleporting was very useful in covering a lot
of distance very quickly, but I felt disoriented trying to do it quickly
and turning after teleporting was always needed. The grab-pull felt
better for moving short distances and it felt more natural physically
moving in that way." Only three participants commented on the
ability for the grab-pull locomotion to move vertically, whereas the
teleporting system could only cover horizontal distance. Five people
commented that grab-pull was more natural than teleporting, and
six mentioned that grab-pull provided more precise control than
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teleporting. Another user commented, "Grab and move felt very
natural and allowed me to maneuver precisely in the environment."
Only one person mentioned fatigue when comparing the two in-
put schemes. None of the responses indicated that the participants
perceived the translation gain present in the grab-pull scheme.

Another free-response question prompted participants to discuss
the aspect of the tasks or system they found the most di�culty with.
The most common issue (seven participants) was the low quality of
the hand tracking itself, which resulted in issues performing reli-
able grab or teleport operations. Five participants found the hands
condition unreliable at times, especially for the grab-pull technique.
Two users mentioned that the high position of the teleport and
snap-turn targets in the hands condition caused arm fatigue in the
platforms task, and two participants commented on the imprecision
of the teleporting release, "as I released my �ngers to teleport, the
teleportation destination shifted whereas with the controllers I did
not have this problem."

6 DISCUSSION
Overall, the results showed signi�cant preference and completion
time advantages for the controllers condition over the hands con-
dition, which supports prior work in this area, such as that from
Schäfer et al., Masurovsky et al., and Hameed et al. [8, 14, 20].
This research focused more on quantifying that performance delta,
and we found 20 to 30% faster completion times for the controllers
condition.

The three tasks were designed to span the range of applicability
of the grab-pull and teleporting interfaces, and we saw this a�nity
re�ected in the results. The platforms task was designed to be the
best for teleporting, but the task speci�ed the use of teleporting for
movement, so the relative usage in that task is not useful. However
participants were able to choose which locomotion system they
preferred to use in the boxes and checkers tasks. The grab-pull
interface had far more invocations than teleports in both tasks, but
the teleporting action results in a longer distance traveled. In the box
task, a user could choose to teleport from one of the boxes to another,
or use several smaller grab-pull actions to cover the same distance.
Since the average number of teleport actions was 9.4 for this task,
and only 11 out of the 20 participants used 9 or more teleports
(the minimum number of teleports required to travel between 10
boxes), the data supports that many of the transitions between
boxes were completed purely using the grab-pull technique. This is
corroborated with the qualitative observations of the experimenter,
who was watching the participant complete the tasks. Part of the
task was remembering which of the boxes had already been visited,
as it was not possible to see from the outside whether a box had
been completed or not. It was relatively uncommon for a participant
to forget which boxes had been visited, but several participants
did spend some time moving between boxes to �nd the one they
had not yet completed. Since this only happened a small number of
times, it was not possible to quantify which of the input methods
resulted in higher occurrences of disorientation.

The average number of teleports in the checkers task decreased
compared to the boxes task, while the number of grab-pull actions
increased. This supports our hypothesis that grab-pull is a more
useful locomotion system for manipulation-heavy tasks that do

not require a large range of motion. Preference scores and free-
response comments from participants also heavily supported this
trend. One behavior that was observed during the study was the
use of teleport as a height-reset mechanic. In the checkers task, four
of the pieces were on the �oor, so participants used the grab-pull
technique to move themselves down to the �oor to avoid reaching
down physically, which would have been especially di�cult in a
seated position. This advantage in the ability to move more easily
in three dimensions is supported in prior work from Lim et al. [12].
When returning to the checkers board to place the piece in the
correct location, some participants teleported instead of returning
using the same grab-pull technique. The teleport scheme always
results in a �nal vertical position where the physical �oor is at the
same height as the virtual �oor, which is an appropriate height to
stand in front of the checkers board to place the piece.

Another trend observed in both the boxes and checkers task was
that even in situations where the travel distance was far and the
teleporter was used, the grab-pull systemwas still used to adjust the
�nal position. This would have likely been less common for simpler
tasks that required less precision to complete, but the boxes task
in this study was speci�cally designed to require both large-scale
movements as well as two-hand interactions at the scale of sev-
eral centimeters. This was especially noticeable when participants
moved to a box, tried to open the door and remove the sphere, but
were not able to, then adjusted their position and orientation again
using the locomotion system, after which they could more easily
complete the task. Qualitative participant responses aligned with
this observed behavior.

Another signi�cant di�erence we found between the controllers
and hands conditions was the increase in usage of the snap-turn
mechanic for the controllers condition. This di�erence can likely
be attributed almost entirely to the increase in distance the hands
need to move to activate the feature. Using controllers, snap turn
is activated by pushing the thumbstick to the side, which is a total
movement of only a few centimeters by the thumb. For the hands
condition, the snap-turn activation target is generally tens of cen-
timeters from the current hand location. The interesting result from
this data is how much participants chose to not use snap turn as a
result, possibly indicating that most of the snap turns in the con-
troller condition were not essential to completing the task, though
it is still possible the use of snap turn did contribute to a better
user experience. Application developers have a large amount of
control over how much this feature is used based on the friction
that is required to activate it. Snap turns can be avoided entirely by
allowing fully physical rotation, but in this study the participant
was seated to avoid this.

7 CONCLUSIONS, LIMITATIONS, AND
FUTUREWORK

In this work we present a mixed-method locomotion scheme that
uses teleportation, snap-turn, and grab-pull locomotion to achieve
high task performance in a variety of workloads. We conducted a
user study in which participants used this locomotion scheme for
three di�erent tasks for both hand-tracked and tracked-controller
environments. We analyzed the usage patterns across each of the
tasks and across both input conditions, and found signi�cant overall
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preference for the controllers condition as well as faster completion
times, which aligns with prior work in this space, though accuracy
was less a�ected. More importantly, we quanti�ed the performance
delta that switching to a hand-tracked system incurs.

Though we developed a user study that looked at three tasks
spanning a variety of usage patterns, not all use cases are covered
by this test. It is possible that some scenarios would result in a larger
shift in performance deltas for the hands and controllers conditions
that is not anticipated. Future work could expand this evaluation
of this locomotion scheme to further tasks. Another limitation
of this study is the relatively small size of the study population
and the gender disparity. Future VR applications will be used by
all members of society, not just the demographics currently more
likely to become involved in a VR research study [18].

The overall performance and quality of hand tracking locomo-
tion systems is highly dependent on the quality of the tracking
itself. Our system used Hand Tracking V2.0 on the Meta Quest 2,
which is only one of the available tracking systems, which may
limit the generalizability of our results. Future headsets or software
revisions may also have higher quality hand tracking implemen-
tations, changing the results of the study by reducing tracking
errors. Alternatively, �nger and wrist-worn input devices may o�er
a compromise between hand-tracking and controller-tracking and
should be explored as a means to mitigate hand-tracking and pinch
activation issues while maintaining convenience.
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