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Abstract
We develop a higher semiadditive version of Grothendieck-Witt theory. We then apply the

theory in the case of a finite field to study the higher semiadditive structure of the K(1)-local
sphere SK(1) at the prime 2, in particular realizing the non-2-adic rational element 1 + Á œ
fi0SK(1) as a “semiadditive cardinality.” As a further application, we compute and clarify
certain power operations in fi0SK(1).
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1 Introduction

A central question in stable homotopy theory is to understand the stable homotopy groups of
spheres

finS := lim
kæŒ

fin+kSk.

While computing every group finS is not feasible, one can try to study structural phenomena in
{fiúS}úœZ. For instance, it is classical that

finS ¢ Q ≥=

I
Q if n = 0,

0 else,

and that each finS for n ”= 0 is a finite torsion group. This e�ectively reduces the question to
understanding p-power torsion in fiúS for a prime p (which we now fix). In his work on the J-
homomorphism, Adams isolated and completely understood a part of fiúS known as the image of J ,
which exhibited periodicity of order 2(p ≠ 1) [Ada65c, Ada65a, Ada65b, Ada66]. Motivated by this
work, Miller–Ravenel–Wilson [MRW77] generalized Adams’ periodic families by giving a framework
for studying higher periodicities of orders 2(pn ≠1) in the Adams–Novikov spectral sequence (which
computes fiúS) and showing their nontriviality for small n. Through work of Quillen [Qui69] and
Morava [Mor85], these periodic families are closely related to the theory of formal groups.
The modern perspective on these periodic phenomena involves categorifying the above situation: in
this perspective, the central objects of study are called spectra. The collection Sp of all spectra forms
a tensor triangulated category (in fact, a symmetric monoidal stable Œ-category) with unit object S,
and the sets of maps between shifts of the unit recover the groups fiúS. Using Bousfield localization,
Ravenel [Rav84] described a decomposition of Sp into certain localizations {SpK(n)}nœN such that
the periodic phenomena observed in the homotopy groups of spheres are reflected in structures at
the level of the categories SpK(n). For instance, SpK(0) is essentially the homotopy theory of chain
complexes over Q, and the rational homotopy groups of S are captured by the endomorphisms
of the unit object Q; the phenomena observed by Adams are captured in SpK(1), and those of
Miller–Ravenel–Wilson in the higher SpK(n)’s. These SpK(n)’s are stages of the so-called chromatic
filtration on Sp, and the study of these phenomena is known as chromatic homotopy theory.
Chromatic homotopy theory’s scope has now grown beyond its origins in understanding the homo-
topy groups of spheres, largely due to the following philosophy: SpK(0) is essentially the derived
category of Q, and as n increases, the SpK(n) (in a precise way) behave more and more like a
characteristic p derived category. In other words, the chromatic filtration provides “intermediate
characteristics” which interpolate between characteristic 0 and characteristic p [Lur15]. The utility
of these intermediate settings is that one can try to attack characteristic p questions by studying
their analogues in each SpK(n): this strategy has been applied as broadly as symplectic geometry
[AB21, AMS21] and representation theory [YZ21]. Its success owes to a key phenomenon present in
the Q situation and the SpK(n) situation, but not the mod p situation: that of higher semiadditivity,
sometimes known as ambidexterity.
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1.1 Higher semiadditivity

Let M be an abelian group with an action of a finite group G. Then one has a natural norm map

NmG : MG æ MG

given by the formula m ‘æ �ggm. This map is not an isomorphism in general, but it is in the special
case where M is a Q-vector space. This key feature of the rational situation makes representation
theory in characteristic zero more tractable than representation theory in positive characteristic.
Strikingly, it turns out the SpK(n) also enjoy this feature:

Theorem 1.1.1. [Hovey-Sadofsky [HS96], Greenlees-Sadofsky [GS96]] Let G be a finite group and
X œ SpBG

K(n) be a K(n)-local spectrum with G-action. Then the natural norm map

LK(n)XhG æ XhG

is an equivalence.

Theorem 1.1.1 was subsequently generalized to the telescopic localizations SpT (n) by Kuhn [Kuh04].
Hopkins and Lurie [HL13] gave the following insightful interpretation of these ideas: recall that if
C is a semiadditive category, then for any finite set T and T -tuple of elements {Yt}tœT of C , there
is a canonical isomorphism

‡
tœT Yt ƒ

r
tœT Yt. Theorem 1.1.1 asserts that an analogous statement

is true in SpK(n) with the groupoid BG in the place of the finite set T ; namely, by viewing X as a
functor X : BG æ SpK(n), the theorem asserts that the colimit and the limit of X are naturally
homotopy equivalent.
Thus, SpK(n) exhibits a “higher” form of semiadditivity, which Hopkins and Lurie [HL13] dub 1-
semiadditivity: the idea is that a 0-semiadditive Œ-category is simply a semiadditive Œ-category,
and for m > 0, an m-semiadditive Œ-category D should have the feature that for any m-truncated
fi-finite space A (that is, a space with finite homotopy groups concentrated in degrees 0 through
m) and any diagram f : A æ D , there is a canonical isomorphism

Nmf : lim≠æ f
≥≠æ limΩ≠≠f.

Hopkins and Lurie extend Theorem 1.1.1 by showing that SpK(n) is m-semiadditive for all m. This
was further generalized in work by the first author, Schlank, and Yanovski [CSY18], who proved
the analogous statement for the telescopic localizations SpT (n).
An important consequence of higher semiadditivity is that the objects in a higher semiadditive
Œ-category acquire a rich algebraic structure. Namely, recall that any object Y in a semiadditive
category canonically acquires the structure of a commutative monoid; in particular, for any finite
set T , there is a canonical addition map

Ÿ

T

Y ƒ
·

T

Y æ Y,

which exists because the semiadditive structure supplies an isomorphism
‡

T Y ƒ
r

T Y . An object
X of an m-semiadditive Œ-category admits even more structure: one can sum not only over finite
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sets, but over any m-truncated fi-finite space A. More precisely, given such an A, there is a canonical
higher addition map ÚA : XA æ X given by the composite

XA ƒ X ¢ A æ X ¢ pt ƒ X.

Here, the first map is (the inverse of) the equivalence resulting from the higher semiadditive struc-
ture, and the second map is induced by the map A æ pt.

Remark 1.1.2. The collection of these ÚA maps, together with corresponding restriction maps,
endow X with a structure known as an m-commutative monoid (with 0-commutative monoids
being just ordinary commutative monoids). First described systematically by Harpaz [Har20], this
m-commutative monoid structure for X is captured by a functor

X(≠) : Span(Sm)op æ Sp

given by A ‘æ XA. Here, Span(Sm) is the Œ-category of m-truncated fi-finite spaces and spans.
In fact, we will work in a p-typical setting, where one further restricts to m-truncated fi-finite
spaces with homotopy groups of p-power order. We refer the reader to Section 2 for a more careful
discussion of (p-typical) m-commutative monoids.

1.2 Higher semiadditive cardinality

This paper focuses on one part of this m-commutative monoid structure:

Definition 1.2.1 ([CSY20] Definition 2.1.5, [HL13] Notation 5.1.7). Let C be an m-semiadditive
Œ-category, let X œ C and let A be an m-truncated fi-finite space. Then let |A|X : X æ X be the
endomorphism of X defined by the composite

|A|X : X
�A≠≠æ XA ÚA≠æ X,

where �A is the canonical diagonal map induced by A æ pt. As X varies, these maps assemble to
a natural transformation |A| : IdC æ IdC , which we will refer to as the cardinality of A.

Informally, |A| is the A-fold sum of the identity map. The term “cardinality” arises because in the
special case where A is discrete, the endomorphism |A| is given by multiplication by the cardinality
of the finite set A. In fact, the cardinality of fi-finite spaces in rational spectra is a well-known
invariant:

Example 1.2.2. In the Œ-category SpQ of rational spectra, the cardinality of any fi-finite space
A is given by the Baez-Dolan homotopy cardinality, which is the rational number

|A|0 :=
ÿ

aœfi0(A)

Ÿ

nØ1
|fin(A, a)|(≠1)n

,

regarded as an element of fi0(SQ) ƒ Q (cf. [CSY20, Example 2.2.2]).
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But the cardinalities of fi-finite spaces determine canonical invariants in any higher semiadditive
Œ-category. In particular, since SpK(n) is Œ-semiadditive [HL13], one has a family of natural
elements |A|SK(n) œ fi0(SK(n)), one for each fi-finite space A. While these invariants are not known
for general n, the main result of this paper is a (partial) extension of Example 1.2.2 to the case of
SpK(1). More specifically, for any prime p and any fi-finite space A with p-power torsion homotopy
groups, we compute the cardinality of A as an element |A| œ fi0SK(1) (Theorem A).

1.3 Motivation: T (n)-local homotopy theory

The authors’ motivation for considering higher semiadditive cardinalities comes from studying the
Œ-categories of telescopically localized spectra. Obtained by localizing spectra at a height n tele-
scope T (n), these Œ-categories SpT (n) admit localization functors LK(n) : SpT (n) æ SpK(n) which
Ravenel’s telescope conjecture predicts are equivalences; while this conjecture is true at height 1 by
work of Miller [Mil81], Mahowald [Mah81], and Bousfield [Bou79], it is widely believed to be false
for n Ø 2. As a result, telescopically localized homotopy theory is notoriously di�cult to access
computationally.
However, by joint work between the second author, Schlank, and Yanovski [CSY18], following work
of Kuhn [Kuh04] (in the case of 1-semiadditivity), the Œ-category of T (n)-local spectra is Œ-
semiadditive. It follows that one has canonical elements |A|ST (n) œ fi0(ST (n)) for all fi-finite spaces
A. Moreover, the localization functor LK(n) : SpT (n) æ SpK(n) is colimit preserving, and therefore
sends the element |A|ST (n) to the element |A|SK(n) œ fi0SK(n). This provides a family of elements
|A| in the homotopy of the K(n)-local spheres which provably lift to elements in the T (n)-local
spheres – one may then wonder which elements in fi0(SK(n)) arise in this manner.

Example 1.3.1 (Example 2.2.4 [CSY20]). In the Œ-category ModEn(SpK(n)) of K(n)-local mod-
ules over a height n Lubin-Tate theory En, one has the explicit formula

|BkCp| = p(n≠1
k ).

In other words, under the natural map ST (n) æ En, the homotopy element |BkCp|ST (n) is taken
to the integer p(n≠1

k ). Consequently, one may naturally ask whether the cardinalities |A| produce
interesting elements in the homotopy groups of ST (n), or if they are always just rational numbers
such as the ones given in Example 1.3.1.
A consequence of our main result is that the cardinalities of fi-finite spaces can in general produce
non-rational elements in the K(n) or T (n)-local spheres. In particular, we show at the prime 2 that
|BC2|SK(1) œ fi0(SK(1)) is not a 2-adic integer.

1.4 Outline of results

1.4.1 K(1)-local cardinalities

In order to state our results, we recall some facts about the K(1)-local sphere, many of which date
back to the work of Adams on the image of J ; the reader is referred to [Hop14, §1, §2] and [Hen17,
§6] for more details.
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Let p be a prime and let SK(1) denote the K(1)-local sphere at the prime p. Then SK(1) fits into a
cofiber sequence

SK(1) æ K
Âg≠1≠≠≠æ K (1)

where K denotes KU·
p for p odd and KO·

2 for p = 2, and Âg denotes an Adams operation corre-
sponding to a topological generator g œ Z◊

p if p odd and g œ Z◊
2 /{±1} if p = 2. From this fiber

sequence we can extract the ring structure of fi0SK(1). Note first that if ÷ œ fi1KO is the Hopf
element, then Âg(÷) = ÷. Then, by the long exact sequence of homotopy groups associated with
(1), we get

fi0SK(1) ≥=

I
Zp if p is odd,

Z2 ü Z/2 · Á if p = 2.

Here, ” : fi1KO·
2 æ fi0SK(1) is the boundary map and

Á = ”(÷) = ÷ · ’

where ’ = ”(1) œ fi≠1SK(1). Since, again from the long exact sequence, fi≠2SK(1) = 0, we deduce
that ’2 = 0 and hence Á2 = 0. Therefore, we obtain the following ring structure for fi0SK(1):

fi0SK(1) ≥=

I
Zp if p is odd,

Z2[Á]/(Á2, 2Á) if p = 2.
(2)

Our main result, which is proven as Theorem 5.2.1, is:

Theorem A. Let p be a prime, let SK(1) denote the K(1)-local sphere at the prime p, and let A
be a connected fi-finite space with p-power torsion homotopy groups. Then

|A|SK(1) =
I

1 if p is odd,

1 + log2(|A|0) · Á if p = 2,

where |A|0 denotes the homotopy cardinality of Example 1.2.2. In particular,

|BCp|SK(1) =
I

1 if p is odd,

1 + Á if p = 2.

Theorem A also determines |A|X : X æ X for general X œ SpK(1) as multiplication by |A|SK(1) .
In fact, the most essential content of the theorem is the computation of |BC2| in the SK(1) at the
prime 2. This is because of the following two remarks:

Remark 1.4.1. For all primes p, the computation of the cardinalities for spaces as in Theorem A
reduces to the computation of |BCp|SK(1) via formal properties of higher semiadditivity (cf. Theo-
rem 5.2.1 for the reduction).

Remark 1.4.2. The map of rings SK(1) æ KU·
p induces a ring map

fi0SK(1) æ fi0KU·
p

≥= Zp. (3)
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This map arises as the endomorphisms of the unit of the colimit preserving functor

≠ ¢SK(1) KU·
p : SpK(1) æ ModKU·

p
(SpK(1)),

and thus, for any fi-finite space A, it sends |A| œ fi0SK(1) to |A| œ fi0KU·
p .

In the case when the prime p is odd, the map (3) is an isomorphism. It follows that since
|BCp|KU·

p
= 1 (in ModKU·

p
(SpK(1))) by Example 1.3.1, we also have |BCp|SK(1) = 1.

On the other hand, when p = 2, the map of (3) is the map

Z2[Á]/(Á2, 2Á) æ Z2,

given by the formula a + bÁ ‘æ a. Since this map is not injective, the fact that |BC2| = 1 in
ModKU·

2
(SpK(1)) does not imply the same statement in SpK(1). In particular, both 1 and 1 + Á

in fi0SK(1) map to 1 œ fi0KU·
2 . The majority of the paper is dedicated to showing that in fact

|BC2|SK(1) = 1 + Á œ fi0SK(1).

1.4.2 Higher semiadditive Grothendieck-Witt theory

The proof of Theorem A is inspired by the following: at an odd prime p, it follows from work of
Quillen that one may identify SK(1) as the K(1)-local algebraic K-theory of a finite field F¸, where
¸ is prime such that ¸ œ Z◊

p is a topological generator. At the prime p = 2, one may consider a more
sophisticated variant of this construction: instead of finite dimensional F¸-vector spaces, one may
consider the groupoid QF(F¸) of pairs (V, b) where V is a finite dimensional F¸-vector space and
b is a non-degenerate symmetric bilinear form on V . The group completion spectrum of QF(F¸)
is known as the Grothendieck-Witt theory of F¸, denoted GW(F¸); this construction has been
extensively generalized and studied in the foundational works [CDH+20a, CDH+20b, CDH+20c].
It follows essentially from work of Friedlander that one has the following:

Theorem 1.4.3 (Friedlander [Fri76]). Let ¸ © 3, 5 (mod 8) and let SK(1) denote the K(1)-local
sphere at the prime p = 2. Then there is an equivalence of spectra

LK(1)GW(F¸) ƒ SK(1).

Our strategy to prove Theorem A is to model the higher semiadditive structure on SK(1) as the
e�ect on K-theory of certain explicit operations on symmetric bilinear forms. This will allow us to
compute the operation |BC2|SK(1) : SK(1) æ SK(1) in terms of a certain concrete map

QF(F¸) æ QFBC2(F¸)
ÚBC2≠≠≠æ QF(F¸).

Here, QFBC2 denotes the C2-equivariant analog of QF , and the first map regards a symmetric
bilinear form as a C2-equivariant symmetric bilinear form with respect to the trivial action.
More precisely, for every commutative algebra C in p-typically m-semiadditive Œ-categories (in the
sense of [CSY20, Definition 3.1.1]), we define a spectrum GW(C ), the Grothendieck-Witt spectrum
of C . Moreover, we show that this construction is compatible with higher semiadditivity in the
following sense (cf. Section 2 for notations and Definition 3.2.9 for a more precise statement):
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Theorem B (Higher semiadditive Grothendieck-Witt theory). Let C be a commutative algebra in
p-typical m-semiadditive Œ-categories. Then GW(C ) extends canonically to a functor

GW(≠)(C ) : Span(S(p)
m )op æ Sp

such that GW(pt)(C ) ƒ GW(C ). Here, S(p)
m denotes m-truncated spaces whose homotopy groups

are finite of p-power order.

In the case when C is the category of finite dimensional F¸-vector spaces and m = 1, the value
of the functor GW(≠)(F¸) := GW(≠)(C ) at a groupoid BG is the Grothendieck-Witt spectrum of
G-equivariant symmetric bilinear forms over F¸. One can think of this theorem as endowing these
various equivariant theories of symmetric bilinear forms with coherent restriction and transfer maps.
On the other hand, since SpK(1) is Œ-semiadditive, any K(1)-local spectrum X extends to an m-
commutative monoid

X(≠) : Span(S(p)
m )op æ SpK(1)

given by A ‘æ XA. The following theorem asserts that, for X = SK(1) (at the prime p = 2), this m-
commutative monoid structure can be understood in terms of the higher semiadditive Grothendieck-
Witt theory of Theorem B.

Theorem C. Let ¸ © 3, 5 (mod 8) be a prime, let GW(≠)(F¸) be as in Theorem B (with p = 2),
and let SK(1) denote the K(1)-local sphere at the prime 2. Then there is a canonical equivalence

LK(1)GW(≠)(F¸) ƒ S(≠)
K(1)

of functors Span(S(2)
1 )op æ SpK(1).

In other words, Friedlander’s equivalence LK(1)GW(F¸) ƒ SK(1) extends to an equivalence of
(2-typical) 1-commutative monoids. We prove Theorem C in Section 4, and use it to compute
|BC2|SK(1) in Theorem 5.2.1, thus finishing the proof of Theorem A.

1.4.3 Computational consequences in SK(1)

As an application of Theorem A, we finish the paper by computing certain well-known operations
in fi0SK(1): namely, the power operations ◊ (first defined by McClure [BMMS86, §IX], [Hop14]) and
”p (appearing in the work of Schlank, Yanovski, and the first author [CSY18]), and the K(1)-local
logarithm logK(1) of Rezk [Rez06].

Remark 1.4.4. These operations are completely computed in the literature in the case of an odd
prime p (this is elementary for the power operations ”p and ◊p, and done by Rezk in the case of
logK(1)). In the case p = 2, there are additional ambiguities related to the torsion in fi0(SK(1)),
and the authors were not able to find a reference for complete computations of these operations,
though they may be known to experts. For the sake of completeness and convenience to the reader,
we state the following results for all primes p.
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Theorem 1.4.5. Let p be a prime and let SK(1) denote the K(1)-local sphere at p. Then for p odd
and x œ fi0(SK(1)) ≥= Zp, we have

”p(x) = ◊(x) = x ≠ xp

p
.

For p = 2 and an element r + dÁ œ fi0(SK(1)) ≥= Z2[Á]/(2Á, Á2),

”2(r + dÁ) = ◊(r + dÁ) ≠ dÁ = r ≠ r2

2 + rdÁ.

Theorem 1.4.6. Let logp : 1 + pZp æ Zp denote the p-adic logarithm, and consider the K(1)-local
Rezk logarithm map logK(1) : gl1SK(1) æ SK(1) on fi0.

• For an odd prime p, the Rezk logarithm is given on fi0(gl1SK(1)) ≥= (fi0SK(1))◊ ≥= Z◊
p by the

formula
logK(1)(x) = 1

p
logp(xp≠1).

• For p = 2, the Rezk logarithm is given on fi0(gl1SK(1)) ≥= (fi0SK(1))◊ ≥= (Z2[Á]/(2Á, Á2))◊ ≥=
Z◊

2 ü Z/2ZÁ by the formula

logK(1)(r + dÁ) = 1
2 log2(r) + r ≠ 1

2 Á.

This follows from work of Rezk [Rez06, Theorem 1.9] when p is odd and up to torsion when p = 2;
additionally, work of Clausen [Cla17] computes the p = 2 case on the Z◊

2 component in the source.
We extend the result to all of (fi0SK(1))◊ using Theorem A and an observation of T. Schlank that
|BC2|SK(1) œ

!
fi0SK(1)

"◊ is always a strict unit, that is, the image of 1 under a spectrum map
Z æ gl1SK(1).

Outline of paper

In §2, we review some basic notions about higher semiadditivity. In §3, we construct a higher
semiadditive refinement of Grothendieck-Witt theory, proving Theorem B; this section is technical
and the details of the proof are not used elsewhere in the paper. In §4, we make the core argument
of the paper and prove Theorem C. Finally, in §5, we complete the proof of Theorem A and deduce
computations of operations on the K(1)-local sphere.
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2 Higher commutative monoids and higher semiadditivity

We saw in the introduction (cf. Remark 1.1.2) that the objects in a higher semiadditive Œ-category
admit additional algebraic structure: in particular, for any X in an m-semiadditive Œ-category and
any m-finite space A, there is a natural map

ÚA : XA æ X

which can be thought of as implementing “A-fold addition,” by analogy to the case when A is a
finite set. The ÚA maps, as A ranges over m-finite spaces, fit together into an algebraic structure
known as an m-commutative monoid, first formalized by Harpaz [Har20]. In this section, we define
m-commutative monoids and their variants, and review some of the theory of higher semiadditive
Œ-categories from this perspective.

2.0.1 Higher commutative monoids

For our applications to Grothendieck-Witt theory, it will be convenient to work in a p-typical
setting, where all homotopy groups are p-groups:

Definition 2.0.1. We say that a fi-finite space is p-typical if all its homotopy groups are of p-power
order. We denote by S(p)

m the Œ-category of m-truncated p-typical fi-finite spaces: that is, spaces
A with finitely many connected components, such that fii(A, a) is a finite p-group for all i > 0 and
a œ A, and vanishes for i > m.

The notion of a p-typical m-commutative monoid is defined using the Œ-category of spans Span(S(p)
m )

[Bar17, §5]. Informally, its objects are m-truncated p-typical fi-finite spaces, and a morphism be-
tween two such spaces A and B is a third space C œ S(p)

m together with a pair of maps A Ω C æ B.

Remark 2.0.2. When m = 0, Span(S(p)
m ) is simply the (2, 1)-category Span(Fin) of spans of finite

sets.

It is a classical result that for a category C with products, a commutative monoid in C is a product
preserving functor from Span(Fin)op to C 1. By analogy, we have:

Definition 2.0.3 (Definition 5.10 [Har20]). Let C œ CatŒ. A p-typical m-commutative pre-monoid
in C is a functor M : Span(S(p)

m )op æ C . We say that M is a p-typical m-commutative monoid if
it additionally satisfies the following Segal-type condition:

1
See [Cra11] for a detailed explanation and a generalization of this to the Œ-categorical setting.
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(ú) For every A œ S(p)
m , the Segal map

flA : M(A) æ lim
A

M(pt)

induced by the maps {aú : M(A) æ M(pt)}aœA, where a : pt æ A are the point embeddings,
is an equivalence.

We denote by
CMon(p)

m (C ) ™ PMon(p)
m (C ) := Fun(Span(S(p)

m )op, C )
the Œ-category of p-typical m-commutative pre-monoids and the full subcategory of p-typical m-
commutative monoids in it. If C admits S(p)

m -limits, then, as in [Har20, Proposition 5.14], we
have

CMon(p)
m (C ) ƒ FunS(p)

m (Span(S(p)
m )op, C ).

Here, FunS(p)
m denotes functors which preserve limits indexed by spaces in S(p)

m .

Remark 2.0.4. Informally, a p-typical m-commutative pre-monoid consists of restriction maps

fú : M(B) æ M(A)

for f : A æ B œ S(p)
m , and push-forward, or integration, maps

Úf : M(A) æ M(B).

The functoriality in spans encodes Fubini and base-change type compatibilities of the restriction
and integration maps, as in [CSY18, Proposition 3.1.13 & Corollary 3.1.14]. In the special case
where M is a p-typical m-commutative monoid, and denoting M(pt) again by M , we can view the
above as an integration of M -valued functions on A along the fibers of the map f : A æ B.

Remark 2.0.5. We can view a 1-commutative pre-monoid M as a (p-typical) global equivariant
object in C (in the sense of [Sch18]) endowed with extra “exotic transfer,” or “deflation” maps
along morphisms of groupoids with non-discrete fibers. In this language, the property of being a
(p-typical) m-commutative monoid corresponds to the property of being Borel-complete.

2.0.2 From higher commutative monoids to higher semiadditivity

By work of Harpaz, the notion of a higher semiadditive Œ-category can be formulated in terms
of higher commutative monoids. We review this formulation here, leading up to the key fact
(Proposition 2.0.7(3)) that objects in a (p-typical) m-semiadditive Œ-category admit a unique
structure of a (p-typical) m-commutative monoid.
Recall that C is (p-typically) m-semiadditive if, for every map of spaces f : A æ B with (p-typical)
m-truncated fi-finite fibers, the norm map

Nmf : f! æ fú

between functors C A æ C B (which is defined inductively) is an isomorphism ([HL13, §4],[CSY20,
Definition 3.1.1]). For us, it will be convenient to use an alternative definition due to Yonatan
Harpaz, that we shall now present.
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Notation 2.0.6. Denote by CatS(p)
m

the (non-full) subcategory of CatŒ consisting of small Œ-
categories which admit S(p)

m -colimits, and functors preserving S(p)
m -colimits between them. We

denote by Catüp-m
Œ ™ CatS(p)

m
the full subcategory spanned by the p-typically m-semiadditive Œ-

categories.

We will have to consider also the versions of these consisting of large Œ-categories. We will denote
by

\Catüp-m
Œ ™ \CatS(p)

m
™ \CatŒ

the Œ-categories of large p-typically m-semiadditive, large with S(p)
m -colimits, and large Œ-categories

respectively.
The Œ-category CatS(p)

m
admits a canonical symmetric monoidal structure via the Lurie tensor

product (see [Lur16, Corollary 4.8.1.4]) which we denote by ¢, with respect to which S(p)
m is the unit.

In this setting, Harpaz has given the following beautiful characterization of higher semiadditivity:

Proposition 2.0.7.

(1) The Œ-category Span(S(p)
m ) is an idempotent algebra in CatS(p)

m
.

(2) The modules over Span(S(p)
m ) in CatS(p)

m
are exactly the p-typically m-semiadditive Œ-categories;

that is, we have
ModSpan(S(p)

m )(CatS(p)
m

) ƒ Catüp-m
Œ ™ CatS(p)

m
.

(3) For a p-typically m-semiadditive Œ-category C œ Catüp-m
Œ , the forgetful functor CMon(p)

m (C ) æ
C is an equivalence.

The non-p-typical case is discussed in [Har20, §5.1 and Corollary 5.15] and the proof for the p-
typical case is identical2. Roughly, the first two parts of the proposition articulate a sense in which
the Œ-category

Span(S(p)
m ) œ CAlg(CatS(p)

m
)

is universal among p-typically m-semiadditive Œ-categories.
The third part will be most critical to our arguments: it asserts that every object of C admits a
unique structure of a p-typical m-commutative monoid in C . We shall use the following notation
for this unique structure:

Definition 2.0.8. Let C œ Catüp-m
Œ . For X œ C we denote by X(≠) œ CMon(p)

m (C ) the unique
p-typical m-commutative monoid in C whose underlying object is X.

Example 2.0.9. The Œ-categories SpK(n) and SpT (n) are Œ-semiadditive (i.e., m-semiadditive
for every m Ø 0) [HL13, CSY18]. We obtain higher commutative monoids

S(≠)
K(n) œ CMon(p)

m (SpK(n)), S(≠)
T (n) œ CMon(p)

m (SpT (n)).
2
The necessary properties of the collection of p-typical m-finite spaces are that, like the collection of m-finite

spaces, they are closed under finite limits and extensions.
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This paper is dedicated to studying these higher commutative monoids in the case n = 1 (in which
case they are same because the telescope conjecture holds at height 1, see, e.g., [Bou79, Theorem
4.1]).

2.0.3 Cardinalities

We saw in the introduction that if M is an m-commutative monoid and A is an m-finite space,
then there is a natural endomorphism |A|M : M æ M known as the cardinality of |A| (at M). In
fact, one can give this definition more generally for a p-typical m-commutative pre-monoid:

Definition 2.0.10. (see [CSY20, Definition 2.1.5]) Let C œ CatŒ and let M œ PMon(p)
m (C ). For

A œ S(p)
m we define the map

|A|M : M(pt) fiú
≠æ M(A) Úfi≠æ M(pt),

where fi : A æ pt is the terminal map. In other words, |A|M is the image of (pt fiΩ≠ A
fi≠æ pt). We

refer to |A|M as the cardinality of A at M .

The cardinalities of A on the various M ’s assemble to a natural endomorphism of the functor
evpt : PMon(p)

m (C ) æ C which evaluates at pt œ Span(S(p)
m ). We shall denote this natural trans-

formation simply by |A|. In particular, if C is p-typically m-semiadditive, we can restrict |A| to a
natural transformation of the identity functor of C ƒ CMon(p)

m (C ). These natural transformations
are studied systematically in [CSY20] – in particular, one can show (see [CSY20, Remark 2.1.10(2)])
that if C is further symmetric monoidal and its tensor product distributes over S(p)

m -colimits, then
|A|, as a natural transformation of the identity functor of C , is given by multiplication with the
element |A|1C œ fi01C .

3 Higher semiadditive Grothendieck-Witt theory

Let SK(1) denote the K(1)-local sphere at the prime 2. Fix a prime ¸ congruent to 3 or 5 modulo
8. The main construction of this paper is a model for the 2-typical 1-commutative monoid

S(≠)
K(1) œ CMon(2)

1 (SpK(1)) ƒ SpK(1)

as the K(1)-localization of a 2-typical 1-commutative pre-monoid GW(≠)(F¸) œ PMon(2)
1 (Sp), whose

underlying spectrum is the Grothendieck-Witt spectrum GW(F¸).
Recall that for a commutative ring R, the connective spectrum GW(R) is the group completion of
the commutative monoid of symmetric non-degenerate bilinear forms over projective R-modules.
We refer the reader to [CDH+20b, §4] for the precise definition and an extensive discussion of
Grothendieck-Witt theory.

Remark 3.0.1. We remark that we will exclusively consider symmetric bilinear forms over rings
in which 2 is invertible, where symmetric bilinear and quadratic forms are interchangeable.
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The construction R ‘æ GW(R) depends only the symmetric monoidal Œ-category of R-modules.
More generally, if C is a semiadditive symmetric monoidal Œ-category in which the tensor product
distributes over coproducts, we can define the connective spectrum GW(C ) as the group completion
of the monoid of dualizable objects in C endowed with a non-degenerate symmetric bilinear form.
In this section, we enhance this construction to take higher semiadditivity into account: in par-
ticular, we show that if C is a p-typical m-semiadditively symmetric monoidal Œ-category (i.e.,
C œ CAlg(Catüp-m

Œ )), then GW(C ) naturally acquires the structure of a p-typical m-commutative
pre-monoid

GW(≠)(C ) : Span(S(p)
m )op æ Sp.

Informally, the construction consists of the following data: for A œ S(p)
m , we set

GWA(C ) := GW(C A).

Then, for every map f : A æ B œ S(p)
m , we provide maps

fú : GWB(C ) æ GWA(C )

and
Úf : GWA(C ) æ GWB(C ).

Ignoring the symmetric bilinear forms, these maps are given by pre-composition with f and left
Kan extension along f , respectively. For a symmetric bilinear form b : X ¢ X æ 1 on a dualizable
object X œ C B , we set

fúb : fúX ¢ fúX ƒ fú(X ¢ X) fúb≠≠æ fú1B ƒ 1A.

To specify Úf on a symmetric bilinear form b, it will be easiest to specify its mate.

Construction 3.0.2. Let f : A æ B œ S(p)
m , let C œ CAlg(Catüp-m

Œ ), and let (X, b) œ QF(C A).
Then b determines a map

b‚ : X
ƒ≠æ D(X),

which we call its mate, where D(X) denotes the (symmetric monoidal) dual of the dualizable object
X. Note that b‚ is an equivalence because b is nondegenerate. We then define the bilinear form

Úf b : f!X ¢ f!X æ 1B

to be the mate of the composite

f!(X) f!b
‚

≠≠≠æ f!(D(X)) Nmf≠≠≠æ fú(D(X)) ƒ D(f!(X)).

Although it is not clear from this definition, it is a consequence of our results that this procedure
defines a symmetric bilinear form. Our goal for the rest of this section is to show that these
constructions, currently given at the level of individual maps in Span(S(p)

m ), assemble into a functor
GW(≠) : Span(S(p)

m )op æ Sp.
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3.1 Semiadditive anti-involutions

Let C be a symmetric monoidal Œ-category. Our goal in this section will be to construct a space
QF(C ) of non-degenerate symmetric bilinear forms in C , and to explain the compatibility of this
construction with higher semiadditivity and the multiplicative structure on C .
We saw above that the data of a symmetric bilinear form b on a dualizable object X œ C can be
encoded via its mate b‚ : X æ D(X). In Section 3.1.1, we construct a categorical framework for
organizing such data. In fact, we will work in a more general setting where D is replaced by any
anti-involution ÿ : C

≥≠æ C op of C (cf. Definition 3.1.2). Given an anti-involution ÿ on C , we
will construct its Œ-category of fixed points �(C , ÿ): informally, an object of �(C , ÿ) is the data
of an object X œ C together with an equivalence X ƒ ÿ(X). We then construct QF(C ) in the
above setting by taking ÿ to be the anti-involution given by formation of symmetric monoidal duals
(Definition 3.1.7).
In Section 3.1.2, we study the interaction of this construction with semiadditivity. In particular, we
will see (Theorem 3.1.12) that if C is additionally p-typically m-semiadditive, then its Œ-category
of fixed points �(C , ÿ) acquires the structure of a p-typical m-commutative monoid in CatŒ.

3.1.1 Anti-involutions and their fixed points

Given an Œ-category C , one can pass to its opposite Œ-category C op. The assignment C ‘æ C op

defines an action of C2 on the Œ-category CatŒ.

Notation 3.1.1. Hereafter, we regard CatŒ as equipped with this C2 action; for instance, CathC2
Œ

will denote homotopy fixed points with respect to this action. We will also have reason to consider
the Œ-category of functors from BC2 to CatŒ, and we will denote this functor category by CatBC2

Œ .

Definition 3.1.2. An Œ-category with anti-involution is an object of CathC2
Œ . For an Œ-category

C , an anti-involution on C is a refinement of C œ CatŒ to an object of CathC2
Œ .

Concretely, an anti-involution on C is an anti-equivalence ÿ : C
≥≠æ C op together with a natural

isomorphism ÿ2 ≥≠æ Id as well as higher coherence data. We will primarily be interested in the
following prototypical example:

Example 3.1.3. Let C be a symmetric monoidal Œ-category. Then the full subcategory C dbl ™ C
spanned by the dualizable objects admits a canonical anti-involution D : C dbl ≥≠æ (C dbl)op, given
by taking the symmetric monoidal dual. This construction determines a functor

(≠)dbl : CAlg(CatŒ) æ CathC2
Œ

(cf. [HLAS20, Theorem 5.11]).

We shall now construct the fixed points of an Œ-category with anti-involution. Recall that given
an Œ-category C , one can consider its twisted arrow Œ-category Tw(C ): informally, the objects of
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Tw(C ) are given by arrows (X æ Y ) in C and the morphisms from (X æ Y ) to (X Õ æ Y Õ) can be
thought of as commutative squares

X Y

X Õ Y Õ.

One can construct Tw more formally as follows: let � denote the category of non-empty linearly
ordered finite sets. The complete Segal space construction of Rezk [Rez01] determines a fully
faithful embedding CatŒ Òæ S�op as presheaves of spaces on � satisfying a certain “complete
Segal” condition [Lur09, Corollary 4.3.16].
The Œ-category � has an involution

(≠)rev : � æ �,

which reverses the order of a totally ordered set, and precomposition with (≠)rev induces the C2
action (≠)op of CatŒ (cf. [Lur17, §1.2.1]). Additionally, the category � admits a monoidal structure
by concatenation of linearly ordered sets, which we will denote by ı. One can then consider the
functor

Tw: S�op
æ S�op

given by
Tw(C )(I) = C (I ı Irev).

This functor takes complete Segal spaces to complete Segal spaces, so it restricts to an endofunctor
of CatŒ (c.f. [HMS20, Proposition A.2.3]): we denote this endofunctor also by

Tw: CatŒ æ CatŒ .

When the Œ-category C additionally comes equipped with an anti-involution ÿ, the Œ-category
Tw(C ) acquires a natural C2 action given on objects by

(X f≠æ Y ) ‘æ (ÿ(Y ) ÿ(f)≠≠æ ÿ(X)).

Moreover, this procedure is functorial:

Lemma 3.1.4. The functor Tw: CatŒ æ CatŒ lifts to a functor

Tw: CathC2
Œ æ CatBC2

Œ

together with a C2-equivariant natural transformation Tw(C ) æ C op ◊ C . Here, the C2 action on
the target is given by (X, Y ) ‘æ (ÿ(Y ), ÿ(X)).

Proof. To demonstrate the lemma, we note that there is a natural isomorphism (IıIrev)rev ≥= IıIrev

in the ordinary category � and hence Tw intertwines the involution (≠)op of CatŒ with the trivial
involution of CatŒ. Consequently, it induces a functor between the corresponding fixed points

Tw: CathC2
Œ æ CatBC2

Œ .

Moreover, the forgetful map Tw(C ) æ C op ◊C is induced from the natural embeddings I Òæ I ıIrev

and Irev Òæ I ı Irev, and so it is visibly equivariant.
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Let (C , ÿ) œ CathC2
Œ be an Œ-category with an anti-involution. Then the above lemma produces a

natural C2-equivariant functor
Tw(C ) æ C ◊ C op.

There is also a natural functor
C

(Id,ÿ)≠≠≠æ C ◊ C op

which is equivariant when the source, C , is endowed with the trivial C2-action.

Definition 3.1.5. We define the functor

�lax : CathC2
Œ æ CatBC2

Œ

by the formula
�lax(C , ÿ) = C ◊C◊C op Tw(C ),

so that an object of �lax(C , ÿ) is a morphism – : X æ ÿ(X) in C , and a morphism between (X, –)
and (Y, —) is a commutative diagram of the form:

X
f //

–

✏✏

Y

—

✏✏
ÿ(X) ÿ(Y )

ÿ(f)
oo

We also define the functor
� : CathC2

Œ æ CatBC2
Œ

to be the full sub-functor �(C , ÿ) ™ �lax(C , ÿ) spanned by the isomorphisms X
≥≠æ ÿ(X).

We may think of �lax(C , ÿ) and �(C , ÿ) as the “lax fixed points” and “fixed points,” respectively, of
ÿ acting on C . While we are primarily interested in �, it will be useful to treat these two functors
in parallel.

Remark 3.1.6. For the purposes of this paper, it is enough to consider the composition

CathC2
Œ

�≠æ CatBC2
Œ

(≠)ƒ

≠≠≠æ SBC2 (4)

where (≠)ƒ denotes the maximal subgroupoid functor. This composition has a simpler description3

which does not involve the construction �. Namely, the non-trivial action of C2 on CatŒ (given
by (≠)op) restricts to a trivial action of C2 on S. Hence, the functor (≠)ƒ : CatŒ æ S, being
right adjoint to the inclusion S Òæ CatŒ, promotes to a C2-equivariant functor, where the action
on the target is trivial. Taking C2-fixed points, we get a functor CathC2

Œ æ SBC2 . Unwinding the
definitions, this functor is exactly the composition (4). Nevertheless, we shall discuss the functor
� as it constructs a category of nondegenerate symmetric bilinear forms, and not just a space.

3
We are grateful to the anonymous referee for pointing out this simplification.
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Using this language, we can now define the space of objects equipped with a symmetric bilinear
form in C as follows.

Definition 3.1.7. For a symmetric monoidal Œ-category C œ CAlg(CatŒ), we define the space
QF(C ) by the formula

QF(C ) ƒ (�(C dbl,D)hC2)ƒ,

where (≠)ƒ refers to the maximal subgroupoid. By definition, an object of �(C dbl,D) is a dualizable
object X œ C together with an isomorphism X

≥≠æ D(X), which corresponds to a non-degenerate
bilinear map X ¢ X æ 1. The group C2 acts by swapping the two tensor factors, and so its fixed
points are symmetric bilinear maps.

3.1.2 Anti-involutions and semi-additivity

Our aim now is to promote �(C , ÿ) and �lax(C , ÿ) to p-typical m-commutative monoids when C
is p-typically m-semiadditive. This will essentially follow from the facts that these functors are
compatible with the formation of p-typical m-commutative monoids (Lemma 3.1.8), and that every
object of (Catüp-m

Œ )hC2 admits a canonical such structure (Corollary 3.1.11).
To see that � and �lax induce functors on m-commutative monoids, we show:

Lemma 3.1.8. The functors � : CathC2
Œ æ CatBC2

Œ and �lax : CathC2
Œ æ CatBC2

Œ are limit pre-
serving.

Proof. First, since the evaluation at the base-point functor CatBC2
Œ æ CatŒ is conservative and

limit preserving, it su�ces to verify the claim non-equivariantly.
To see that �lax is limit preserving, it su�ces to see that each of the three functors in the pullback

�lax(C , ÿ) = C ◊C◊C op Tw(C )

preserves limits. The functors C ‘æ C and C ‘æ C ◊ C op are clearly limit preserving. The functor
C ‘æ Tw(C ) is limit preserving since it is given by pre-composition with a map � æ � on S�op ,
and the fully faithful embedding CatŒ æ S�op is conservative and limit preserving.
To deduce that � is limit preserving, it is enough to show that, for every (small) Œ-category I and
every I-shaped diagram {(Ca, ÿa)}aœI in CathC2

Œ , the equivalence

�lax(limΩ≠≠aœI(Ca, ÿa)) ƒ limΩ≠≠aœI�lax((Ca, ÿa))

carries the full subcategory �(limΩ≠≠aœI(Ca, ÿa)) ™ �lax(limΩ≠≠aœI(Ca, ÿa)) to limΩ≠≠aœI�(Ca, ÿa). Unwind-
ing the definitions, this reduces to the fact that for every diagram I æ CathC2

Œ , a map

{Xa}aœI
{„a}aœI≠≠≠≠≠æ {ÿa(Xa)}aœI œ limΩ≠≠aœICa

is an isomorphism if and only if each „a is an isomorphism.
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We now turn to the second ingredient in the refinement of �: the higher commutative monoid
structures on those (C , ÿ) œ CathC2

Œ for which C is p-typically m-semiadditive. In fact, we shall
package such pairs in a p-typically m-semiadditive Œ-category.

Proposition 3.1.9. The involution (≠)op of CatŒ restricts to an involution of the (non-full)
subcategory Catüp-m

Œ of CatŒ.

Proof. Since Catüp-m
Œ is a subcategory of CatŒ, it su�ces to see that

(1) If C œ Catüp-m
Œ , then C op œ Catüp-m

Œ . This follows from [CSY20, Proposition 2.1.4(1)].

(2) A functor F : C0 æ C1 in Catüp-m
Œ preserves S(p)

m -colimits if and only if F op : C op
0 æ C op

1
does. This is because a functor between p-typically m-semiadditive Œ-categories preserves
S(p)

m -limits if and only if it preserves S(p)
m -colimits ([CSY20, Proposition 2.1.8]).

In view of this result, the C2-action on CatŒ by (≠)op restricts to an action on the subcategory
Catüp-m

Œ µ CatŒ, and we can form the Œ-category (Catüp-m
Œ )hC2 of p-typically m-semiadditive Œ-

categories with anti-involution. We will now show that this category is itself higher semiadditive.

Lemma 3.1.10. The inclusion of the (non-full) subcategory \Catüp-m
Œ µ \CatŒ preserves limits.

Proof. The claim follows from the fact that this inclusion admits a left adjoint; the analogous
statement in the non-p-typical case, and for small Œ-categories, is shown in [Har20, Theorem
5.28(2)], and the p-typical case for large Œ-categories follows similarly.

Corollary 3.1.11. The Œ-category (Catüp-m
Œ )hC2 is p-typically m-semiadditive and the canonical

functor (Catüp-m
Œ )hC2 æ CathC2

Œ is limit preserving.

Proof. By (the straightforward p-typical analog of) [CSY20, Proposition 2.2.11], the Œ-category
Catüp-m

Œ is p-typically m-semiadditive. By Proposition 3.1.9, the involution (≠)op of CatŒ restricts
to an involution of Catüp-m

Œ , so that we obtain a functor BC2 æ \Catüp-m
Œ classifying this involution

of Catüp-m
Œ œ \Catüp-m

Œ . By Lemma 3.1.10 applied to this functor we deduce that (Catüp-m
Œ )hC2 is

p-typically m-semiadditive as well.
It remains to show that the functor (Catüp-m

Œ )hC2 æ CathC2
Œ is limit preserving. This is because the

(non-fully faithful) inclusion Catüp-m
Œ æ CatŒ is limit preserving (by the small category analogue

of Lemma 3.1.10) and limit-preserving functors are closed under limits in \CatŒ.

Let us illustrate this corollary more concretely: Let C be a p-typically m-semiadditive Œ-category.
Then C acquires a canonical p-typical m-commutative monoid structure, which provides for any
map f : A æ B in S(p)

m an integration functor Úf = f! : C A æ C B (given by left Kan extension).
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Now suppose C is equipped with an anti-involution ÿ, so (C , ÿ) œ (Catüp-m
Œ )hC2 . Then one can

build a diagram
C A C B

(C A)op (C B)op.

f!

ÿA ÿB

(f!)op (5)

Corollary 3.1.11 implies that since (Catüp-m
Œ )hC2 is p-typically m-semiadditive, (C , ÿ) acquires a

canonical m-commutative monoid structure in (Catüp-m
Œ )hC2 . Part of such data is a witness to the

commutativity of (5): unwinding the constructions, this homotopy can be expressed concretely by
the formula

(f!)opÿA ƒ (fú)opÿA ƒ ÿBf! (6)
where the first equivalence comes from the norm equivalence f! ƒ fú arising from the higher
semiadditivity of C , and the second comes from ÿ being an anti-involution.
We now define a higher semiadditive version of the functors � and �lax.

Theorem 3.1.12. The functors � : (Catüp-m
Œ )hC2 æ CatBC2

Œ and �lax : (Catüp-m
Œ )hC2 æ CatBC2

Œ
admit refinements to functors

(Catüp-m
Œ )hC2 æ CMon(p)

m (CatŒ)BC2 .

In other words, for (C , ÿ) a p-typically m-semiadditive Œ-category with anti-involution, the Œ-
categories �(C , ÿ) and �lax(C , ÿ) are canonically C2-equivariant p-typical m-commutative monoids
in CatŒ.

Proof. We prove the result for �, the proof for �lax being completely analogous. Note that if D0 and
D1 are Œ-categories which admit S(p)

m -limits and F : D0 æ D1 is a S(p)
m -limit preserving functor,

then post-composition with F induces a functor

CMon(p)
m (D0) æ CMon(p)

m (D1).

Indeed, the Segal condition involves only S(p)
m -limits and hence F preserves this condition. Conse-

quently, by Lemma 3.1.8, the functor � : CathC2
Œ æ CatBC2

Œ induces a functor

CMon(p)
m (CathC2

Œ ) æ CMon(p)
m (CatBC2

Œ ) ƒ CMon(p)
m (CatŒ)BC2 .

Similarly, by the second part of Corollary 3.1.11, the functor (Catüp-m
Œ )hC2 æ CathC2

Œ is limit-
preserving and hence induces a functor

CMon(p)
m ((Catüp-m

Œ )hC2) æ CMon(p)
m (CathC2

Œ ).

Finally, by the first part of Corollary 3.1.11, (Catüp-m
Œ )hC2 is p-typically m-semidditive and hence

we have a canonical equivalence

(Catüp-m
Œ )hC2 ≥≠æ CMon(p)

m ((Catüp-m
Œ )hC2)

(see Proposition 2.0.7). Composing these three functors we get the desired refinement.

20



By abuse of notation, we denote the resulting functors

(Catüp-m
Œ )hC2 æ CMon(p)

m (CatŒ)BC2

again by � and �lax, so that if C is p-typically m-semiadditive, then �(C , ÿ) and �lax(C , ÿ) are
higher commutative monoids in CatBC2

Œ .
We end this section with an explicit description of this higher commutative monoid structure on
the level of objects.

Proposition 3.1.13. Let (C , ÿ) œ (Catüp-m
Œ )hC2 . For every map f : A æ B of p-typical m-finite

spaces, the higher commutative monoid structure on �lax(C , ÿ) provides a functor

Úf : �lax(C , ÿ)A æ �lax(C , ÿ)B .

On an object („ : X æ ÿ(X)) œ �lax(C , ÿ)A (where X œ C A and ÿ is applied pointwise), this functor
is given by the formula

Úf (X „≠æ ÿ(X)) = (f!X
Â≠æ ÿ(f!X)) œ �lax(C , ÿ)B ,

where Â is the composite

f!X
f!„≠≠æ f!ÿ(X) ƒ ÿ(fúX) ÿ(Nmf )≠≠≠≠≠æ ÿ(f!X).

Proof. The higher commutative monoid structure of �lax(C , ÿ) is defined by applying the (limit
preserving) functor given by

�lax(C , ÿ) = C ◊C◊C op Tw(C )
to the higher commutative monoid (C , ÿ) œ CMon(p)

m ((Catüp-m
Œ )hC2). Here, we emphasize that the

functor C æ C ◊ C op is given by (id, ÿ).
Using this pullback, we find that the integration map Úf on an object („ : X æ ÿ(X)) œ �lax(C , ÿ)A

consists of the following collection of data:

(1) The integration of X œ C A, which is f!X œ C B .

(2) The integration of the (twisted) arrow (X „≠æ ÿ(X)) in C A, which is the (twisted) arrow
(f!X

f!„≠≠æ f!ÿ(X)) in C B .

(3) The identification of their corresponding images in C B ◊ (C B)op. Referring to the first two
points, this amounts to identifying the pairs (f!X, ÿ(f!X)) and (f!X, f!ÿ(X)). By definition,
this uses the compatibility of f! with ÿ inherent in the higher commutative monoid structure of
(C , ÿ) œ CMon(p)

m ((Catüp-m
Œ )hC2). As in the discussion after Corollary 3.1.11 (and in particular

(6)), this is given by the composite

f!ÿ(X) ƒ ÿ(fúX) ÿ(Nmf )≠≠≠≠≠æ ÿ(f!X).4

Putting together this data, we obtain the claimed formula.

Remark 3.1.14. Since the fully faithful embedding �(C , ÿ) ™ �lax(C , ÿ) is compatible with the
higher commutative monoid structure, the same formula applies for � instead of �lax.

4
Note that ÿ is contravariant and hence flips the direction of the norm map.
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3.1.3 Lax symmetric monoidal structure on �

In the previous section, we defined a functor

� : (Catüp-m
Œ )hC2 æ CMon(p)

m (CatŒ)BC2

taking an m-semiadditive Œ-category C with an anti-involution ÿ : C
≥≠æ C op to its Œ-category

of fixed points �(C , ÿ), considered as a (C2-equivariant) higher commutative monoid in categories.
The purpose of this section is to endow � with multiplicative structure: more precisely, we will
describe symmetric monoidal structures on the source and target of �, and show that � is lax
symmetric monoidal with respect to these structures. In Section 3.2.4, this will be used to endow
the Grothendieck-Witt spectrum of a higher semiadditive symmetric monoidal Œ-category with a
ring structure.
Recall that Catüp-m

Œ admits a symmetric monoidal structure coming from the Lurie tensor product
(cf. Section 2.0.2). We first show that this lifts to a symmetric monoidal structure on (Catüp-m

Œ )hC2 .

Proposition 3.1.15. The C2-action on Catüp-m
Œ given by C ‘æ C op lifts canonically to a symmetric

monoidal action, that is, a C2-action on Catüp-m
Œ considered as an object of CAlg(\CatŒ).

Proof. For this proof, we will use the standard notations from the theory of Œ-operads of [Lur16].
Let Cat¢

Œ denote the Œ-operad corresponding to the Cartesian symmetric monoidal structure on
CatŒ. Then, the Œ-operad (Catüp-m

Œ )¢ corresponding to the symmetric monoidal Œ-category
Catüp-m

Œ is given as the subcategory (Catüp-m
Œ )¢ µ Cat¢

Œ where (cf. [Lur16, Notation 4.8.1.2]):

(1) The objects are the sequences (C1, C2, · · · , Ck) where each Ci œ Catüp-m
Œ .

(2) A morphism (C1, C2, · · · , Ck) æ (D1, D2, · · · , Dj) covering – : ÈkÍ æ ÈjÍ is in the subcategory
(Catüp-m

Œ )¢ µ Cat¢
Œ i� each component functor

Ÿ

iœ–≠1(¸)
Ci æ D¸

preserves S(p)
m -colimits separately in each variable.

The C2-action by op on CatŒ is symmetric monoidal, and thus induces a C2-action on Cat¢
Œ. To

see that this restricts to a symmetric monoidal action on Catüp-m
Œ , it su�ces to check that:

(1) The action map op : Cat¢
Œ æ Cat¢

Œ preserves the subcategory (Catüp-m
Œ )¢. This is true

on objects because the opposite of a p-typically m-semiadditive Œ-category is p-typically m-
semiadditive. It follows for morphisms because functors between p-typically m-semiadditive
Œ-categories preserve S(p)

m -colimits if and only if they preserve S(p)
m -limits.

(2) The resulting functor op : (Catüp-m
Œ )¢ æ (Catüp-m

Œ )¢ sends coCartesian arrows to coCartesian
arrows. This is immediate for the inert morphisms, and follows for the active morphisms again
from the fact that functors between p-typically m-semiadditive Œ-categories preserve S(p)

m -
colimits if and only if they preserve S(p)

m -limits.
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As a consequence of this result, we can regard the fixed points (Catüp-m
Œ )hC2 as taken within the Œ-

category of symmetric monoidal Œ-categories; this equips (Catüp-m
Œ )hC2 with a symmetric monoidal

structure.
Next, we turn our attention to functor �. We start by considering a closely related functor:

Lemma 3.1.16. Let (Catüp-m
Œ )hC2 be given a symmetric monoidal structure via Proposition 3.1.15,

and regard CatBC2
Œ as having the Cartesian symmetric monoidal structure. Then there is a canonical

lax symmetric monoidal structure on the composite

(Catüp-m
Œ )hC2 j≠æ CathC2

Œ
�≠æ CatBC2

Œ ,

where j denotes the forgetful functor.

Proof. This is because each functor in the composite admits a lax symmetric monoidal structure:

(1) By the proof of Proposition 3.1.15, the forgetful functor Catüp-m
Œ æ CatŒ extends to a

BC2-family of lax symmetric monoidal functors. Therefore, its limit, which is the functor j,
acquires a lax symmetric monoidal structure.

(2) The functor � preserves limits by Lemma 3.1.8, and both the source and the target are given
the Cartesian symmetric monoidal structure; thus, � is symmetric monoidal.

Hence, to endow the fixed points functor � : (Catüp-m
Œ )hC2 æ CMon(p)

m (CatŒ)BC2 with a lax sym-
metric monoidal structure, it remains to consider the e�ect of taking m-commutative monoids on
lax symmetric monoidal functors.
The Œ-category Span(S(p)

m )op admits a symmetric monoidal structure given by the Cartesian prod-
uct in S(p)

m [BGS19, §2]. Hence, for every presentably symmetric monoidal Œ-category C , we can
consider PMon(p)

m (C ) as a symmetric monoidal Œ-category via Day convolution [Gla16].

Proposition 3.1.17. Let C be a presentably symmetric monoidal Œ-category. Then CMon(p)
m (C ) is

a symmetric monoidal localization of PMon(p)
m (C ), and in particular, it admits a unique symmetric

monoidal structure for which the localization functor PMon(p)
m (C ) æ CMon(p)

m (C ) is symmetric
monoidal. Moreover, the equivalence CMon(p)

m (C ) ƒ CMon(p)
m (S) ¢ C is a symmetric monoidal

equivalence.

Proof. This follows from [BMS21, Theorem 4.27].

Combining these results, we obtain

Theorem 3.1.18. The functor � : (Catüp-m
Œ )hC2 æ CMon(p)

m (CatBC2
Œ ) is lax symmetric monoidal.
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Proof. We can write � as a composite

(Catüp-m
Œ )hC2 ≥≠æ CMon(p)

m ((Catüp-m
Œ )hC2) Òæ PMon(p)

m ((Catüp-m
Œ )hC2)

�¶(≠)≠≠≠≠æ PMon(p)
m (CatBC2

Œ ) L≠æ CMon(p)
m (CatBC2

Œ ),

where L is the symmetric monoidal localization from Proposition 3.1.17 and � ¶ (≠) denotes post-
composition with � regarded as a functor (Catüp-m

Œ )hC2 æ CatBC2
Œ . We show, in order, that each

map in this composite admits a lax symmetric monoidal structure.

• The equivalence

(Catüp-m
Œ )hC2 ≥≠æ CMon(p)

m ((Catüp-m
Œ )hC2) ƒ (Catüp-m

Œ )hC2 ¢ CMon(p)
m (S)

identifies with the tensor product of the identity functor of (Catüp-m
Œ )hC2 and the unit

S æ CMon(p)
m (S). Hence, it is a symmetric monoidal equivalence by the second part of

Proposition 3.1.17.

• The inclusion CMon(p)
m ((Catüp-m

Œ )hC2) Òæ PMon(p)
m ((Catüp-m

Œ )hC2) is the right adjoint of the
symmetric monoidal localization L, and hence is canonically lax symmetric monoidal.

• For symmetric monoidal Œ-categories A and B, the Day convolution symmetric monoidal
structure on Fun(A , B) (when it exists) is functorial in post-composing with lax symmetric
monoidal functors. Hence, by Lemma 3.1.16, the functor � ¶ (≠) is lax symmetric monoidal
with respect to Day convolution.

• Finally, L is a symmetric monoidal localization.

3.2 Grothendieck-Witt theory as a higher commutative monoid

We now refine GW to a functor valued in p-typical m-commutative pre-monoids. After some
preliminaries on symmetric monoidal duality, we refine the functor QF from Definition 3.1.7 to take
m-semiadditively symmetric monoidal categories to m-commutative monoids (Section 3.2.2). Then,
we apply group completion to obtain the semiadditive form of GW in Section 3.2.3, and discuss the
multiplicative structure in Section 3.2.4. Finally, in Section 5.1.2, we unwind the definition of the
higher semiadditive structure on GW in the special case of vector spaces over a field.

3.2.1 Symmetric monoidal duality and semiadditivity

Let C be a symmetric monoidal Œ-category. Then recall (Example 3.1.3) that one can extract
the full subcategory C dbl µ C of dualizable objects. This subcategory admits a canonical anti-
involution by symmetric monoidal duality, and so the assignment C ‘æ C dbl determines a functor

(≠)dbl : CAlg(CatŒ) æ CathC2
Œ .

We will need a higher semiadditive version of this functor:
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Proposition 3.2.1. The assignment C ‘æ C dbl determines a functor

(≠)dbl : CAlg(Catüp-m
Œ ) æ (Catüp-m

Œ )hC2 .

Moreover, this functor is lax symmetric monoidal with respect to the Lurie tensor product (cf.
Proposition 3.1.15).

The proof, which is assembled at the end of this section, will proceed by factoring (≠)dbl as a
composite of several lax symmetric monoidal functors. Let

CAlg(Catüp-m
Œ )rig µ CAlg(Catüp-m

Œ )

denote the full subcategory of rigid p-typical m-semiadditively symmetric monoidal categories –
that is, those C œ CAlg(Catüp-m

Œ ) satisfying the condition that every object X œ C is dualizable.
Before we proceed, we shall need the following general lemma about the Lurie tensor product.

Lemma 3.2.2. Let K be a set of simplicial sets, let CatK denote the Œ-category of Œ-categories
which admit K-shaped colimits (with morphisms functors preserving those colimits), and give CatK
a symmetric monoidal structure under ≠ ¢ ≠, the Lurie tensor product [Lur16, Corollary 4.8.1.4].
Then, for C , D œ CatK, the Œ-category C ¢ D is generated under K-shaped colimits by the image
of the canonical functor C ◊ D æ C ¢ D .

Proof. Let E ™ C ¢ D be the full subcategory generated under K-colimits by the image of C ◊ D .
Then by construction, E admits a functor from C ◊ D which preserves K-colimits separately in
each variable, which extends by universal property to a K-colimit preserving functor

u : C ¢ D æ E .

But the composite of u with the inclusion E ™ C ¢ D is the identity of C ¢ D , again by the
universal property. It follows that the inclusion E ™ C ¢ D is essentially surjective and therefore
an equivalence of Œ-categories, as desired.

Lemma 3.2.3. The subcategory CAlg(Catüp-m
Œ )rig µ CAlg(Catüp-m

Œ ) is closed under the symmetric
monoidal structure (given by the Lurie tensor product).

Proof. It su�ces to show that if C , D œ CAlg(Catüp-m
Œ )rig, then their tensor product C ¢ D is

also rigid. Note that by construction ([Lur16, Proposition 4.8.1.10]), there is a symmetric monoidal
functor C ◊ D æ C ¢ D , and so any object in the image of C ◊ D is dualizable. But C ¢ D
is generated under S(p)

m -colimits by the image of C ◊ D (Lemma 3.2.2), so the lemma follows
by noting that for categories in CAlg(Catüp-m

Œ ), dualizable objects are closed under S(p)
m -colimits

[CSY21, Corollary 2.7]5.
5
The reference treats the presentable case, and the general case follows from it by using the fully faithful sym-

metric monoidal S(p)
m -colimit preserving embedding C Òæ Fun

S(p)
m (C op, S), where the superscript denotes S(p)

m -limit

preserving functors.
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It follows that CAlg(Catüp-m
Œ )rig inherits a symmetric monoidal structure under the tensor product.

Lemma 3.2.4. The assignment C ‘æ C dbl determines a lax symmetric monoidal functor

CAlg(Catüp-m
Œ ) æ CAlg(Catüp-m

Œ )rig.

Proof. First we note:

(1) The Œ-category CAlg(Catüp-m
Œ ) can be identified with the (non-full) subcategory of CAlg(CatŒ)

spanned by p-typical m-semiadditive Œ-categories in which the tensor product distributes over
S(p)

m -colimits, and symmetric monoidal functors which preserve S(p)
m -colimits.

(2) There is a functor CAlg(CatŒ) æ CAlg(CatŒ)rig given by extracting dualizable objects.

Thus, to construct the functor CAlg(Catüp-m
Œ ) æ CAlg(Catüp-m

Œ )rig, it su�ces to check that the
functor of (2) restricts appropriately; in particular we check:

• For C œ CAlg(Catüp-m
Œ ), the Œ-category C dbl is also p-typically m-semiadditive. This is

because C dbl µ C is closed under S(p)
m -colimits [CSY21, Proposition 2.5].

• The tensor product in C dbl distributes over S(p)
m -colimits; this is because the fully faithful

embedding C dbl ™ C is symmetric monoidal and S(p)
m -colimit preserving, and the tensor

product in C has this property.

• That for C , D œ CAlg(Catüp-m
Œ ), a S(p)

m -colimit preserving symmetric monoidal functor C æ
D restricts to a S(p)

m -colimit preserving functor on the dualizable objects. This again follows
from the fact that C dbl and Ddbl are closed under S(p)

m -colimits in C and D respectively.

It remains to see that this restricted functor is lax symmetric monoidal. But note that the sym-
metric monoidal structure on CAlg(Catüp-m

Œ ) is coCartesian (because it is a category of commu-
tative algebras), and the subcategory CAlg(Catüp-m

Œ )rig is closed under the monoidal structure by
Lemma 3.2.3. Thus, the symmetric monoidal structure on CAlg(Catüp-m

Œ )rig is also coCartesian.
Since the source CAlg(Catüp-m

Œ ) of the functor is unital, it follows from [Lur16, Proposition 2.4.3.9]
that the functor is lax symmetric monoidal.

We have seen that the construction C æ C op defines a symmetric monoidal C2-action on CatŒ,
and that this endows the subcategory Catüp-m

Œ µ CatŒ with a symmetric monoidal C2-action (cf.
Proposition 3.1.15). It follows that CAlg(Catüp-m

Œ ) also admits a C2-action by C ‘æ C op.

Lemma 3.2.5. The C2-action on CAlg(Catüp-m
Œ ) by C ‘æ C op restricts to a C2-action on the full

subcategory CAlg(Catüp-m
Œ )rig, and this restricted action admits a canonical trivialization. Conse-

quently, there is a lax symmetric monoidal functor

CAlg(Catüp-m
Œ )rig æ (CAlg(Catüp-m

Œ )rig)hC2 .
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Proof. To restrict the action, it su�ces to note that if C is rigid, then C op is rigid. We have
seen (e.g. in the proof of Lemma 3.2.4) that CAlg(Catüp-m

Œ ) µ CAlg(CatŒ) is the inclusion of a
subcategory, and it follows from the construction of the C2-action (proof of Proposition 3.1.15)
that this inclusion is C2-equivariant with respect to the op action. Hence, one also has that
CAlg(Catüp-m

Œ )rig µ CAlg(CatŒ)rig is a C2-equivariant inclusion of a subcategory.
Now, [HLAS20, Theorem 5.11] provides a trivialization of the C2-action on CAlg(CatŒ)rig. Since
the subcategory CAlg(Catüp-m

Œ )rig include all the equivalences, such a trivialization necessarily
restricts to a trivialization of the C2-action on CAlg(Catüp-m

Œ )rig. This trivialization in turn provides
a functor

CAlg(Catüp-m
Œ )rig æ (CAlg(Catüp-m

Œ )rig)BC2 ƒ (CAlg(Catüp-m
Œ )rig)hC2 .

It remains to show that this functor admits a lax symmetric monoidal structure. As in the proof of
Lemma 3.2.4, it would su�ce to show that the symmetric monoidal structure on (CAlg(Catüp-m

Œ )rig)hC2

is coCartesian. Since CAlg(Catüp-m
Œ )rig is given the coCartesian structure, this follows from the gen-

eral fact that coCartesian symmetric monoidal Œ-categories are closed under limits in CAlg(CatŒ).

Now we can finish the proof of Proposition 3.2.1:

Proof of Proposition 3.2.1. We construct the desired functor (≠)dbl as a composite

CAlg(Catüp-m
Œ ) æ CAlg(Catüp-m

Œ )rig æ CAlg(Catüp-m
Œ )rig)hC2

æ CAlg(Catüp-m
Œ )hC2 æ (Catüp-m

Œ )hC2 .

The first two functors, and their lax symmetric monoidality, are Lemma 3.2.4 and Lemma 3.2.5,
respectively. The third functor exists and is symmetric monoidal because, by construction, one has a
symmetric monoidal C2-equivariant inclusion CAlg(Catüp-m

Œ )rig µ CAlg(Catüp-m
Œ ). Finally, the last

functor is induced by the forgetful functor CAlg(Catüp-m
Œ ) æ Catüp-m

Œ , which is C2-equivariantly
symmetric monoidal by Proposition 3.1.15.

3.2.2 Symmetric bilinear forms

We may now refine QF(C ) to a higher commutative monoid.

Definition 3.2.6. Let QF (≠) : CAlg(Catüp-m
Œ ) æ CMon(p)

m (S) be the composite

CAlg(Catüp-m
Œ ) (≠)dbl

≠≠≠≠æ (Catüp-m
Œ )hC2 �≠æ CMon(p)

m (CatŒ)BC2

(≠)hC2
≠≠≠≠≠æ CMon(p)

m (CatŒ) (≠)ƒ

≠≠≠æ CMon(p)
m (S).

In particular, a point of the space QFA(C ) is a pair (X, b) where X œ C A and b is a non-degenerate
symmetric bilinear form on X, with respect to the point-wise tensor product of C A. We also have
the expected integration maps for QF (≠)(C ):
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Proposition 3.2.7. Let C œ CAlg(Catüp-m
Œ ) and let f : A æ B œ S(p)

m . The map

Úf : QFA(C ) æ QFB(C )

agrees with the map constructed in Construction 3.0.2.

Proof. Since QF (≠)(C ) ƒ (�(C dbl,D)ƒ)hC2 the claim follows immediately from Proposition 3.1.13.

3.2.3 Higher semiadditive Grothendieck-Witt theory

To produce the higher semiadditive version of Grothendieck-Witt theory from QF (≠)(C ), all that
is left is to perform group completion level-wise. For this, we first need to promote the spaces
QFA(C ) to commutative monoids in spaces in a way compatible with the higher commutative
monoid structure of QF (≠)(C ). In fact, such an extension is automatic:

Proposition 3.2.8. For every m Ø 0, there is a canonical equivalence

CMon(p)
m (S) ƒ CMon(p)

m (CMon(S))

Proof. We have CMon(p)
m (CMon(S)) ƒ CMon(S)¢CMon(p)

m (S), where ¢ denotes the tensor product
of presentable Œ-categories [Lur16, §4.8]. Since CMon(S) is an idempotent algebra in Pr classifying
0-semiadditivity (see, e.g., [CSY20, Proposition 5.3.1]), the result follows from the fact that for every
m Ø 0, CMon(p)

m (S) is a semiadditive Œ-category.

Recall that the underlying space functor �Œ : Sp æ S refines to a functor Sp æ CMon(S), whose
left adjoint (≠)gp : CMon(S) æ Sp is the group completion functor.

Definition 3.2.9. For m Ø 0, define the functor

GW(≠) : CAlg(Catüp-m
Œ ) æ PMon(p)

m (Sp)

to be the composite

CAlg(Catüp-m
Œ ) QF(≠)

≠≠≠≠æ CMon(p)
m (S) ƒ CMon(p)

m (CMon(S))

Òæ PMon(p)
m (CMon(S)) (≠)gp

≠≠≠æ PMon(p)
m (Sp).

Namely, GWA(C ) is the connective spectrum obtained from QF(C A) œ CMon(S) via group-
completion. Note that the summation operation in the monoid QF(C A), and hence in the spectrum
GWA(C ), is given by direct sum of symmetric bilinear forms.

Remark 3.2.10. Although QF (≠)(C ) is a p-typical m-commutative monoid, the functor GW(≠)(C )
need not satisfy the Segal condition in general, and hence it is only a p-typical m-commutative pre-
monoid.
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3.2.4 Multiplicative structure on GW

Recall that the Œ-category PMon(p)
m (Sp) = Fun(Span(S(p)

m ), Sp) admits a symmetric monoidal
structure given by Day convolution. In this section, we show that for every symmetric monoidal p-
typically m-semiadditive Œ-category C , the Grothendieck-Witt object GW(≠)(C ) œ PMon(p)

m (Sp)
admits a canonical structure of a commutative (a.k.a. EŒ-) algebra in PMon(p)

m (Sp). To accomplish
this, we refer to Definition 3.2.9, in which the functor

GW(≠) : CAlg(Catüp-m
Œ ) æ PMon(p)

m (Sp)

is defined as a certain composite: we will show that each functor in the composite, and consequently
GW(≠) itself, is a lax symmetric monoidal functor.

Proposition 3.2.11. The functor

QF (≠) : CAlg(Catüp-m
Œ ) æ CMon(p)

m (S)

of Definition 3.2.6 is lax symmetric monoidal. Hence, for any symmetric monoidal p-typically
m-semiadditive Œ-category C , the space QF(C ) acquires a canonical structure of a commutative
algebra in CMon(p)

m (S).

Proof. We check that each functor in the composite of Definition 3.2.6 is lax symmetric monoidal.

(1) The functor (≠)dbl is lax symmetric monoidal by Proposition 3.2.1.

(2) The functor � is lax symmetric monoidal by Theorem 3.1.18.

(3) The functor (≠)hC2 is lax symmetric monoidal because it is right adjoint to the symmetric
monoidal functor CMon(p)

m (CatŒ) æ CMon(p)
m (CatŒ)BC2 which takes the constant functor

on BC2.

(4) The functor (≠)ƒ is lax symmetric monoidal because it is right adjoint to the symmetric
monoidal inclusion CMon(p)

m (S) µ CMon(p)
m (CatŒ).

Corollary 3.2.12. The functor

GW(≠) : CAlg(Catüp-m
Œ ) æ PMon(p)

m (Sp)

is lax symmetric monoidal. Hence, for any symmetric monoidal p-typically m-semiadditive Œ-
category C , the spectrum GW(C ) acquires a canonical structure of a commutative algebra in
PMon(p)

m (Sp).

Proof. We check that the functors in Definition 3.2.9 are lax symmetric monoidal:

(1) The functor QF (≠) is lax symmetric monoidal by the previous proposition.
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(2) The equivalence CMon(p)
m (S) ƒ CMon(p)

m (CMon(S)) is symmetric monoidal by combining (the
proof of) Proposition 3.2.8 with Proposition 3.1.17.

(3) The inclusion CMon(p)
m (CMon(S)) Òæ PMon(p)

m (CMon(S)) is lax symmetric monoidal because
it is right adjoint to a symmetric monoidal localization (cf. Proposition 3.1.17).

(4) The functor (≠)gp : CMon(S) æ Sp is symmetric monoidal, and thus the functor

PMon(p)
m (CMon(S)) æ PMon(p)

m (Sp)

induced by post-composition is lax symmetric monoidal for the Day convolution structure
[Lur16, Example 2.2.6.17].

3.2.5 The structure on GW of a discrete ring

Let R be a discrete commutative ring. Then the category ModR(Ab) is semiadditive, and therefore
by Definitions 3.2.6 and 3.2.9, we obtain objects

QF(R) := QF(ModR(Ab)) œ CMon(p)
0 (S)

GW(R) := GW(ModR(Ab)) œ Sp.

Moreover, by Proposition 3.2.11 and Corollary 3.2.12, since ModR(Ab) is semiadditively symmetric
monoidal, the objects QF(R) and GW(R) naturally acquire the structure of EŒ-algebras in their
respective categories. In fact, one can explicitly describe the resulting ring structures on fi0QF(R)
and GW0(R) acquire natural ring structures: if (V, q), (V Õ, qÕ) œ fi0QF(R) are symmetric bilinear
forms, then their sum is given by (V ü V Õ, q ü qÕ) and their product by (V ¢ V Õ, q ¢ qÕ).
The payout of our work in Section 3 is the following extension of this situation:

Example 3.2.13. Let R be a discrete commutative ring in which 2 is invertible. Then the category
ModR(Ab) is 2-typically 1-semiadditive6. Therefore, by Definitions 3.2.6 and 3.2.9, QF(R) and
GW(R) extend to functors

QF (≠)(R) : Span(S(2)
1 )op æ S

GW(≠)(R) : Span(S(2)
1 )op æ Sp

where QF (≠)(R) additionally satisfies the Segal condition. Moreover, since ModR(Ab) is in fact
semiadditively symmetric monoidal, we have QF (≠)(R) œ CAlg(CMon(2)

1 (S)) and GW(≠)(R) œ
CAlg(PMon(2)

1 (Sp)) by Proposition 3.2.11 and Corollary 3.2.12.
6
This follows, for instance, by [CSY20, Proposition 3.2.2], noting that this category has height 0 because 2 is

invertible.
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4 K(1)-local Grothendieck-Witt theory of finite fields

Let SK(1) denote the K(1)-local sphere at the prime 2. Recall that, in order to prove Theorem A,
we aim to compute the element |BC2| œ fi0(SK(1)), which is defined in terms of the 1-commutative
monoid structure on SK(1), that is, a certain functor

S(≠)
K(1) : Span(S(2)

1 )op æ Sp.

The goal of this section is to show that this functor can be understood in terms of the functor
GW(≠) constructed in Section 3. In particular, we will show:

Theorem 4.0.1. Let ¸ © 3, 5 (mod 8) be a prime, and let

GW(≠)(F¸) : Span(S(2)
1 )op æ Sp

denote the functor constructed in Example 3.2.13. Then there is a natural transformation of functors
GW(≠)(F¸)·

2 æ S(≠)
K(1) which, pointwise, exhibits the source as the connective cover of the target.

The proof of Theorem 4.0.1, which takes up the bulk of this section, will be outlined and given in
Section 4.1.

Remark 4.0.2. A special case of our theorem, given by evaluating at a point, is an identification

LK(1)GW(F¸) ƒ SK(1) (7)

for primes ¸ © 3, 5 (mod 8). This equivalence is essentially due to Friedlander [Fri76]. As we will
see, the proof of our theorem draws heavily on later work of Fiedorowicz-Hauschild-May [FHM82],
which generalizes (7) to the equivariant setting.

4.1 Relating GW(F¸) to SK(1)

Our proof of Theorem 4.0.1 proceeds in roughly two steps. First, we start by working with the
Grothendieck-Witt theory of F¸, rather than F¸; in Section 4.1.1, we use work of Fiedorowicz-
Hauschild-May [FHM82] to show that LK(1)GW(≠)(F¸) is a 1-commutative monoid (in fact, we will
see that it is the unique 1-commutative monoid structure on KO·

2 ). Then, in Section 4.1.2, we pass
to Frobenius fixed points and finish the proof of the theorem.

4.1.1 Relating GW(F¸) to KO

Our goal in Section 4.1.1 will be to show:

Proposition 4.1.1. For any prime ¸, the functor

LK(1)GW(≠)(F¸) : Span(S(2)
1 )op æ Sp

satisfies the Segal condition (cf. Definition 2.0.3). In other words, LK(1)GW(≠)(F¸) defines a
2-typical 1-commutative monoid in K(1)-local spectra.
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This proposition follows essentially immediately from results of Fiedorowicz-Hauschild-May [FHM82]
and the Atiyah-Segal completion theorem, which we now state.

Proposition 4.1.2 (Fiedorowicz-Hauschild-May [FHM82, Theorem 0.3]). Let ¸ be an odd prime,
let G be a finite 2-group, and let KOG denote the (genuine) G-fixed points of the equivariant real
K-theory spectrum. Then there is an equivalence7

—G : GWG(F¸)·
2 æ ·Ø0(KOG)·

2 .

Moreover, these equivalences are compatible with restriction in G in the sense that there is a com-
mutative square

GWG(F¸)·
2 (GW(F¸)·

2 )hG

·Ø0(KOG)·
2 (·Ø0KO·

2 )hG

flBG

—G —hG

where flBG denotes the Segal map (Definition 2.0.3) and the bottom arrow is the canonical map
induced by the genuine G-equivariant structure.

Proposition 4.1.3 (Atiyah-Segal Completion Theorem, 2-complete form [AS69]). Let G be a 2-
group. Then the natural map of spectra KOG æ KOBG is an equivalence after 2-completion.

Proof. Since the spectra in question are of finite type, the homotopy groups of the 2-adic completions
are the 2-completion of the homotopy groups, it su�ces to show this is a 2-complete equivalence
on homotopy groups. By the usual Atiyah-Segal completion theorem [AS69], this map exhibits
fiú(KOBG) as the completion of the ring fiú(KOG) at the augmentation ideal. Since G is a 2-
group, the augmentation ideal defines the 2-adic topology (see [AT69, Proposition III.1.1]).

Given these, the proof of Proposition 4.1.1 is just unwinding definitions.

Proof of Proposition 4.1.1. Since the functor takes disjoint unions of spaces to products of spectra,
it su�ces to check the Segal condition on connected spaces in S(2)

1 , i.e., spaces of the form BG for
a finite 2-group G. In this case, we would like to show that the map

flBG : LK(1)GWG(F¸) æ LK(1)GW(F¸)BG

induced by the point embeddings pt æ BG is an equivalence. By Proposition 4.1.2, this amounts
to showing that the natural map

·Ø0(KOG)·
2 æ (·Ø0KO·

2 )BG

7
Note that while 2-completion and connective cover do not commute in general, they do when the spectra in

question are of finite type. Since we will apply these functors in the finite type setting, we use a notation which does

not distinguish the order of applying them.
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is an equivalence after K(1)-localization for every 2-group G. But (KOG)·
2 is K(1)-local and K(1)-

localization is insensitive to connective cover, so the left-hand side localizes to (KOG)·
2 . For the

right-hand side, we have

LK(1)(·Ø0KO·
2 )BG ƒ LK(1)(KO·

2 )BG ƒ (KO·
2 )BG ƒ (KOBG)·

2 ,

where the first equivalence is because K(1)-localization only depends on the connective cover, the
second is because K(1)-local spectra are closed under limits in Sp, and the third is because the
formula for 2-completion X·

2 = limi X/2i implies that it commutes with limits. Thus, the conclusion
follows from Proposition 4.1.3.

Remark 4.1.4. Note that, by Proposition 4.1.2, the 2-typical 1-commutative monoid GW(≠)(F¸)
of Proposition 4.1.1 has underlying object KO·

2 . Although we will not need this explicitly, we
remark that, by the uniqueness of 1-commutative monoid structures on K(1)-local spectra (Propo-
sition 2.0.7(3)), this means that GW(≠)(F¸) and (KO·

2 )(≠) (cf. Definition 2.0.8) are equivalent as
2-typical 1-commutative monoids.

4.1.2 Fixed points of Frobenius

Note that the Frobenius automorphism induces an action of the group Z on F¸, and thus on the
functor GW(≠)(F¸). We denote the corresponding natural transformation by

Ï : GW(≠)(F¸) æ GW(≠)(F¸).

On the other hand, the inclusion F¸ æ F¸ is Z-equivariant (with respect to the trivial action on the
source), and thus we have an induced natural transformation

u : GW(≠)(F¸) æ GW(≠)(F¸)hZ ƒ fib(1 ≠ Ï).

The work of Fiedorowicz-Hauschild-May [FHM82] shows that u is close to an equivalence:

Proposition 4.1.5. Let —G : GWG(F¸)·
2 æ ·Ø0(KOG)·

2 denote the equivalence of Proposi-
tion 4.1.2. Then we have:

(1) Under the equivalence —G, the Frobenius automorphism Ï : GWG(F¸) æ GWG(F¸) is identi-
fied with the map Â¸ : ·Ø0(KOG)·

2 æ ·Ø0(KOG)·
2 induced by the ¸-th Adams operation.

(2) The 2-completion of the map u exhibits the functor GW(≠)(F¸)·
2 as the (pointwise) connective

cover of (GW(≠)(F¸)·
2 )hZ.

Proof. Part (1), the identification of the Frobenius with the Adams operation, is demonstrated in
[FHM82, Section 8], in the proof of [FHM82, Theorem 0.5]. Part (2) is [FHM82, Theorem 8.1]
(note that the connective cover comes from the fact that their theorem is stated in spaces).

We have the following immediate consequence:
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Lemma 4.1.6. The K(1)-localization map GW(≠)(F¸)·
2 æ LK(1)GW(≠)(F¸) pointwise exhibits the

source as the connective cover of the target.

Proof. We have

GW(≠)(F¸)·
2 ƒ ·Ø0(GW(≠)(F¸)·

2 )hZ

ƒ ·Ø0(·Ø0(KOG)·
2 )hZ

ƒ ·Ø0((KOG)·
2 )hZ

ƒ ·Ø0LK(1)·Ø0(·Ø0(KOG)·
2 )hZ

ƒ ·Ø0LK(1)GWG(F¸),

where the first two equivalences use Proposition 4.1.5, the third is by connectivity considerations,
the fourth is because LK(1) is zero on coconnective spectra, and the last equivalence is by the first
two equivalences.

We may now finish the proof of Theorem 4.0.1, with the critical input being Proposition 2.0.7(3),
which asserts that K(1)-local spectra admit an essentially unique 1-commutative monoid structure.

Proof. By Proposition 4.1.5(2), the map of functors

u : GW(≠)(F¸) æ GW(≠)(F¸)hZ

is an equivalence after applying LK(1). Thus, since LK(1)GW(≠)(F¸) satisfies the Segal condition,
so does LK(1)GW(≠)(F¸) (note that (≠)hZ is a finite limit so it can be applied before or after K(1)-
localization with the same e�ect). Finally, applying Proposition 4.1.5(1), we see that the underlying
space of the resulting 2-typical 1-commutative monoid LK(1)GW(≠)(F¸) is the fiber of the map

1 ≠ Âl : KO·
2 æ KO·

2 .

When ¸ © 3, 5 (mod 8), ¸ is a topological generator for Z◊
2 /{±1} ƒ Z2 and therefore this fiber is

equivalent to SK(1) (see, for instance, [Hop14]). By Proposition 2.0.7(3), we conclude that there is
an equivalence of 2-typical 1-commutative monoids

LK(1)GW(≠)(F¸) ƒ S(≠)
K(1).

The theorem then follows by Lemma 4.1.6.

5 Computations in the K(1)-local sphere

Let p = 2 and let ¸ be a prime congruent to 3 or 5 modulo 8. The fact that the 2-typical 1-
commutative monoid S(≠)

K(1) is the K(1)-localization of the 1-commutative pre-monoid GW(≠)(F¸)
allows us to deduce facts about the K(1)-local sphere from more concrete computations in symmetric
bilinear forms over the finite field F¸.
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We start by briefly recalling some aspects of the classical theory of GW0(F¸) and explicitly relating
GW0(F¸) to fi0SK(1) in Section 5.1. Our first application of this relationship is to compute the
cardinalities of 2-typical fi-finite spaces in fi0SK(1) (Theorem A) in Section 5.2.
We then turn to computing various natural power operations on fi0SK(1). Because of the multi-
plicative nature of the K(1)-local equivalence LK(1)GW(≠)(F¸) ƒ S(≠)

K(1), these power operations
can be expressed in terms of multiplicative operations on symmetric bilinear forms over F¸. The
first of these operations is the operation –p (studied in [CSY18]), which we compute in Section 5.3.
In Section 5.4, we use –p to compute two closely related operations: the operation ◊ (originally
due to McClure, cf. [BMMS86, Hop14]), and the canonical p-derivation ”p, which was used in the
proof of the higher semiadditivity of SpT (n) in [CSY18]. Finally, we compute Rezk’s logarithm on
fi0S◊

K(1) in Section 5.5.

5.1 Relating GW0(F¸) to fi0SK(1)

The purpose of this section will be to compile some of the explicit consequences of our work to this
point. We will review the theory of symmetric bilinear forms over a finite field in Section 5.1.1. Then,
in Section 5.1.2, we specialize the results of Section 3 to the case of GW of a discrete ring R in which
2 is invertible and describe the resulting transfer maps coming from the 1-commutative monoid
structure on QF(R). Finally, in Section 5.1.3, we explicitly understand the map GW0(F¸) æ
fi0SK(1) induced by the identification of Theorem 4.0.1, which will allow us to deduce how the
higher semiadditive transfers act on fi0SK(1).

5.1.1 Symmetric bilinear forms over a discrete ring

Notation 5.1.1. Let R be a commutative ring. Then every invertible element r œ R◊ determines
a nondegenerate symmetric bilinear form

br(x ¢ y) = rxy,

and we denote the class of (R, br) in fi0QF(R) or GW0(R) by [r]. Note that the construction
r ‘æ [r] determines a group homomorphism R◊ æ GW0(R).

The monoid fi0QF(R) can be explicitly described when R is a finite field in which 2 ”= 0.

Example 5.1.2. Let k be a finite field of characteristic not equal to 2. Then any nondegenerate
symmetric bilinear form (V, q) can be diagonalized, and therefore splits as a sum

(V, q) =
ÿ

i

[xi]

for elements xi œ k◊/(k◊)2. Since k is a finite field, this latter group is isomorphic to Z/2, generated
by a nonsquare class r. Moreover, the only relation is 2[r] = 2, so the monoid QF0(k) of symmetric
bilinear forms over k is the free commutative monoid on [1] and [r] subject to the relation 2[r] = 2[1].
Moreover, the multiplicative structure satisfies [r]2 = [1].
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This monoid comes with two homomorphisms

rank : QF0(k) æ N det : QF0(k) æ k◊/(k◊)2

a[1] + b[r] ‘æ a + b a[1] + b[r] ‘æ rb

whose product is an injective map QF0(k) (rank,det)≠≠≠≠≠≠æ N ◊ Z/2. That is, any symmetric bilinear
form can be recovered from its rank and determinant.

From this example, one can read o� the 0-th Grothendieck-Witt group (see, e.g., [Lam05, Theorem
3.5]):

Proposition 5.1.3. Let k be a finite field of odd characteristic. Then

fi0GW(k) ƒ Z[e]/(e2, 2e),

where e = [r] ≠ [1] for r œ k◊ a non-square.

5.1.2 The higher semiadditive integration maps on GW0

Let R be a commutative ring in which 2 is invertible. Then we have seen in Example 3.2.13 that
the 2-typical 1-semiadditive structure on ModR(Ab) gives us functors

QF (≠)(R) : Span(S(2)
1 )op æ S

GW(≠)(R) : Span(S(2)
1 )op æ Sp.

The following proposition describes explicitly the integration maps for QF (≠)(R) (and thus for
GW(≠)(R)).

Proposition 5.1.4. Let G be a finite 2-group, let R be a commutative ring in which 2 is invertible,
and let (V, b) œ QFBG(R) be a G-equivariant R-module equipped with an equivariant symmetric
bilinear form.
Then the map

ÚBG : QFBG(R) æ QF(R)

sends the pair (V, b) to the pair (VG, ÚBG b) where the symmetric bilinear form ÚBG b is given by the
formula

ÚBG b(u, v) =
ÿ

gœG

b(gv, u).

Here, VG denotes the G-coinvariance of V and u, v œ VG are the images of u, v œ V under the
quotient map.
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Proof. The underlying module is VG because ÚBG is, by construction, given by left Kan extension
along BG æ pt on the underlying object. To determine the bilinear form, let b‚ : V æ DV be the
mate of b. Then, by Proposition 3.2.7, the map (ÚBG b)‚ is given by

( Ú
BG

b)‚(u) = b‚(NmBG(u)) = b‚(
ÿ

gœG

gu)

so that
( Ú
BG

b)(u, v) = (( Ú
BG

b)‚(u))(v) =
!
b‚(

ÿ

gœG

gu)
"
(v) =

ÿ

gœG

b(gu, v).

Corollary 5.1.5. For any finite 2-group G, we have

ÚBG[r] = [|G| · r] œ QF(R).

Proof. By Proposition 5.1.4 and because G acts trivially on R, we have

(ÚBG br)(x, y) =
ÿ

gœG

br(gx, y) =
ÿ

gœG

br(x, y) = |G| · br(x, y) = b|G|r(x, y),

which is exactly the symmetric bilinear form on R corresponding to the object [|G|·r] œ QF(R).

5.1.3 Relating GW0(F¸) and fi0SK(1)

Theorem 4.0.1 roughly asserts that the 1-semiadditive structure of SK(1) can be understood in
terms of the higher semiadditive Grothendieck-Witt theory of a finite field via a certain natural
transformation GW(≠)(F¸) æ S(≠)

K(1). In order to better translate between the two objects, we will
compute GW(F¸) æ SK(1) explicitly on fi0.
First, recall from Section 1.4.1 the equivalence

fi0SK(1) ƒ Z2[Á]/(Á2, 2Á),

where Á := ÷ · ’. On the other hand, by Proposition 5.1.3, one has an isomorphism

fi0GW(F¸) ƒ Z[e]/(e2, 2e)

where e represents the class [r] ≠ [1] for a nonsquare r œ F◊
¸ .

Lemma 5.1.6. Let ¸ © 3, 5 (mod 8) be prime. Then the ring map

Z[e]/(e2, 2e) ƒ fi0GW(F¸) æ fi0SK(1) ƒ Z2[Á]/(Á2, 2Á)

of Theorem 4.0.1 sends e to Á.

Proof. By Theorem 4.0.1, the map exhibits the target as the 2-completion of the source so e cannot
go to zero. Since e is the only nilpotent element in Z[e]/(e2, 2e) and Á is the only nilpotent element
of Z2[Á]/(Á2, 2Á), we deduce that this homomorphism must take e to Á.
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We then have the following immediate corollary of Lemma 5.1.6 and Example 5.1.2.

Corollary 5.1.7. Let l © 3, 5 (mod 8) be prime and suppose that (V, q) œ QF(¸) such that

rank(V, q) = r, det(V, q) = d.

Then the image of (V, q) under the composite

QF0(F¸) æ GW0(F¸) æ fi0SK(1)

is given by r + dÁ.

5.2 K(1)-local cardinalities of 2-typical fi-finite spaces

Recall that, for a fi-finite space A, one can associate an element |A| œ fi0SK(1), known as the
(K(1)-local) cardinality of A (cf. Definition 2.0.10). In this section, we explain how to compute
these cardinalities for every 2-typical fi-finite space A. In fact, it su�ces to do this in the case A
is connected, as if A = ÛiAi, then |A| =

q
i |Ai|. For connected A, we shall express the result in

terms of its homotopy cardinality, defined by the formula

|A|0 :=
Ÿ

iœN
|fiiA|(≠1)i

.

We have:

Theorem 5.2.1. Let SK(1) denote the K(1)-local sphere at the prime 2, and let A be a connected
2-typical fi-finite space. Then we have

|A| = 1 + log2(|A|0) · Á œ fi0SK(1). (8)

In particular,
|BC2| = 1 + Á.

Proof. We first reduce the general case to the case A = BC2. Let A æ B æ C be a principal fiber
sequence of 2-typical fi-finite spaces such that A is connected. Then, since SpK(1) is of semiadditive
height 1, we have by [CSY20, Theorem A(4)] that

|B| = |A| · |C| œ fi0SK(1).

On the other hand, since we have |B|0 = |A|0|C|0 (either by the long exact sequence on homotopy
or by the same reference), and since Á2 = 0, we deduce that

1 + log2(|B|0)Á = 1 + log2(|A|0)Á + log2(|C|0)Á = (1 + log2(|A|0)Á) · (1 + log2(|C|0)Á).

Hence, both the left hand side and the right hand side in the proposed identity (8) are multiplicative
in principal fiber sequences with connected fiber.
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Note that every connected 2-typical fi-finite space A is nilpotent, and hence participates in a
sequence of principal fibrations

A = A0 æ A1 æ ... æ Ak = pt

such that, for every 0 Æ i Æ k ≠ 1, the fiber of the map Ai æ Ai+1 is of the form B¸iC2 for some
¸i > 0. Hence, the claim for general A follows from the cases A = B¸C2. Moreover, since we have
principal fiber sequences

B¸≠1C2 æ pt æ B¸C2,

we may further reduce these cases to the single case A = BC2.
We now prove the claim for BC2. By the results of Section 4, we have a (unital) map

GW(≠)(F¸) æ S(≠)
K(1)

in PMon(2)
1 (Sp). Thus, by definition of the cardinality, the map fi0GW(F¸) æ fi0SK(1) carries the

element |BC2| œ fi0GW(F¸) to the element |BC2| œ fi0SK(1). Therefore, it is enough to compute
|BC2| in fi0GW(F¸). Moreover, since (by Lemma 5.1.6) the map fi0GW(F¸) æ fi0SK(1) sends e to
Á, it su�ces to see that

|BC2| = 1 + e œ fi0GW(F¸).

Let fi : BC2 æ pt denote the terminal map. By definition, |BC2| œ fi0GW(F¸) is given by
Úfi fiú1, where 1 œ fi0GW(F¸) is represented by the symmetric bilinear form [1] œ QF(F¸). Under
fiú : GW(F¸) æ GWBC2(F¸), the element 1 œ fi0GW(F¸) is sent to the element 1 œ fi0GWBC2(F¸)
represented by the symmetric bilinear form [1] œ QF(F¸), thought of as a C2-equivariant form via
the trivial C2-action on F¸. Thus, by Corollary 5.1.5 we have

|BC2| =
⁄

BC2

[1] = [|C2| · 1] = [2] = [1] + ([2] ≠ [1]) œ fi0GW(F¸).

Finally, since ¸ © 3, 5 (mod 8) by assumption, 2 is not a square in F◊
¸ , and so [2] ≠ [1] is a

representative for e in GW0(F¸) and the result follows.

5.3 The operation –

Let (C ,1C ) be a symmetric monoidal Œ-category, let R œ CAlg(C ), and let �p denote the sym-
metric group on p letters. Then, consider the natural map of sets

fi0(R) := fi0 Map(1C , R) (≠)¢p

≠≠≠≠æ fi0 Map(1C , R¢p)h�p æ fi0 Map(1C , R)h�p ≥= fi0RB�p ,

where the first arrow is induced by taking pth tensor power and the second by multiplication. We
refer to this map as the total p-power operation and denote it by

Pp : fi0(R) æ fi0(RB�p).
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This map can be thought of as taking x œ fi0(R) to the canonical B�p-family of p-th powers of x.
If C is p-typically 1-semiadditive, then one can integrate Pp over the classifying space BCp of the
p-Sylow subgroup Cp ™ �p, to obtain a self map of fi0(R). Let i : BCp Òæ B�p be the map induced
by the inclusion of a p-Sylow subgroup of �p.

Definition 5.3.1 ([CSY18] §4.2). Let C œ CAlg(Catüp-1
Œ ). For R œ CAlg(C ), we define the map

–p : fi0(R) æ fi0(R) by the composite

–p : fi0(R) Pp≠æ fi0(R�p) iú
≠æ fi0(RBCp)

ÚBCp≠≠≠æ fi0(R),

Informally, we have
–p(x) = ÚBCp

xp.

Remark 5.3.2. Morally, –p is supposed to resemble the function xp

p . For example, one can show
[CSY18, §4.2] that –p satisfies the functional equation

–p(x + y) ≠ –p(x) ≠ –p(y) = (x + y)p ≠ xp ≠ yp

p
. (9)

Here, the right hand side does not actually involve division by p, and hence makes sense in every
ring.

Remark 5.3.3. The operation –p has a simple interaction with cardinalities, namely that

–p(|A|) = |A Ó Cp| = |(A◊Cp)hCp |,

where Cp acts on A◊Cp by permuting the factors [CSY18, Theorem 4.2.12].

When combined with the functional equation from Remark 5.3.2, this fact gives a computation of
–p on Zp = fi0SK(1).

Theorem 5.3.4. Let SK(1) denote the K(1)-local sphere at the prime p, and for p = 2 let Á =
÷ · ’ œ fi0SK(1). For an odd prime p, we have

–p(x) = xp + (p ≠ 1)x
p

œ fi0SK(1).

For p = 2, we have

–2(r + dÁ) = r2 + r

2 + (rd + r + d)Á œ fi0SK(1).

Proof. First, a direct computation shows that the proposed formulas for –p satisfy the functional
equation in Remark 5.3.2. Note that every two functions fi0SK(1) æ fi0SK(1) which satisfy this
equation di�er by a function fi0SK(1) æ fi0SK(1) which is additive. Hence, we may a priori write
–p as the sum of the proposed formula and an additive term.

40



Additionally, note that any additive function Zp æ Zp is given by multiplication by an element of
Zp; this is because such an additive function is necessarily continuous for the p-adic topology, and
thus determined on the dense subgroup Z µ Zp. To finish the proof, we consider two cases:
Case 1: p odd. Here, we may write –p(x) = xp+(p≠1)x

p + ax for some a œ Zp. Plugging in x = 1
and using that |BCp| = 1 for odd p (say by Theorem A), we have by Remark 5.3.3 that

1 + a = –(1) = |BCp| = 1,

from which we conclude a = 0, as desired.
Case 2: p = 2. Here, we deduce immediately from the above remarks that any additive function
Z2[Á]/(2Á, Á2) æ Z2[Á]/(2Á, Á2) takes the form

r + dÁ ‘æ ru + dv

for some u, v œ Z2[Á]/(2Á, Á2) (note that v will be divisible by Á). Thus, we may write

–2(r + dÁ) = r2 + r

2 + (rd + r + d)Á + ru + dv.

Combining our formula of K(1)-local cardinalities (Theorem A) and the interaction of –2 with
cardinalities (Remark 5.3.3), we deduce that

1 + Á + u = –2(1) = |BC2| = 1 + Á,

while
1 + Á + u + v = –2(1 + Á) = –2(|BC2|) = |B(C2 Ó C2)| = 1 + 3Á = 1 + Á.

This implies that u = v = 0, as desired.

5.3.1 – and symmetric bilinear forms

The determination of –2 in Theorem 5.3.4 is based on the “coincidence” that |BC2| = 1 + Á.
Indeed, if it happened that |BC2| = 1, the above method (of using the functional equation) would
not have su�ced to determine –2. We now present a theoretically more involved yet more systematic
approach to the computation of –2, based on the multiplicative aspects of our higher semiadditive
Grothendieck-Witt theory.
By Example 3.2.13, QF(F¸) lifts to an object in CAlg(CMon(2)

1 (S)). We start by computing the
operation –2 here, on fi0QF(F¸), for an odd prime ¸.

Proposition 5.3.5. The total power map P2 : fi0QF(F¸) æ fi0QFBC2(F¸) is given by

P2(V, b) = (V ¢ V, b ¢ b).

Here, C2 acts on V ¢ V by permuting the tensor factors.
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Proof. The space QF(F¸) is 1-truncated and hence, for (V, b) œ fi0QF(F¸) the map

P2(V, b) : BC2 æ QF(F¸)

is completely determined by its restriction to the 1-skeleton RP1 ƒ S1 of BC2. The restriction of
the total power P2(x) of an element x in a commutative ring R to the 1-skeleton of BC2 is described
as follows: it takes the basepoint of S1 to the square x2 and the 1-cell of the circle to the symmetry
that swaps the two x-factors using the commutativity of the ring R.
In the special case x = (V, b) œ fi0QF(F¸), we see that the basepoint of S1 goes to (V ¢V, b¢b) and
the 1-cell to the involution ‡(v ¢ u) = u ¢ v, by the definition of the commutative ring structure of
QF(F¸) (cf. Section 5.1.1). This gives us the desired formula for P2(V, b).

Using the above, we may now write

–2(V, b) =
!
(V ¢ V )C2 , ÚBC2(b ¢ b)

"
=

!
Sym2(V ), ÚBC2(b ¢ b)

"

where, by Proposition 5.1.4, we have the formula

ÚBC2(b ¢ b)(u ¢ v, uÕ ¢ vÕ) = b(u, uÕ)b(v, vÕ) + b(u, vÕ)b(uÕ, v). (10)

Recall that a symmetric bilinear form b over F¸ is completely determined by its rank and determinant
(cf. Example 5.1.2). Hence, to describe ÚBC2(b¢ b) is su�ces to compute its rank and determinant.
For this, we have:

Proposition 5.3.6. Let ¸ be an odd prime, let (V, b) be a symmetric bilinear form over F¸, and let
r = dim(V ). Then,

rank(–2(V, b)) =
3

r + 1
2

4

and
det(–2(V, b)) = 2r · det(V, b)r≠1 œ F◊

¸ /(F◊
¸ )2

Proof. The first statement amounts to the fact that the rank of –2(V, b) is the dimension of Sym2(V )
which equals

!r+1
2

"
. It remains to compute the determinant of ÚBC2 b ¢ b. Choose a basis e1, ..., er

of V which is orthogonal with respect to b, and set ⁄i := b(ei, ei). Then, Sym2(V ) has a basis given
by {ei · ej}iÆj . By formula (10), we immediately see that these basis elements ei · ej are pairwise
orthogonal. Moreover, we have

ÚBC2(b ¢ b)(ei · ej , ei · ej) =
I

⁄i⁄j if i ”= j

2⁄2
i if i = j.

Consequently, we have

det(–2(V, b)) =
rŸ

i=1
2⁄2

i ·
Ÿ

i<j

⁄i⁄j © 2r
rŸ

i=1
⁄r+1

i = 2r det(V, b)r+1 œ F◊
¸ /(F◊

¸ )2
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We can now present an alternative proof for the formula of –2.

Proof of Theorem 5.3.4 at p = 2. Choose a prime ¸ © 3, 5 (mod 8) and consider the diagram

fi0QF(F¸)

P2
✏✏

// fi0GW(F¸)

P2

✏✏

LK(1) // fi0SK(1)

P2
✏✏

fi0QFBC2(F¸)

ÚBC2
✏✏

// fi0GW(F¸)BC2

ÚBC2
✏✏

LK(1) // fi0SBC2
K(1)

ÚBC2

✏✏
fi0QF(F¸) // fi0GW(F¸)

LK(1) // fi0SK(1)

The upper squares commute because the horizontal maps, given by group completion QF(F¸) æ
�ŒGW(F¸) and K(1)-localization, induce maps of commutative semi-rings in S, and hence inter-
twine the total power map. The lower squares commute because the maps are maps of 2-typical
1-commutative pre-monoids (cf. Theorem 4.0.1). We deduce that the outer square commutes, or
in other words, that we have a commutative square

fi0QF(F¸)

–2

✏✏

‹ // fi0SK(1)

–2

✏✏
fi0QF(F¸)

‹ // fi0SK(1).

Now, let (V, b) be an r-dimensional vector space over F¸ with a symmetric bilinear form b of
determinant 2d. Then, since 2 is not a quadratic residue mod ¸, the horizontal maps (which we
have labeled ‹) take (V, b) to r + dÁ. Using our formula for the determinant and rank of –2(V, b)
we now get:

–2(r + dÁ) = –2(‹(V, b)) = ‹(–2(V, b)) =
3

r + 1
2

4
+ ((r + 1)d + r)Á = r2 + r

2 + (r + d + rd)Á,

for elements of the sub-semiring N[Á]/(2Á, Á2) ™ Z2[Á]/(2Á, Á2) spanned by those elements of the
form r + dÁ where r, d œ N. By Remark 5.3.2 and the lemma following this proof, we see that –2
is continuous with respect to the 2-adic topology on Z2[Á]/(2Á, Á2); thus, because N[Á]/(2Á, Á2) is
dense in Z2[Á]/(2Á, Á2), we conclude that our formula must hold everywhere in Z2[Á]/(2Á, Á2).

Lemma 5.3.7. Let R be a discrete commutative Zp-algebra and assume that “ : R æ R is a
function satisfying the functional equation

“(x + y) ≠ “(x) ≠ “(y) = (x + y)p ≠ xp ≠ yp

p
.

Then “ is continuous with respect to the p-adic topology on R.
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Proof. Setting y = pjh, we compute

“(x + pjh) ≠ “(x) = “(pjh) + (x + pjh)p ≠ xp ≠ (pjh)p

p
.

It su�ces to show that each of the two terms on the right has p-adic valuation which grows arbitrarily
large as j grows. This is elementary for the second term, and for the first term, this can be seen
directly from the formula

“(tx) = t“(x) + t ≠ tp

p
xp

for t œ Q [CSY18, Lemma 4.1.9].

5.4 The operations ◊ and ”p

The operation –p has two closely related cousins: the operation ”p, which is defined in any symmetric
monoidal higher semiadditive category [CSY18], and the operation ◊, which was introduced by
McClure for any K(1)-local EŒ-ring [BMMS86, Hop14]. Our aim is to clarify the relationship
between these operations and compute them for the K(1)-local sphere. We start by reviewing their
definitions.

Definition 5.4.1 (Definition 4.3.1 [CSY18]). Let C be a 1-semiadditively symmetric monoidal,
additive Œ-category. For R œ CAlg(C ), let ”p : fi0(R) æ fi0(R) be defined by the equation

”p(x) = |BCp|x ≠ –p(x).

To define and compute the operation ◊, we need to introduce some notation.

Notation 5.4.2.

• Let �p be the group of permutations on p letters and let e : pt æ B�p and fi : B�p æ pt be
the inclusion of the basepoint of B�p and the projection to the point, respectively.

• For an object X of a stable Œ-category C , the above induce maps fi : X[B�p] æ X and
e : X æ X[B�p], and corresponding restrictions fiú : X æ XB�p and eú : XB�p æ X. Here,
X[B�p] denotes the tensoring of X with the space B�p in C .

• Since C is stable (therefore semiadditive), we also have transfer maps Tre : X[B�p] æ X and
Úe : X æ XB�p .

In the special case where C = SpK(1), we have:

Proposition 5.4.3 ([Hop14], Lemma 3). Let X œ SpK(1). Then the map

(fi, Tre) : X[B�p] æ X ü X

is an equivalence in SpK(1).
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Consequently, for R œ CAlg(SpK(1)), we can specify an element x œ fi0R[B�p] by specifying its
composites with fi and Tre, which will be elements fi(x), Tre(x) œ fi0(R).

Definition 5.4.4 ([Hop14], §3). Let R œ CAlg(SpK(1)). Define the element ◊ œ fi0R[B�p] by the
requirements: 8

Tre(◊) = ≠(p ≠ 1)! œ fi0(R)
fi(◊) = 0 œ fi0(R).

Our next goal is to compare ◊ with –, culminating in Corollary 5.4.7.

Remark 5.4.5. For our comparison, it will be convenient to think about the dual situation: namely,
by linear duality, we have maps

MapR(R, R[B�p]) æ MapR(RB�p , R)
MapR(R[B�p], R) æ MapR(R, RB�p)

which we will denote by f ‘æ f t. Here, MapR denotes the space of maps in K(1)-local R-modules,
and these maps are equivalences because B�p is K(1)-locally dualizable ([HS99, Theorem 8.6],
[Hop14]). This duality acts as follows for the maps described in Notation 5.4.2:

• We have et = eú : RB�p æ R and fit = fiú : R æ RB�p .

• We may write Tre as the composite

R[B�p]
NmB�p≠≠≠≠≠æ RB�p eú

≠æ R.

Here, NmB�p denotes the additive norm map for the group �p; note that since it comes from
a symmetric pairing R[B�p ◊ B�p] æ R, it is linearly self-dual. Therefore, (Tre)t is given by
the composite:

R
e≠æ R[B�p]

NmB�p≠≠≠≠≠æ RB�p

which is, by definition, Úe .

We proceed by rewriting ◊t in terms of maps more closely related to – and ”p. Recall that i : BCp æ
B�p is induced by the inclusion of a p-Sylow subgroup, and let iú : RB�p æ RBCp denote the
corresponding restriction.

Proposition 5.4.6. Let R œ CAlg(SpK(1)). Then we have

◊t =

s
BCp

iú ≠ |BCp|eú

p ≠ 1 œ Map(RB�p , R).
8
We note that the first requirement di�ers from [Hop14]; the formula given there contains a typo, as can be seen

from its inconsistency with the formula relating it to the Adams operation.
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Proof. Combining Remark 5.4.5 and Proposition 5.4.3, it su�ces to check this equation after pre-
composition with fit = fiú and (Tre)t = Úe. Thus, by definition of ◊, it is enough to verify the pair
of identities: s

BCp
iúfiú ≠ |BCp|eúfiú

p ≠ 1 = 0,

and s
BCp

iú Úe ≠|BCp|eú Úe

p ≠ 1 = ≠(p ≠ 1)!.

Now, we claim that

(1) ÚBCp
iúfiú = |BCp|. This follows from the fact that iúfiú is restriction along the terminal map

BCp æ pt and the definition of the cardinality.

(2) eúfiú = 1. This follows from the fact that fi ¶ e = Idpt.

(3)
s

BCp
iú Úe = |�p/Cp| = (p ≠ 1)!. This follows from the base-change formula for integrals (see

[CSY18, Proposition 3.1.13]) applied to the pullback square

�p/Cp

✏✏

// pt

e

✏✏
BCp

i // B�p.

Indeed, from this pullback square we deduce that iú Úe = |�p/Cp| ÚeÕ where eÕ is the inclusion
of the basepoint of BCp. The claim then follows because

|�p/Cp| ÚBCp
ÚeÕ = |�p/Cp|

by the Fubini Theorem for integration (see [CSY18, Proposition 2.1.15]).

(4) eú Úe = |�p| = p!. This again follows from base-change of integration along the pullback
square

�p

✏✏

// pt

✏✏
pt // B�p.

Using (1) ≠ (4) above and the fact that p|BCp| = p for all primes p (which follows directly from
our computation of |BCp|), we see that

s
BCp

iúfiú ≠ |BCp|eúfiú

p ≠ 1 = |BCp| ≠ |BCp|
p ≠ 1 = 0

and s
BCp

iú Úe ≠|BCp|eú Úe

p ≠ 1 = (p ≠ 1)! ≠ |BCp| · p!
p ≠ 1 = (p ≠ 1)! ≠ p!

p ≠ 1 = ≠(p ≠ 1)!

as we wanted to show.
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We can use the map ◊t to define a power operation by the composition ◊t ¶ Pp. We shall abuse
notation and denote the resulting power operation by ◊.

Corollary 5.4.7. As a power operation for K(1)-local EŒ-rings, we have

◊(x) = –p(x) ≠ |BCp|xp

p ≠ 1 .

Proof. Recall that –p(x) = ÚBCp
iúPp(x) (Definition 5.3.1). Thus, by Proposition 5.4.6,

◊(x) =
ÚBCp

iúPp(x) ≠ |BCp|eúPp(x)
p ≠ 1 = –p(x) ≠ |BCp|xp

p ≠ 1 .

As a result, we can now compute both the operations ”p and ◊ for the K(1)-local sphere, as they
are expressed in terms of –p and |BCp|. We remark that the computations are elementary and
well-known for odd primes, and may also be known to experts in general; we state it for all primes
for the sake of completeness:

Theorem 5.4.8. For p an odd prime, the power operations ”p and ◊ are given on fi0SK(1) ƒ Zp by

”p(x) = ◊(x) = x ≠ xp

p
.

For p = 2, these power operations are given on fi0SK(1) by

”2(r + dÁ) = r ≠ r2

2 + rdÁ

and
◊(r + dÁ) = r ≠ r2

2 + (1 + r)dÁ.

Proof. At an odd prime, we have –p(x) = xp≠x
p + x (Theorem 5.3.4) and |BCp| = 1. Hence, using

the formulas of Definition 5.4.1 and Corollary 5.4.7, we get

”p(x) = |BCp|x ≠ –p(x) = x ≠ xp

p

and

◊(x) = –p(x) ≠ |BCp|xp

p ≠ 1 =
xp≠x

p + x ≠ xp

p ≠ 1 = x ≠ xp

p
.

At the prime 2 we have –(r +dÁ) = r2+r
2 +(r +d+rd)Á (Theorem 5.3.4) and |BC2| = 1+Á. Hence,

we get

”2(r + dÁ) = (1 + Á)(r + dÁ) ≠
3

r2 + r

2 + (r + d + rd)Á
4

= r ≠ r2

2 + rdÁ.
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Here, we used the facts that 2Á = Á2 = 0. Similarly, using the fact that r ≠ r2 © 0 (mod 2), we get

◊(r + dÁ) =
3

r2 + r

2 + (r + d + rd)Á
4

≠ (1 + Á)(r + dÁ)2 =

= r ≠ r2

2 + (r ≠ r2 + (1 + r)d)Á = r ≠ r2

2 + (1 + r)dÁ,

as we wanted to show.

5.5 The Rezk logarithm

For a K(n)-local EŒ-ring R, let R◊ (sometimes denoted gl1(R)) denote the connective spectrum
of units in R. In [Rez06], Rezk defined a “logarithmic power operation”

logK(n) : R◊ æ R,

which arises as the composite of the K(n)-localization map R◊ æ LK(n)R
◊ with a certain equiv-

alence LK(n)R
◊ ƒ LK(n)R supplied by the Bousfield-Kuhn functor (we refer the reader to [Rez06]

for a more extensive discussion). In addition to defining this logarithmic operation, Rezk computes
it (on fi0) for Morava E-theory of any height, and for any K(1)-local EŒ-ring spectrum R satis-
fying the technical condition that the kernel of the unit map fi0SK(1) æ fi0R contains the torsion
subgroup of fi0SK(1) (which is automatically satisfied for odd p).
Here, we refine this computation by computing the map

logK(1) : fi0S◊
K(1) æ fi0SK(1)

in the case p = 2. For the sake of completeness, we state the result at all primes p:

Theorem 5.5.1 (Rezk [Rez06] for p odd). Let logp : 1 + pZp æ Zp denote the p-adic logarithm.

• For an odd prime p, the Rezk logarithm is given on fi0S◊
K(1) ƒ Z◊

p by the formula

logK(1)(x) = 1
p

logp(xp≠1).

• For p = 2, the Rezk logarithm is given on fi0S◊
K(1) ƒ Z◊

2 ü Z2Á by

logK(1)(r + dÁ) = 1
2 log2(r) + r ≠ 1

2 Á.

We note that when p = 2, most of this computation is carried out by Clausen in [Cla17, Proposition
1.10]; namely, one has an isomorphism

fi0S◊
K(1) ƒ (Z2[Á]/(2Á, Á2)])◊ ƒ Z◊

2 ü Z/2ZÁ,

and Clausen computes logK(1) on the Z◊
2 component. In this section, we extend the computation

to Z/2ZÁ-component by showing that the logarithm vanishes on |BC2| = 1 + Á.
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Definition 5.5.2. Let R be an EŒ-ring. A strict unit in R is a map of connective spectra Z æ R◊.

By abuse of language, we will say a unit x œ fi0R◊ is a strict unit if there is a strict unit – : Z æ R◊

such that x = –(1).

Lemma 5.5.3. Let n Ø 1 and let R be a K(n)-local EŒ-ring. Then the map

logK(n) : fi0R◊ æ fi0R

vanishes on strict units.

Proof. Let – : Z æ R◊ be a strict unit. To show that logK(n)(–(1)) = 0, it would su�ce to show
that the composite logK(n) ¶– vanishes in MapSp(Z, R). But R is K(n)-local and Z is K(n)-acyclic,
so there are no nonzero spectrum maps Z æ R.

In view of this lemma, to show that logK(1)(|BC2|) = 0, it would su�ce to show that |BC2| is a
strict unit. In fact, this follows from the following general phenomenon, which we learned from
Tomer Schlank:

Proposition 5.5.4 (T. Schlank). Let p be a prime and let K(n) be a Morava K-theory of height
n at the prime p. Then the cardinality |BnCp|SK(n) œ fi0SK(n) is a strict unit.

Proof. If n = 0 then SK(0) ƒ Q and every unit is a strict unit. Assume from now on that n Ø 1.
Since SK(n) is an n-commutative monoid in SpK(n), we have a canonical map of semirings

| ≠ |SK(n) : (Sn)ƒ æ �ŒSK(n)

taking an n-truncated fi-finite space A to the K(n)-local cardinality of A (here, Sn denotes the
Œ-category of n-truncated fi-finite spaces). We also have a map of commutative monoids

Bn : Vectƒ
Fp

æ (Sn)ƒ

taking a finite dimensional Fp-vector space V to the space BnV , where the monoid operation on
the source is direct sum of vector spaces and on the target the Cartesian product. The composite

|Bn(≠)|SK(n) : Vectƒ
Fp

æ (Sn)ƒ æ �ŒSK(n) (11)

is hence again a morphism of commutative monoids, where the commutative monoid structure on
�ŒSK(n) is given by multiplication. Since SpK(n) is an Œ-category of semiadditive height n (in the
sense of [CSY20]), the cardinality |BnV | is invertible for every V œ VectFp (cf. [CSY20, Theorem
4.4.5]) and so (11) determines a map of spectra

K(Fp) := (Vectƒ
Fp

)gp æ S◊
K(n),

which we denote again by |Bn(≠)|SK(n) .
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To show that |BnCp| is a strict unit, it would su�ce to show that |Bn(≠)|SK(n) factors through the 0-
truncation map K(Fp) æ fi0K(Fp) ƒ Z. For this, it is enough to show that Map(·Ø1K(Fp),S◊

K(n))
is contractible. Note that

Map(·Ø1K(Fp),S◊
K(n)) ƒ Map(·Ø1K(Fp), ·Ø1S◊

K(n)). (12)

In the source, p acts invertibly by Quillen’s computation of the higher K-groups of Fp [Qui72]. On
the other hand, we claim the target is p-complete. Recall that a spectrum is p-complete if and
only if each homotopy group is derived p-complete [Bou79, Proposition 2.5]. Thus, since SK(n) is
p-complete for n Ø 1 and fiiSK(n) ƒ fiiS◊

K(n) for i Ø 1, it follows that ·Ø1S◊
K(n) is also a p-complete

spectrum. Together, these facts imply that the mapping space (12) is contractible and the result
follows.

As a corollary, we have

Corollary 5.5.5. At the prime 2, the element 1 + Á œ fi0SK(1) is a strict unit.

Proof. By Theorem 5.2.1, we have 1 + Á = |BC2|, and so the result follows from Proposition 5.5.4.

We are now ready to complete the computation of logK(1) for fi0SK(1) at p = 2:

Proof of Theorem 5.5.1. If p is odd, this is [Rez06, Theorem 1.9], and if p = 2 and d = 0 this
formula is shown in [Cla17, Proposition 1.10]. Hence, it remains to show that log(r + Á) = log(r)
for r + Á œ fi0(SK(1))◊. Note that the invertibility of r + Á implies that r is odd. Hence, we have

(1 + Á)(r + Á) = r + (r + 1)Á = r.

This, together with Corollary 5.5.5 implies that

logK(1)(r) = logK(1) ((1 + Á)(r + Á)) = logK(1)(1 + Á) + logK(1)(r + Á) = logK(1)(r + Á).
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