2024 IEEE Conference on Games (CoG) | 979-8-3503-5067-8/24/$31.00 ©2024 IEEE | DOI: 10.1109/CoG60054.2024.10645666

A Cybersecurity Game to Probe Human-AI Teaming

Rita Olla', Emily Hand?, Sushil J. Louis?,
Department of Psychology?, Department of Computer Science

Ramona Houmanfar', Shamik Sengupta®
2

University of Nevada
Reno, USA
{rolla, emhand, sushil, ramonah, ssengupta}@unr.edu

Abstract—Recent advances in Al indicate that the future
of cybersecurity workforce development lies in professionals
working in Human-AI teams to defend online resources from
opposing Human-AI teams of malicious attackers. However,
there is little research on how human biases and attitudes
affects the performance of human-Al teams in cybersecurity. To
help explore this new research area, we describe a simulation
game that helps students (future professionals) understand the
concept of firewalls while enabling us to probe attitudes towards
cybersecurity and Al, as well as trust and cooperation in Human-
Al teams. Early study prototyping results indicate that students
prefer an Al-teammate over a human in this simulation game
setting. In addition, students seem to engage well with the game
play, pointing towards this research platform’s suitability for
exploring trust and cooperation in human-Al teams for game-
based cybersecurity training, and to support our prior results on
differing perspectives on cybersecrity risk.

Index Terms—Human-Al teams, Cybersecurity, Games

I. INTRODUCTION

The future of cybersecurity sees Al working with profes-
sionals, learning patterns in the data to identify and counter
threats in real time [1], [2]. Although there is a significant
amount of research on human bias and understanding the ways
in which bias affects human interactions, there is less research
on bias in Al-human teams [3], [4], especially in the cyberse-
curity domain. With Al becoming more essential for proactive
cybersecurity practice, it is essential that we study how bias
affects AI-human interactions in order to train high-performing
Al-human teams for the cybersecurity workforce of the future.
In this work, we engaged interdisciplinary perspectives from
Al, cybersecurity, education, and behavior analysis to develop
TAISER (Training for Al based cyberSecurity EngineeRing),
an open-source research and education game that can be
used to probe trust and cooperation in Human-Al cyberse-
curity teams. TAISER creates scenarios involving different
combinations of defender (human), teammate (human or Al)
and attacker (human or Al) while teaching the cybersecurity
concepts of routing, firewall filtering, and network packets. We
are interested in using this simulation game for educational
purposes as well as to study trust and cooperation in teams.

Prior work in addressing human attitudes towards working
with (human) teammates investigates cooperative responding
for two person teams and defines cooperative behavior as
requiring the combined behaviors of two or more entities to
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complete given tasks [5]-[7]. However, Although there is
prior work in addressing human attitudes towards working
in human-Al team [8]-[10], to the best of our knowledge,
there is no prior work in addressing human attitudes towards
working in human-Al teams in the cybersecurity domain.
We thus designed TAISER to help address this deficit and
investigate whether trust and bias affect cooperation in Al
versus human teammates in cybersecurity. Furthermore, as an
adversarial game that seeks to model the arms race between
attacker and defender in the cybersecurity domain, TAISER
supports human-Al teams as opponents and thus enables
the investigation of trust, bias, and cooperation in multiple
combinations of human and Al teammates and opponents.
The workshop paper makes two contributions.

e Design of an educational game that enables multiple
combinations of human and Al teammates and opponents.

e Study results show that there is a preference for an
Al teammate over a human teammate in the context of
our cybersecurity training game and that the game is
engaging. This supplements earlier work on the attitudes
of professionals towards Al teammates.

The rest of this paper is organized as follows. The next
section describes TAISER and its potential for cybersecurity
education and human-Al team research. Section III sum-
marizes early results from a study instrument for eliciting
human attitudes towards Al teammates and opponents. The
last section discusses our future work on studies that explore
teammate performance, trust, and cooperation in human-AI
teammates and opponents.

II. CYBERSECURITY GAME

TAISER, our cybersecurity game, has two main goals: 1)
To embed and teach core cybersecurity principles related to
data packets, routing, and firewalls and 2) To investigate bias,
trust, and performance of human-Al and human-human groups
considered as teammates and as opponents in a cybersecurity
context. The game was developed as a tool to conduct exper-
imental studies investigating human attitudes towards Al and
how this affects performance as humans work with and against
human-Al teams in cybersecurity. A player’s goal is to set
the rule for filtering out malicious data packets as quickly as
possible in order to minimize the number of malicious packets
that are allowed to enter cyber-secured resources. We start by
describing TAISER’s design and gameplay and then specify
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Fig. 1. A high-level block view of TAISER’s architecture.

the elements of the game making it conducive to conduct
studies on human-Al teaming.

Figure 1 shows that TAISER has two major types of compo-
nents: managers and entities. Managers are global singletons
that help manage the game, while entities are objects that
exist in the game. For example, the entity manager manages
the packet pool and instantiates packet entities to be routed
through paths from source entities to sink entities.

The game manager manages gameplay and holds game
related parameters that control the speed of the game, player
team makeup, opponent team makeup, and teammate quality.
The game manager uses the user interaction manager (UIMan-
ager) to show game scores, display packet information, show
paths, set firewall filter rules, and get player input. The Al
manager simulates human and Al teammates and opponents
and has access to the entire game state. It simulates both
human and Al teammates by using the UIManager to provide
a team forming lobby screen where the player waits for other
players to join teams. Figure 2 shows a screenshot of this
lobby screen where the player named ”SD” has found an
Al and a human teammate. As can be seen on the screen,
the player can identify teammates by their names but less
is known about the opponent. Although the player believes
they have human or Al teammates and opponents, in reality
TAISER’s Al manager simulates all teammates and opponents.
This enables complete control of (simulated) human and Al
teammates and opponents and helps design, prototype, run,
and analyze our studies. In addition, having access to complete
game state, the Al can play perfectly or imperfectly with the
game variable, P.,.rect, controlling how well the Al plays as a
teammate. Al opponent difficulty can be adjusted by changing
the rate at which malicious packets are produced and changed.
Note that we can investigate many different combinations of
Al and human teammates and opponents. The player manager
holds and provides access to player information for each
player and the net manager is currently not implemented but
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Fig. 2. TAISER’s game lobby mimics commonly found multiplayer game-
lobby design and shows a player with two teammates against an unknown
opponent.

will manage play over the network when implemented. Data
gathered during gameplay for our studies is managed by the
performance database manager.

TAISER ADMINISTRATION DASHBOARD

—

DIFFICULTY RATIO: PRACTICE/SESSION

Fig. 3. The admin dashboard enables non-coding students to set game
parameters for study sessions.

A. Game parameters

Investigators use an administration dashboard to set game
parameters that specify gameplay, human or Al performance,
and other study administration functionality. Figure 3 shows
a screenshot of the administrator dashboard and the list
of parameters shown can be easily changed by the person
conducting the study. This means that in our interdisciplinary
team, investigators with no programming exposure, can easily
tune the game and gameplay for a particular subject group and
study design.

The first set of parameters, in the left panel of Figure 3,
deals with game difficulty and length.

1) Max Waves: The number of waves during gameplay.
During each wave, the player cycles through the game-
play specified in the next subsection. Varying this pa-
rameter enables control of the length of the games in
user studies.
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2) Penalty: The penalty value is applied to reduce the score
for each malicious packet that enters the building (is
NOT filtered). Players try to maximize their score which
is equivalent to minimizing their penalty.

3) Pialicious: The probability of generating a malicious
packet. Ppaiicious = 0.25 means that 1 in 4 packets
will probably be malicious.

4) Packet Interval: The time interval in seconds between
packets being generated from a source. The shorter the
interval, the faster and more difficult the game.

5) Max Number of Packets: The number of packets
spawned at a source during a wave. The longer this
number the longer the game.

6) Min/Max Rule Change Interval: A random number be-
tween the minimum and maximum values determines
the time that will elapse before the blackhat opponent
changes the properties of the malicious packet forcing
the player to then respond by creating a new firewall
filter. Large values make the game slower as this will
give players more time to generate a new firewall filter.

A second set of parameters, in the center panel of Fig-
ure 3, specifies Al versus Human teammate related parameters.
These parameters help investigate trust, bias, performance, and
how we may affect player preferences.

1) Parcorrect: Probability that the Al teammates answer
is correct.

2) PHumanCorrect: Probability that the Human teammate’s
answer is correct. We plan to study how differences
between these probabilities affect AI-Human teammate
choice and preference.

3) Min and Max Human Advice time: A random number
between these limits determines when the human team-
mate’s suggested filter properties appear on the right
panel.

4) Min and Max Al Advice time: A random number be-
tween these limits determines when the Al teammate’s
suggested filter properties appear on the right panel.
Again, these parameters enable us to investigate how
differences in time interval affect teammate choice and
preferences.

Finally, parameters in the last column consist of two random
seeds to ensure that the Al and simulated human teammate
generate the same sequences of advice and a difficulty ratio
meta parameter that adjusts speed and difficulty parameters to
increase difficulty of practice versus session gameplay.

B. Cybersecurity gameplay elements

A player is told that they are training to work in cyberse-
curity and will be using a training simulation. They are given
a quick lesson on network data packets, routing, and firewalls
and then wait for a randomized amount of time for others to
join their training run. Play begins by pressing the start button
shown at the bottom of Figure 2. This brings up the game map
representing a city on a routing grid. The player is given two
buildings, ostensibly holding internet accessible resources, that

they must protect by detecting malicious packets and config-
uring and reconfiguring a firewall to filter them out. Figure 4
shows a screenshot from the game and we have provided
videos of gameplay. Red coated buildings in the screenshot
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Fig. 4. Screenshot of TAISER Gameplay.

indicate buildings under attack by malicious packets seen as
colored shapes on the violet route grid. Clicking on a building
under attack brings up the screen shown in Figure 6 where the
top row of question marks (7s) represents the last IV network
packets seen by the router in the building. Hovering over a
question mark in Figure 6 highlights the packet in a red or
green glow indicating whether that packet was malicious or
not. Clicking on a malicious (red) packet then displays packet
properties in the center panel. Packets have three properties:

1) Size: small, medium, large

2) Color: green, pink, blue

3) Shape: cube, sphere, capsule
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Fig. 5. Teammate gives correct advice with probability Peorrect-

Identifying malicious packet properties is key to gameplay.
The player’s objective is to set the rules of the firewall to
filter out malicious packets by clicking on one value for each
property in the left panel. Once a player identifies a malicious
packet’s properties as described above, the player has a choice
of either using the left panel to set the firewall filter rule by
using the button grid (under ”Set My Rule” in Figure 6) or by
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Fig. 6. Teammate gives incorrect advice with probability 1 — Peorrect-

accepting the advice of a teammate that appears on the right
panel. The advice appears between a minimum and maximum,
human or Al advice time. These parameters were described
earlier and can be set by the study investigator based on study
needs. In Figure 6, the advice is correct as it matches the
malicious packet properties in the center panel (small, pink,
sphere). The advice can also be incorrect with probability 1 —
P.orrects as shown in Figure 5.

The game Al, that plays as opponents, periodically changes
the properties of the malicious packet based on sampling a ran-
dom number between the Min/Max Rule Change Interval game
parameters. Prototyping indicated that the gameplay does seem
engaging, and that subjects with prior exposure to games, es-
pecially tower defense games, tended to play better. With this
gameplay involving simple rules for filtering packets at fire-
walls, students gain an intuitive understanding of data packets,
routing, firewall rules, and filters. Early versions of this game
have been seen as a useful tool by school teachers for teaching
early cybersecurity concepts [11]. TAISER is available on the
web at https://www.cse.unr.edu/~sushil/taiser/taiser.html and
videos of TAISER gameplay at the Evolutionary Computing
System’s Lab (ECSLLab) channel.

III. PRELIMINARY RESULTS AND WORK IN PROGRESS

We have begun using TAISER for investigating human
attitudes towards Al as teammates and as opponents and are
currently prototyping and tuning TAISER. We conducted a
preliminary study [12] to gauge users’ values and viewpoints
pertaining to cybersecurity and Al as a baseline following
the Q-methodology based approach in Ramlo and Nicholas’
work [13]. In our study, results from the two groups of
students (45 computer science and psychology undergraduates)
studied indicate that both groups shared concerns about the
rising threat of cybersecurity attacks, and the need for broad
education on this subject. However, only computer science
students, in contrast to psychology majors, felt adequately
prepared to face these cybersecurity threats. This helps mo-
tivate cybersecurity as a fruitful domain to study human-Al
teaming since students understand risk in this domain and thus,
indirectly, the need for Al assistance.

In early prototyping work with TAISER, we surveyed a
group of 27 undergraduate computing and psychology majors
to understand their preferences and issues with respect to their
experience with TAISER. Students were told that TAISER
was a prototype simulation trainer that would be used for
cybersecurity training. Once they went through a video tutorial
on how to “play” the game, they played the game, and were
then surveyed on their perception of TAISER. In this study,
16/27 students were male, 10/27 female, and 1 other. 12/27
students were below 25 and 25/27 below 35 years of age.
The students were a diverse group with multiple ethnicities,
religions, and first languages represented.

In the study, both the Al-teammate and human-teammate
had the same high 80% probability of correctly identifying
the firewall rule. We were interested in finding out whether
students were biased towards or against Al towards an initial
goal of comparing and extending existing results in human-
human cooperative responding [12], [14]. In addition, we were
interested in tuning the Taiser prototype to be more suitable
for such studies.

Figure 7 shows 18/27 students chose an Al teammate over a
human teammate despite there being no difference in teammate
performance. This is not surprising in a game-like setting since

Fig. 7. Responses to ”"During the TAISER Task, did you primarily choose
the AI teammate or the human teammate?”

students are used to game Al and free form responses indicated
that approximately half the students believed that Al would be
more accurate on this task.

Figure 8 tried to gain an understanding of what students
believed about their teammate. The 20/27 I don’t know”

Fig. 8. Responses to ”"Was your human teammate another UNR student?”

responses supports our belief that most students took the study
setup at face value. However, 7 students did not. They believed
that either there was no Al teammate or that there was only an
Al teammate. This indicates that further tuning will be needed
to increase believability.

The next two questions attempted to understand whether
the gameplay was engaging. Figure 9 and 10 indicate that

Fig. 9. Responses to "Do you need more time to set firewalls”

the students seemed well engaged in the game. The first
figure indicates that more practice, game adaptation, or other
intervention may be required to give some students more time.
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Fig. 10. Responses to "The Task was ...”

These responses seem to indicate that TAISER is an
engaging, viable platform for studying human-Al teaming,
interaction design, and factors that affect human-Al team
performance in cybersecurity. Since TAISER is free and open
source, we believe that it may serve the community as a useful
research tool [15].

IV. CONCLUSIONS, AND FUTURE WORK

We described the architecture and design of a simulation
training game that is designed to teach early cybersecurity
principles and to study issues related to trust and bias and their
affect on human-Al team performance. Specifically, we are
interested in understanding how pre-existing attitudes towards
Al, identified through behavior analysis tools will affect team
cooperation and thus team performance in human-Al teams.
Early results show that cybersecurity serves as a motivational
domain with current students understanding the need for tools
that mitigate cybersecurity and for Al help for these tools.
Results also show that students prefer an Al teammate in this
game like setting and that, for most students, the TAISER
game is engaging and motivates students to perform well. We
are investigating changes to TAISER to improve believability,
and adaptability to student familiarity.

Human biases can significantly impact the future role of
Al in cybersecurity. Recent interest and work in human-
Al teaming has identified many factors that affect human-
Al team interaction and performance. TAISER focuses on
helping study issues related to pre-existing attitudes towards
Al (trust and bias) and how response context (teammate speed,
accuracy) may change these attitudes and affect performance.
Furthermore, we also plan to begin investigating how these
factors change in non-gaming interfaces.
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