
M ulti-i n p ut  M ulti- o ut p ut  C o m pl e x S p e ct r al  M a p pi n g f o r S p e a k e r S e p a r ati o n

H ass a n T a h eri a n 1 ,  As h ut os h  P a n d e y2 ,  D a ni el  W o n g2 ,  B u y e  X u2 , a n d D e Li a n g  W a n g 1

1 D e p art m e nt of  C o m p ut er S ci e n c e a n d  E n gi n e eri n g,  T h e  O hi o St at e  U ni v ersit y,  U S A
2 M et a  R e alit y  L a bs  R es e ar c h,  U S A

t a h e r i a n . 1 @ o s u . e d u , { a p a n d e y 6 2 0 ,  d d e w o n g ,  x u b } @ m e t a . c o m ,  d w a n g @ c s e . o h i o - s t a t e . e d u

A b st r a ct

C urr e nt d e e p l e ar ni n g b as e d  m ulti- c h a n n el s p e a k er s e p a-
r ati o n  m et h o ds pr o d u c e a  m o n a ur al esti m at e of s p e a k er si g-
n als c a pt ur e d b y a r ef er e n c e  mi cr o p h o n e.  T his  w or k pr es e nts
a n e w  m ulti- c h a n n el c o m pl e x s p e ctr al  m a p pi n g a p pr o a c h t h at
si m ult a n e o usl y esti m at es t h e r e al a n d i m a gi n ar y s p e ctr o gr a ms
of all s p e a k ers at all  mi cr o p h o n es.  T h e pr o p os e d  m ulti-i n p ut
m ulti- o ut p ut ( MI M O) s e p ar ati o n  m o d el us es a l o c ati o n- b as e d
tr ai ni n g ( L B T) crit eri o n t o r es ol v e t h e p er m ut ati o n a m bi g uit y
i n t al k er-i n d e p e n d e nt s p e a k er s e p ar ati o n a cr oss  mi cr o p h o n es.
E x p eri m e nt al r es ults s h o w t h at t h e pr o p os e d  MI M O s e p ar ati o n
m o d el o ut p erf or ms a  m ulti-i n p ut si n gl e- o ut p ut ( MI S O) s p e a k er
s e p ar ati o n  m o d el  wit h  m o n a ur al esti m at es.  We als o c o m bi n e
t h e  MI M O s e p ar ati o n  m o d el  wit h a b e a mf or m er a n d a  MI S O
s p e e c h e n h a n c e m e nt  m o d el t o f urt h er i m pr o v e s e p ar ati o n p er-
f or m a n c e.  T h e pr o p os e d a p pr o a c h a c hi e v es t h e st at e- of-t h e- art
s p e a k er s e p ar ati o n o n t h e o p e n  Li bri C S S d at as et.
I n d e x  Te r ms :  MI M O s p e a k er s e p ar ati o n,  m ulti- c h a n n el c o m-
pl e x s p e ctr al  m a p pi n g, l o c ati o n- b as e d tr ai ni n g.

1. I nt r o d u cti o n

T h e  fiel d of  m ulti- c h a n n el s p e e c h s e p ar ati o n h as  wit n ess e d s u b-
st a nti al pr o gr ess i n r e c e nt y e ars t h a n ks t o t h e e m pl o y m e nt of
d e e p n e ur al n et w or ks ( D N Ns).  E arl y st u di es o n  D N N- b as e d
m ulti- c h a n n el s p e a k er s e p ar ati o n r el y o n c o m bi ni n g  m o n a u-
r al s p e a k er s e p ar ati o n a n d c o n v e nti o n al b e a mf or mi n g t e c h-
ni q u es [ 1, 2, 3, 4].  T his a p pr o a c h t y pi c all y utili z es a  D N N t o
esti m at e a  m o n a ur al ti m e-fr e q u e n c y ( T- F)  m as k at e a c h  mi cr o-
p h o n e, a n d t h e  m as ks ar e t h e n c o m bi n e d t o  w ei g h s p ati al c o-
v ari a n c e  m atri c es at t h e c orr es p o n di n g  T- F u nits or s e g m e nts.
T h e  w ei g ht e d c o v ari a n c e  m atri c es ar e us e d t o c o m p ut e a st e er-
i n g v e ct or f or b e a mf or mi n g.  Ot h er st u di es  m a k e us e of a n e ur al
b e a mf or m er  w h er e t h e b e a mf or mi n g  filt ers ar e dir e ctl y l e ar n e d
t hr o u g h a  D N N i n eit h er t h e ti m e d o m ai n or fr e q u e n c y d o-
m ai n [ 5].

M ost st u di es o n  m as k- b as e d b e a mf or mi n g us e r e al- v al u e d
m as ks,  w hi c h o nl y e n h a n c e t h e  m a g nit u d e s p e ctr o gr a m of
a n ois y  mi xt ur e a n d l e a v e its p h as e u n c h a n g e d.  H o w e v er,
f or  m or e a c c ur at e c o v ari a n c e  m atri x esti m ati o n,  Wa n g et al.
e m pl o y e d si n gl e-i n p ut si n gl e- o ut p ut ( SI S O) c o m pl e x s p e ctr al
m a p pi n g t o j oi ntl y esti m at e t h e  m a g nit u d e a n d p h as e of t h e t ar-
g et s p e e c h si g n al at e a c h  mi cr o p h o n e i n d e p e n d e ntl y [ 6].  T h e
esti m at e d c o m pl e x s p e ctr o gr a ms ar e t h e n us e d t o c o m p ut e t h e
s p ati al c o v ari a n c e  m atri c es dir e ctl y f or b e a mf or mi n g.

T his r es e ar c h  w as s u p p ort e d i n p art b y a n  N ati o n al S ci e n c e F o u n-
d ati o n gr a nt ( E C C S- 2 1 2 5 0 7 4), a r es e ar c h c o ntr a ct fr o m  M et a  R e alit y
L a bs, t h e  O hi o S u p er c o m p ut er  C e nt er, a n d t h e Pitts b ur g h S u p er c o m-
p ut er  C e nt er ( N S F  A CI- 1 9 2 8 1 4 7).

R e c e ntl y,  m ulti-i n p ut si n gl e- o ut p ut ( MI S O) c o m pl e x s p e c-
tr al  m a p pi n g h as b e e n pr o p os e d, a n d it a c hi e v es c o m p ar a bl e
or b ett er s e p ar ati o n p erf or m a n c e c o m p ar e d t o  m as ki n g- b as e d
b e a mf or mi n g [ 7, 8, 9].  Wit h  MI S O c o m pl e x s p e ctr al  m a p-
pi n g, a  D N N is tr ai n e d t o dir e ctl y esti m at e t h e r e al a n d i m a g-
i n ar y s p e ctr o gr a ms of t h e t ar g et s p e a k er at a r ef er e n c e  mi cr o-
p h o n e fr o m t h os e of a  m ulti- c h a n n el  mi xt ur e.  A  MI S O s e p-
ar ati o n  m o d el c a n i m pli citl y l e ar n t h e s p e ctr al a n d s p ati al i n-
f or m ati o n f or a  fix e d arr a y g e o m etr y [ 7]. I n [ 8] a n d [ 1 0], a
MI S O  m o d el is pr o p os e d f or bi n a ur al s p e a k er s e p ar ati o n  w h er e
t h e t ar g et s p e e c h si g n als at t h e l eft a n d ri g ht e ars ar e esti-
m at e d i n di vi d u all y. I n a n ot h er st u d y,  MI S O c o m pl e x s p e c-
tr al  m a p pi n g is i nt e gr at e d  wit h  mi ni m u m v ari a n c e dist orti o n-
l ess r es p o ns e ( M V D R) b e a mf or mi n g a n d p ost- filt eri n g t o f ur-
t h er i m pr o v e s e p ar ati o n [ 9].  Alt h o u g h  MI S O c o m pl e x s p e ctr al
m a p pi n g a c hi e v es str o n g s p e a k er s e p ar ati o n p erf or m a n c e, it is
c o m p ut ati o n all y e x p e nsi v e as t h e  m o d el n e e ds t o b e a p pli e d as
m a n y ti m es as t h e n u m b er of  mi cr o p h o n es f or s p ati al c o v ari-
a n c e c o m p ut ati o n.  A d diti o n all y, t his a p pr o a c h r e q uir es s p e a k er
ali g n m e nt a cr oss  mi cr o p h o n es, as t h e o ut p uts at diff er e nt  mi-
cr o p h o n es  m a y h a v e diff er e nt s p e a k er p er m ut ati o ns.

T o r e d u c e t h e c o m p ut ati o n al c ost of  MI S O- b as e d b e a m-
f or mi n g, o n e str ai g htf or w ar d  w a y is t o p erf or m  m ulti-i n p ut
m ulti- o ut p ut ( MI M O) s p e a k er s e p ar ati o n t o esti m at e t h e t ar-
g et si g n al at all  mi cr o p h o n es si m ult a n e o usl y. S e v er al st u d-
i es h a v e d e v el o p e d  MI M O  m o d els f or s p e e c h d er e v er b er a-
ti o n a n d s p e a k er s e p ar ati o n [ 1 1, 1 2, 1 3, 1 4, 1 5].  Wa n g et
al. i nt e gr at e d a  MI M O e n h a n c e m e nt  m o d el  wit h b e a mf or mi n g
a n d p ost- filt eri n g f or s p e e c h d er e v er b er ati o n [ 1 1].  T h e  B e a m-
Tas N et, a ti m e- d o m ai n s e p ar ati o n n et w or k, is e xt e n d e d t o pr o-
d u c e s p e ctr o-t e m p or al  m as ks at all  mi cr o p h o n es a n d f or all
s p e a k ers i n [ 1 2].  T h e s e p ar at e d si g n als ar e t h e n it er ati v el y r e-
fin e d b y c o m bi ni n g t h e  B e a m- Tas N et a n d  M V D R b e a mf or m-
i n g. F u et al. pr o p os e d a  MI M O s e p ar ati o n  m o d el t o esti-
m at e t h e dir e cti o n of arri v al a n d b e a mf or mi n g  w ei g hts f or e a c h
s p e a k er [ 1 3].  Ot h er  w or ks h a v e i n v esti g at e d t h e j oi nt o pti-
mi z ati o n of s p e a k er s e p ar ati o n a n d s p e e c h d er e v er b er ati o n f or
MI M O c o n v ol uti o n al b e a mf or m ers [ 1 4, 1 5].

Pr e vi o us  MI M O s e p ar ati o n  m o d els t y pi c all y us e
p er m ut ati o n-i n v ari a nt tr ai ni n g ( PI T) [ 1 6] t o a d dr ess t h e
p er m ut ati o n a m bi g uit y pr o bl e m i n t al k er-i n d e p e n d e nt s p e a k er
s e p ar ati o n.  H o w e v er, as  w e d e m o nstr at e i n t his p a p er, a
PI T- b as e d  MI M O s e p ar ati o n  m o d el u n d er p erf or ms t h e c orr e-
s p o n di n g  MI S O  m o d el. F urt h er m or e, t h es e  m o d els h a v e  m ostl y
b e e n e v al u at e d i n si m ul at e d e n vir o n m e nts, l e a vi n g t h eir g e n-
er ali z ati o n t o r e alisti c r e c or di n gs u n c ert ai n. I n t his st u d y,  w e
pr o p os e a  MI M O c o m pl e x s p e ctr al  m a p pi n g a p pr o a c h f or b ot h
s p e a k er s e p ar ati o n a n d s p e e c h d er e v er b er ati o n.  O ur a p pr o a c h
pr e di cts t h e dir e ct- p at h c o m pl e x s p e ctr o gr a ms of all s p e a k ers
at all  mi cr o p h o n es si m ult a n e o usl y.  We tr ai n t h e  MI M O
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Fi g ur e 1: S c h e m ati c di a gr a m of ( a)  MI S O- B F- MI S O a n d ( b)  MI M O- B F- MI S O s yst e ms f or t w o-s p e a k er s e p ar ati o n a n d d er e v er b er ati o n.

s e p ar ati o n  m o d el usi n g l o c ati o n- b as e d tr ai ni n g ( L B T) [ 1 7],
w hi c h si g ni fic a ntl y i m pr o v es s e p ar ati o n p erf or m a n c e o v er
t h e  wi d el y- us e d PI T crit eri o n f or  MI M O c o m pl e x s p e ctr al
m a p pi n g.  O ur pr o p os e d  MI M O s e p ar ati o n  m o d el o ut p erf or ms
t h e  MI S O  m o d el a n d a c hi e v es t h e st at e- of-t h e- art r es ults o n t h e
r e c or d e d  Li bri C S S d at as et [ 1 8].  C o m p ar e d t o  MI S O,  MI M O
c o m pl e x s p e ctr al  m a p pi n g is c o n c e pt u all y a n d c o m p ut ati o n all y
si m pl er. It als o eli mi n at es t h e n e e d f or s o ur c e ali g n m e nt a cr oss
diff er e nt  mi cr o p h o n es a n d is e x p e ct e d t o pr es er v e i nt er- c h a n n el
c u es b ett er, h e n c e f a cilit ati n g d o w nstr e a m  m ulti- c h a n n el
s p e e c h pr o c essi n g t as ks s u c h as l o c ali z ati o n.

2. S yst e m  D es c ri pti o n

I n t his s e cti o n,  w e  first d es cri b e t h e  MI S O- B F- MI S O s ys-
t e m [ 9],  w hi c h pr e vi o usl y a c hi e v e d t h e b est r es ults o n t h e  Li b-
ri C S S d at as et.  Aft er w ar d,  w e  will i ntr o d u c e o ur pr o p os e d a p-
pr o a c h,  MI M O c o m pl e x s p e ctr al  m a p pi n g, f or j oi nt s p e e c h s e p-
ar ati o n a n d d er e v er b er ati o n.

2. 1.  MI S O- B F- MI S O

Fi g ur e 1 a d e pi cts t h e  MI S O- B F- MI S O s yst e m,  w hi c h c o m-
pris es a  MI S O s e p ar ati o n  m o d el, a  M V D R b e a mf or m er, a n d
a  MI S O e n h a n c e m e nt  m o d el f or p ost- filt eri n g.  Gi v e n a M -
c h a n n el  mi xt ur e si g n al Y = [ Y 1 , . . . , Y M ] i n s h ort-ti m e
F o uri er tr a nsf or m ( S T F T) d o m ai n, t h e  MI S O s e p ar ati o n  m o d el
esti m at es t h e dir e ct- p at h c o m pl e x s p e ctr o gr a ms of N s p e a k ers

Ŝ q
n , n ∈ [ 1, . . . , N ] at t h e r ef er e n c e  mi cr o p h o n e q .  T h e  MI S O

s e p ar ati o n  m o d el is tr ai n e d  wit h t h e utt er a n c e-l e v el PI T crit e-
ri o n [ 1 6] t o r es ol v e t h e p er m ut ati o n a m bi g uit y.

N e xt, t h e esti m at e d c o m pl e x s p e ctr o gr a ms ar e us e d t o c o m-
p ut e t ar g et Φ̂ S n a n d n o n-t ar g et Φ̂ V n c o v ari a n c e  m atri c es f or
M V D R b e a mf or mi n g [ 9]:

Φ̂ S n ( f ) =
1

T
t

Ŝ n ( t, f ) Ŝ n ( t, f ) H

Φ̂ V n ( f ) =
1

T
t

V̂ n ( t, f ) V̂ n ( t, f ) H , ( 1)

w h er e Ŝ n = [ Ŝ 1
n , . . . , Ŝ M

n ] a n d V̂ n ( t, f ) = Y ( t, f ) − Ŝ n ( t, f )
ar e t h e c o m pl e x S T F T v e ct ors of t h e esti m at e d t ar g et a n d i nt er-
f er e n c e si g n als f or s p e a k er n at ti m e t a n d fr e q u e n c y f , r es p e c-
ti v el y. S y m b ol H d e n ot es t h e  H er miti a n o p er at or a n d T is t h e

t ot al n u m b er of fr a m es.  T o d eri v e c o v ari a n c e  m atri c es, c o m pl e x
s p e ctr o gr a ms s h o ul d b e esti m at e d at all  mi cr o p h o n es. F or t his
p ur p os e, s e p ar ati o n is p erf or m e d M ti m es b y cir c ul arl y s hift-
i n g t h e  mi cr o p h o n e or d er t o pr e di ct t h e dir e ct- p at h si g n al f or all
s p e a k ers at e a c h  mi cr o p h o n e.  N ot e t h at t h e  mi cr o p h o n e r ot ati o n
m et h o d o nl y  w or ks f or u nif or m cir c ul ar arr a ys. F or n o n- cir c ul ar
arr a ys, a d e di c at e d  MI S O  m o d el n e e ds t o b e tr ai n e d at e a c h  mi-
cr o p h o n e. F urt h er m or e, t h e o ut p uts n e e d t o b e ali g n e d a cr oss all
mi cr o p h o n es. S o ur c e ali g n m e nt is d o n e b y ali g ni n g t h e o ut p uts
at e a c h n o n-r ef er e n c e  mi cr o p h o n e t o t h e o ut p uts at t h e r ef er e n c e
mi cr o p h o n e b as e d o n t h eir  m a g nit u d e dist a n c e [ 9].

I n t h e l ast st a g e, t h e b e a mf or mi n g r es ults B F n ar e st a c k e d
wit h t h e  m ulti- c h a n n el  mi xt ur e si g n al a n d t h e esti m at e d t ar-
g et si g n al f or e a c h s p e a k er at t h e r ef er e n c e  mi cr o p h o n e, i. e.

[B F n , Y , Ŝ q
n ], f or f urt h er e n h a n c e m e nt.  T h e s e c o n d  MI S O

m o d el o nl y p erf or ms e n h a n c e m e nt a n d d o es n ot n e e d t o r es ol v e
t h e p er m ut ati o n a m bi g uit y pr o bl e m, as t h e pr o bl e m h as alr e a d y
b e e n r es ol v e d i n t h e s e p ar ati o n st a g e.

2. 2.  D N N  A r c hit e ct u r e
We e m pl o y t h e  D e ns e- U N et ar c hit e ct ur e [ 1 9] f or b ot h  MI S O
s e p ar ati o n a n d e n h a n c e m e nt  m o d els.  T h e r e al a n d i m a gi-
n ar y c o m p o n e nts of t h e i n p ut si g n als ar e st a c k e d a n d f e d t o
t h e  D e ns e- U N et.  T h e ar c hit e ct ur e c o m pris es f o ur d o w ns a m-
pli n g l a y ers a n d f o ur u ps a m pli n g l a y ers i nt erl e a v e d  wit h ni n e
d e ns el y- c o n n e ct e d c o n v ol uti o n al n e ur al n et w or k bl o c ks.  E a c h
d e ns e bl o c k c o nt ai ns  fiv e c o n v ol uti o n al l a y ers  wit h C = 7 6
c h a n n els, a k er n el si z e of 3 × 3 a n d a stri d e of 1 × 1 .  Aft er
t h e l ast d e ns e bl o c k,  w e us e a 1 × 1 c o n v ol uti o n al l a y er  wit h
O = 2 × N a n d O = 2 c h a n n els t o pr o d u c e c o m pl e x s p e c-
tr o gr a m esti m at es f or t h e  MI S O s e p ar ati o n a n d e n h a n c e m e nt
m o d els, r es p e cti v el y. F or  m or e i nf or m ati o n a b o ut t h e  D e ns e-
U N et ar c hit e ct ur e, pl e as e r ef er t o [ 1 9].  T h e  MI S O  m o d els ar e
tr ai n e d  wit h 1 n or m l oss of r e al a n d i m a gi n ar y s p e ctr o gr a ms of
esti m at e d a n d t ar g et s p e e c h  wit h a n a d diti o n al  m a g nit u d e l oss
t er m [ 2 0]:

L ( Ŝ,  S ) = ( Ŝ ) − ( S )
1

+ ( Ŝ ) − ( S )
1

+ |Ŝ | − |S |
1

,
( 2)

w h er e ( .) a n d ( .) e xtr a ct r e al a n d i m a gi n ar y p arts, | . | c o m-
p ut es  m a g nit u d e a n d . 1 c o m p ut es 1 n or m.
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Fi g ur e 2: G e n er ati n g l o w-r es ol uti o n c o m pl e x s p e ctr o gr a ms
b as e d o n d e c o d er l a y er k f e at ur e  m a ps f or N = 2 s p e a k ers.

2. 3.  MI M O  C o m pl e x S p e ct r al  M a p pi n g

T h e  MI M O c o m pl e x s p e ctr al  m a p pi n g  m et h o d all o ws a  D N N t o
esti m at e t h e c o m pl e x s p e ctr o gr a m of t ar g et s p e e c h fr o m all  mi-
cr o p h o n es usi n g a  m ulti- c h a n n el n ois y  mi xt ur e.  T h e  MI M O ar-
c hit e ct ur e r e m ai ns t h e s a m e, e x c e pt f or a n i n cr e as e i n t h e n u m-
b er of c h a n n els i n t h e o ut p ut l a y er t o O = 2 × M × N .  T his e x-
t e nsi o n a d ds o nl y a n e gli gi bl e i n cr e as e i n t h e n u m b er of p ar a m-
et ers of t h e  MI M O  m o d el b y 2 × N × C × ( M − 1 ) c o m p ar e d t o
a  MI S O  m o d el.  T o tr ai n t h e  MI M O s e p ar ati o n  m o d el,  w e g e n-
er ali z e  L B T [ 1 7] t o i n c or p or at e t h e c o m pl e x s p e ctr o gr a m esti-
m at es fr o m all  mi cr o p h o n es.  T h e g e n er ali z e d  L B T l oss f u n cti o n
is d e fin e d as f oll o ws:

L L B T ( Ŝ , S ) =
1

N M

N

n = 1

M

m = 1

L ( Ŝ m
n , Sm

λ n
) , ( 3)

w h er e λ 1 , λ2 , . . . , λN ∈ [ 1, . . . , N ] ar e s p e a k er i n di c es s ort e d
i n as c e n di n g or d er b as e d o n s p e a k er a zi m ut hs or dist a n c es r el a-
ti v e t o t h e  mi cr o p h o n e arr a y [ 1 7]. I n t his st u d y, o nl y t h e a zi m ut h
crit eri o n is c o nsi d er e d f or  L B T.

A d diti o n all y,  w e pr o p os e a n e xt e nsi o n t o t h e  m ulti-
r es ol uti o n  L B T ( M R- L B T) l oss f u n cti o n [ 2 1] f or  MI M O s e p-
ar ati o n  m o d els.  Wit h  M R- L B T,  w e esti m at e t h e c o m pl e x s p e c-
tr o gr a ms fr o m l o w t o hi g h ti m e a n d fr e q u e n c y r es ol uti o n i n d e-
c o d er l a y ers. S p e ci fic all y, t h e c h a n n el di m e nsi o n of t h e o ut p ut
f e at ur e  m a ps f or e v er y d e c o d er l a y er is di vi d e d i nt o N × M
r e al gr o u ps a n d N × M i m a gi n ar y gr o u ps, e a c h r e pr es e nti n g
a r e al or i m a gi n ar y c o m p o n e nt of a  mi cr o p h o n e f or a s p e a k er.
T h e f e at ur e  m a ps  wit hi n e a c h gr o u p ar e t h e n a v er a g e d a cr oss
t h e c h a n n el di m e nsi o n.  At d e c o d er l a y er k , a l o w-r es ol uti o n
esti m at e of t ar g et s p e e c h i n t h e S T F T d o m ai n is cr e at e d at all
mi cr o p h o n es:

Ŝ k
n = [ R̄ k , 1

n + iĪ k , 1
n , . . . , R̄ k , M

n + iĪ k , M
n ] ( 4)

w h er e R̄ k , m
n a n d Ī k , m

n ar e t h e a v er a g e d f e at ur e  m a ps fr o m
t h e r e al a n d i m a gi n ar y gr o u ps of  mi cr o p h o n e m a n d s p e a k er
n . S y m b ol i d e n ot es t h e i m a gi n ar y u nit. Fi g ur e 2 ill us-
tr at es t h e l o w-r es ol uti o n esti m ati o n of c o m pl e x s p e ctr o gr a ms
f or N = 2 s p e a k ers.  C o m pl e m e nt ar y  L B T l oss es b et w e e n
l o w er-r es ol uti o n esti m at es a n d cl e a n si g n als ar e c al c ul at e d f or
e v er y d e c o d er l a y er a n d a d d e d t o t h e  E q. ( 3) l oss:

L L B T ( Ŝ , S ) +

K d − 1

k = 1

L L B T ( Ŝ k , gK d − k ( S ) ) ( 5)

w h er e K d i s t h e t ot al n u m b er of d e c o d er l a y ers, a n d g x ( .) is a
2 D a v er a g e p o oli n g f u n cti o n  wit h a k er n el si z e of 2 × 2 a n d a
stri d e of 2 × 2 , a p pli e d r e c ursi v el y f or x it er ati o ns.

We als o c o m bi n e t h e  MI M O s e p ar ati o n  m o d el  wit h a
M V D R b e a mf or m er a n d a  MI S O e n h a n c e m e nt  m o d el t o cr e-
at e a  MI M O- B F- MI S O s yst e m.  T h e pr o p os e d s yst e m is il-
l ustr at e d i n Fi g ur e 1 b.  T h e  MI S O e n h a n c e m e nt  m o d el us es

[B F n , Y , Ŝ n ] a s i n p uts t o pr e di ct Ŝ q
n .  All  MI S O e n h a n c e m e nt

m o d els ar e tr ai n e d usi n g t h e l oss f u n cti o n i n  E q. ( 2).

3.  E x p e ri m e nt al S et u p

We v ali d at e t h e pr o p os e d s e p ar ati o n  m o d els f or c o n v ers ati o n al
s p e e c h r e c o g niti o n t as k i n u n m at c h e d r e v er b er a nt c o n diti o ns.
T h e e v al u ati o n is p erf or m e d usi n g t h e  Li bri C S S c or p us [ 1 8],
w hi c h c o nt ai ns 1 0 h o urs of p arti all y o v erl a p p e d utt er a n c es.  T h e
utt er a n c es ar e t a k e n fr o m t h e  Li bris p e e c h d e v el o p m e nt s et a n d
r etr a ns mitt e d  wit h l o u ds p e a k ers t o c a pt ur e r e al r o o m r e v er b er-
ati o n.  T h e r e c or di n g d e vi c e is a cir c ul ar arr a y  wit h M = 7
mi cr o p h o n es a n d 4 .2 5 c m r a di us.  T h e  Li bri C S S c or p us is di-
vi d e d i nt o 6 s essi o ns  wit h diff er e nt o v erl a p r ati os: 0 S ( n o o v er-
l a p  wit h a 0. 1- 0. 5 s p a us e b et w e e n utt er a n c es), 0 L ( n o o v erl a p
wit h a 2. 9- 3. 0 s p a us e b et w e e n utt er a n c es), 1 0 %, 2 0 %, 3 0 % a n d
4 0 % o v erl a ps.

We pr o c ess e d t h e  Li bri C S S r e c or di n gs usi n g t h e c o nti n u-
o us s p e e c h s e p ar ati o n ( C S S) fr a m e w or k [ 1 8].  E a c h r e c or di n g
w as s e g m e nt e d usi n g a sli di n g  wi n d o w of 2 .4 s wit h a s e g m e nt
s hift of 1 .2 s .  T h e  C S S fr a m e w or k c a n h a n dl e a n y n u m b er of
s p e a k ers,  wit h t h e ass u m pti o n t h at t h er e ar e at  m ost N = 2
s p e a k ers  wit hi n a s e g m e nt. F or s e g m e nts  wit h o ut o v erl a p p e d
s p e e c h, t h e  m o d el o nl y p erf or ms d er e v er b er ati o n. I n t his c as e,
t h e i n p ut is  m a p p e d t o t h e  first o ut p ut, a n d a z er o si g n al is as-
si g n e d t o t h e s e c o n d o ut p ut. Fi n all y, t h e pr o c ess e d s e g m e nts ar e
c o n c at e n at e d usi n g t h e stit c hi n g al g orit h m pr o p os e d b y [ 1 8].

We us e d t h e d ef a ult a ut o m ati c s p e e c h r e c o g niti o n ( A S R)
b a c k e n d pr o vi d e d  wit h t h e  Li bri C S S c or p us [ 1 8].  T h e  Li bri C S S
c or p us c o nt ai ns t w o  A S R e v al u ati o n s c e n ari os: utt er a n c e- wis e
a n d c o nti n u o us e v al u ati o ns. I n t h e utt er a n c e- wis e s c e n ari o, t h e
gr o u n d-tr ut h utt er a n c e b o u n d ari es ar e pr o vi d e d.  T h e  A S R b a c k-
e n d s c or es e a c h s e p ar at e d si g n al i n d e p e n d e ntl y, a n d t h e o n e
wit h t h e l o w er  w or d err or r at e ( W E R) is c o nsi d er e d. I n t h e c o n-
ti n u o us e v al u ati o n, t h e utt er a n c e b o u n d ari es ar e u n k n o w n,  wit h
8- 1 0 utt er a n c es i n e a c h r e c or di n g.  T h e d e c o di n g r es ults fr o m
b ot h s e p ar at e d si g n als ar e c o m bi n e d t o c o m p ut e t h e  fin al  W E R.

T o g e n er at e t h e tr ai ni n g a n d v ali d ati o n d at a,  w e f oll o w e d
t h e s et u p d es cri b e d i n [ 9] a n d us e d si m ul at e d r o o m i m p uls e r e-
s p o ns es ( RI Rs) [ 2 3, 2 4].  We cr e at e d 1 9 2 K t w o-s p e a k er  mi x-
t ur es  wit h diff er e nt o v erl a p r ati os fr o m t h e  Li bri S p e e c h d at as et.
E a c h  mi xt ur e  w as c o n v ol v e d  wit h 7- c h a n n el  mi cr o p h o n e arr a y
RI Rs  wit h t h e s a m e arr a y g e o m etr y as t h e  Li bri C S S r e c or di n g
d e vi c e.  T o g e n er at e  RI Rs,  w e p ositi o n e d t h e s o ur c es i n r e ct a n-
g ul ar r o o ms  wit h r a n d o m l e n gt h,  wi dt h, a n d h ei g ht di m e nsi o ns
r a n gi n g fr o m 5× 5 × 3 t o 1 0 × 1 0 × 4  m et ers.  T h e  mi cr o p h o n e
arr a y  w as pl a c e d i n t h e c e nt er of t h e r o o m, a n d t h e s o ur c e p osi-
ti o ns  w er e u nif or ml y s a m pl e d fr o m 3 6 0 c a n di d at e a zi m ut h a n-
gl es i n t h e r a n g e of - 1 8 0 °t o 1 8 0 °  wit h a 1 ° r es ol uti o n.  T h e
r e v er b er ati o n ti m e ( T 6 0)  w as r a n d o ml y s a m pl e d b et w e e n 0. 2
a n d 0. 6 s.

We tr ai n e d t h e s e p ar ati o n a n d e n h a n c e m e nt n et w or ks s e-
q u e nti all y, st arti n g  wit h a l e ar ni n g r at e of 0. 0 0 1,  w hi c h gr a d u-
all y d e c a y e d usi n g a c osi n e a n n e ali n g l e ar ni n g r at e s c h e d ul er.
F or  MI S O  m o d els,  w e d esi g n at e d t h e  first  mi cr o p h o n e as t h e
r ef er e n c e  mi cr o p h o n e (q = 1 ). F or  MI M O  m o d els,  w e us e d
t h e esti m at e d c o m pl e x s p e ctr o gr a ms of t h e  first  mi cr o p h o n e f or

1 0 7 2



Table 1: WER results (in %) of comparison systems for utterance-wise and continuous evaluation with 7-channel array on LibriCSS. ‘SC’ refers to a
frame-wise speaker counter which corrects separation errors for non-overlapped utterances. MIMO models introduce a slight computation overhead.
Our MISO and MIMO models require 195.21G and 195.32G multiply-accumulate (MAC) operations, respectively, to process a 2.4-second segment.

Utterance-wise Continuous

#Parameters Criterion 0S 0L 10% 20% 30% 40% 0S 0L 10% 20% 30% 40%
Unprocessed – – 11.8 11.7 18.8 27.2 35.6 43.3 15.4 11.5 21.7 27.0 34.3 40.5
BLSTM [18] 21.8M PIT 8.3 8.4 11.6 16.0 18.4 21.6 11.9 9.7 13.4 15.1 19.7 22.0
Conformer [22] 58.7M PIT 7.2 7.5 9.6 11.3 13.7 15.1 11.0 8.7 12.6 13.5 17.6 19.6
MISO [9] 6.9M PIT 7.7 7.5 7.9 9.6 11.3 13.0 10.7 10.5 10.9 11.5 13.8 15.3
MISO-BF-MISO+SC [9] 13.8M PIT 5.8 5.8 5.9 6.5 7.7 8.3 7.7 7.5 7.4 8.4 9.7 11.3

MISO 6.9M MR-LBT 7.3 7.9 7.6 9.2 10.8 11.4 9.2 9.8 9.1 10.5 12.2 12.8
+SISO 13.7M 6.9 7.1 7.1 8.5 9.5 10.6 10.7 10.3 9.4 9.8 11.7 12.5
+MISO 13.8M 6.5 7.0 6.5 7.7 8.4 9.0 9.2 9.1 8.2 9.2 9.8 9.9
+BF-MISO 13.8M 6.5 6.8 6.5 7.4 8.4 8.8 9.6 10.0 8.8 8.6 10.4 10.2

MISO Large 14.6M MR-LBT 7.5 7.2 7.4 8.6 9.8 11.5 9.8 9.1 9.2 10.3 11.8 13.8

MIMO 6.9M PIT 10.5 11.8 10.9 12.8 13.7 16.1 16.5 17.7 15.5 16.3 17.8 20.2
MIMO+SC 6.9M PIT 8.1 9.4 8.6 10.9 12.5 15.4 8.5 8.3 8.9 10.3 12.7 14.7
MIMO 6.9M LBT 8.3 9.5 8.1 9.4 10.7 11.8 10.5 10.6 9.5 10.6 12.4 12.6
MIMO Large 14.6M PIT 6.4 7.0 7.8 9.6 11.7 13.5 9.5 8.8 10.5 11.4 13.6 16.0
MIMO Large+SC 14.6M PIT 6.4 6.8 7.5 9.6 11.7 14.0 7.9 7.3 8.7 10.0 12.7 14.6
MIMO Large 14.6M LBT 7.1 7.7 7.7 9.1 10.4 11.6 10.3 10.5 10.6 11.4 13.0 13.4
MIMO Large 14.6M MR-LBT 7.6 7.1 7.3 8.6 10.1 11.6 8.6 7.9 8.8 9.7 11.9 12.9

+MISO 21.5M 6.5 6.3 6.0 7.1 8.0 9.1 7.8 7.8 7.6 7.7 9.4 10.2
+BF-MISO 21.5M 6.3 6.1 6.0 6.8 7.4 8.5 7.4 7.5 7.2 7.4 8.8 9.6

ASR evaluation. Following [9], we included the spectral mag-
nitude of the mixture signal Y from the first microphone for all
MISO and MIMO models. As a comparison baseline, we also
report the results for a MIMO separation model trained with the
PIT criterion:

LPIT(Ŝ,S) =
1

NM
min
ψ∈Ψ

N∑

n=1

M∑

m=1

L(Ŝmn , S
m
ψ(n)), (6)

where symbol Ψ is the set of all permutations ofN speakers
with ψ referring to one permutation.

4. Evaluation Results
Table 1 compares our MISO and MIMO separation models with
other competitive methods for utterance-wise and continuous
evaluations on LibriCSS. The proposed systems in [18] and [22]
use BLSTM and conformer architectures, respectively, to es-
timate real-valued masks. The systems in [9] employ MISO
complex spectral mapping using a UNet model with a tempo-
ral convolutional network. To correct separation errors for seg-
ments without speaker overlaps, a dedicated speaker counting
(SC) network is used in [9]. It is observed that when a model
is trained on two-speaker mixtures, it sometimes emits an in-
telligible residual signal in the second output for single speaker
utterances, leading to more decoding errors. The SC network
counts the number of speakers at each frame and merges the
separated outputs for non-overlapped frames.

We observe that the MISO separation model trained with
MR-LBT obtains substantially better results than BLSTM, con-
former and PIT-based MISO. To further improve the WER
scores, we combine the MISO outputs with the reference micro-
phone mixture signal, i.e. [Y 1, Ŝn] to train a SISO enhancement
model. As shown in the table, the MISO-SISO model achieves
only marginal improvements over MISO. On the other hand, in-
cluding the multi-channel mixture and beamformer signals for
post-filtering in the MISO-BF-MISO system substantially im-
proves its performance. The MISO-MISO system yields com-
parable results to MISO-BF-MISO, indicating that the MISO
enhancement model is essential for further WER reduction.

Our MIMO separation model trained with the PIT criterion
performs significantly worse than MISO separation models. To
investigate further, we incorporated a SC network to correct the
separation errors in the PIT-based MIMO model. The results
indicated a significant improvement in WER. However, even
with the SC network, the PIT-based MIMO model still pro-
duced worse estimates of target speech than MISO models, es-
pecially in higher overlap ratios. We also experimented with
a larger number of convolutional kernels (C = 112) in the
PIT-based MIMO model, and the results suggest that increas-
ing the number of parameters can improve its performance. In
contrast, increasing the number of parameters for LBT-based
MISO and MIMO models resulted in smaller improvements in
performance.

Our best results are achieved with a large MIMO model
trained using the MR-LBT criterion, which exhibits excellent
speech recognition performance and outperforms even MISO
models. Despite being trained only on simulated RIRs, the
MIMO model trained with the MR-LBT criterion generalizes
well to real microphone array recordings. By combining the
MIMO separation model with the MVDR beamformer and the
MISO enhancement model, we achieve state-of-the-art results
on the LibriCSS dataset without the need for a SC network.
For instance, our MIMO-BF-MISO system achieves a WER
of 9.6% in continuous evaluation on a 40% overlap condition,
which is better than the MISO-BF-MISO system and does not
require circular shifting or source alignment.

5. Conclusions
In this study, we have proposed a MIMO complex spectral map-
ping approach for joint speech dereverberation and speaker sep-
aration. We have also extended multi-resolution LBT to MIMO
separation. Our experimental results demonstrate the impor-
tance of using the LBT criterion for training MIMO speaker
separation models. With lower computational complexity, our
proposed MIMO-BF-MISO system achieves the state-of-the-art
results on the LibriCSS dataset.
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