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Assessing the potential of GPT-4 to perpetuate racial and
gender biases in health care: a model evaluation study

Travis Zack*, Eric Lehman*, Mirac Suzgun, Jorge A Rodriguez, Leo Anthony Celi, Judy Gichoya, Dan Jurafsky, Peter Szolovits, David W Bates,
Raja-Elie E Abdulnour, Atul ) Butte, Emily Alsentzer

Summary
Background Large language models (LLMs) such as GPT-4 hold great promise as transformative tools in health care,
ranging from automating administrative tasks to augmenting clinical decision making. However, these models also
pose a danger of perpetuating biases and delivering incorrect medical diagnoses, which can have a direct, harmful
impact on medical care. We aimed to assess whether GPT-4 encodes racial and gender biases that impact its use in
health care.

Methods Using the Azure OpenAl application interface, this model evaluation study tested whether GPT-4 encodes
racial and gender biases and examined the impact of such biases on four potential applications of LLMs in the clinical
domain—namely, medical education, diagnostic reasoning, clinical plan generation, and subjective patient
assessment. We conducted experiments with prompts designed to resemble typical use of GPT-4 within clinical and
medical education applications. We used clinical vignettes from NEJM Healer and from published research on
implicit bias in health care. GPT-4 estimates of the demographic distribution of medical conditions were compared
with true US prevalence estimates. Differential diagnosis and treatment planning were evaluated across demographic
groups using standard statistical tests for significance between groups.

Findings We found that GPT-4 did not appropriately model the demographic diversity of medical conditions,
consistently producing clinical vignettes that stereotype demographic presentations. The differential diagnoses
created by GPT-4 for standardised clinical vignettes were more likely to include diagnoses that stereotype certain
races, ethnicities, and genders. Assessment and plans created by the model showed significant association between
demographic attributes and recommendations for more expensive procedures as well as differences in patient
perception.

Interpretation Our findings highlight the urgent need for comprehensive and transparent bias assessments of LLM
tools such as GPT-4 for intended use cases before they are integrated into clinical care. We discuss the potential
sources of these biases and potential mitigation strategies before clinical implementation.

Funding Priscilla Chan and Mark Zuckerberg.

Copyright © 2023 The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY 4.0 license.

Introduction
Large language models (LLMs), such as ChatGPT' and
GPT-4,? have shown immense promise for transforming
health-care delivery and are rapidly being integrated into
clinical practice.’ Indeed, several LLM-based pilot
programmes are underway in hospitals,* and clinicians
have begun using ChatGPT to communicate with
patients and draft clinical notes.” While LLM-based tools
are being rapidly developed to automate administrative
or documentation tasks, many clinicians also envision
using LLMs for clinical decision support.™

LLM-based tools have shown great potential, but there
is also cause for concern about using LLMs for clinical
applications. Extensive research has shown the potential
for language models to encode and perpetuate societal
biases.”™ Language models are typically trained using
vast corpora of human-generated text to predict
subsequent text on the basis of the preceding words.
Through this process, models can learn to perpetuate
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harmful biases seen in the training data.* Although
some of these biases, once identified, can be addressed
via additional targeted training through a process called
reinforcement learning with human feedback, this is a
human driven process, which can be imperfect and even
introduce its own biases.”” Encoded biases can lead to
poorer performance for historically marginalised or
under-represented groups. For example, in a recent study
that leveraged an LLM trained on clinical notes for
clinical and operational tasks, predictions of 30 day
readmission were significantly worse for Black patients
than for other demographic groups.™

Our objective was to measure the propensity of GPT-4
to encode racial and gender biases and examine
potential harms that might result from the use of GPT-4
in clinical applications. We evaluated GPT-4 on
four clinical use cases: medical education, diagnostic
reasoning, clinical plan generation, and subjective
patient assessment.
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Research in context

Evidence before this study

We searched PubMed on July 10, 2023, with no language
restrictions, for studies published from database inception to
date. Our initial search term was “GPT-4". 68 studies were
investigated at a high level. Although many of these
publications discuss potential implications of bias in GPT-4,
none made any attempt to quantify these biases. We further
searched PubMed on the same date with no restrictions on
language for papers containing both “ChatGPT” and “bias”,
which found 23 publications. 21 (91%) of the 23 papers made
no attempt to quantify biases in ChatGPT. The remaining two
studies included cursory analyses related to biases in ChatGPT
(GPT-3.5), but they did not investigate biases across clinical
application areas or investigate bias in GPT-4. To the best of our
knowledge, no study has systematically evaluated the impact of
biases in GPT-4 for clinical applications.

Added value of this study

Here, we present a detailed examination of the propensity of
GPT-4 to perpetuate racial and gender biases in four pertinent
clinical use cases: medical education, diagnostic reasoning,
medical plan recommendation, and subjective patient
assessments. We assessed whether GPT-4 can simulate clinical
vignettes for medical education that represent the demographic

Methods

Study design

This model evaluation study investigated the tendency of
GPT4 to encode and exhibit biases in four distinct
clinical ~scenarios: medical education, diagnostic
reasoning, clinical plan generation, and subjective
patient assessment. In each scenario, we either prompted
GPT-4 to generate a clinical vignette or presented it with
a clinical vignette and asked the model to respond to a
clinical question. We experimented with GPT-4 using the
Azure OpenAl application programming interface.? In
all our analyses, we set the temperature parameter of
GPT-4 to 0-7 The temperature parameter determines the
degree of randomness (or creativity) exhibited by the
model in generating outputs. We experimented with
temperatures ranging from 0 to 1-0 (appendix p 9),
which did not substantially affect results. We chose a
temperature of 0-7 for the remainder of our experiments
as it is the default temperature in the Azure OpenAl
application programming interface. This choice aimed to
ensure a suitable trade-off between maintaining high
output quality and introducing a controlled level of
variability into our generated responses.”

Recognising that GPT-4 output can vary considerably
depending on the specific phrasing of the prompt,” we
created several prompts for each experiment and
conducted multiple runs for each prompt. This approach
allowed us to quantify the racial and gender bias in the
responses of GPT-4 across prompts. Prompts for all

diversity of the medical conditions. Furthermore, we leveraged
clinical cases from NEJM Healer and vignettes from published
literature to evaluate differences in GPT-4's diagnostic and
treatment recommendations and patient assessments when
only the patient’s race or gender is modified. Across all
experimental settings, we found that GPT-4 exhibits subtle but
systemic signs of bias. Our findings suggest that GPT-4 does not
appropriately capture the prevalence of medical conditions
across demographics, over-representing prevalence differences
due to both underlying biology and societal disparities. GPT-4
exhibited significant differences in its recommendations for
diagnosis, assessment, and treatment when the race or gender
of the patient in the clinical vignettes was the only variable
modified. Together, these findings raise concerns about the
potential of large language models (LLMs) to perpetuate or
amplify health disparities when deployed within clinical
workflows.

Implications of all the available evidence

Our results underscore the need for caution in deployment of
LLMs for clinical applications to ensure LLMs do not further
exacerbate health inequities. It is crucial that LLM-based
systems undergo rigorous fairness evaluations for each
intended clinical use case.

experiments are in the appendix (p 3). This study did not
involve human participants or data and used clinical
vignettes from published literature or medical education
material. Ethical considerations of experimental design
and conduction were discussed and did not require
institutional review board approval.

Simulating patients for medical education

LLMs have the potential to advance medical education by
generating clinical vignettes for case-based learning.”*
Case simulations that accurately portray disease
prevalence and presentation are important for training
physicians to practise equitable medicine.” We assessed
the ability of GPT-4 to model the demographic diversity
of medical diagnoses by prompting the model to create
a patient presentation for a supplied diagnosis. In
accordance with standard medical practice for patient
presentation, we instructed GPT-4 to provide a succinct
description of the patient, encompassing symptoms,
medical history, and demographic information. We
selected 18 different diagnoses with varying prevalence
differences by race and ethnicity (Black, White, Asian, or
Hispanic), and gender (male or female). We use the term
gender rather than sex throughout because it was not
possible to differentiate from the use of the terms male
and female in the clinical vignettes whether GPT-4 was
only leveraging biological factors versus leveraging the
cultural or psychosocial factors associated with the use of
these terms. This diagnosis list was constructed to
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include diseases with similar prevalence across demo-
graphics (eg, infectious diseases such as COVID-19 or
bacterial pneumonia), diseases with known biological
associations (eg, multiple sclerosis or sarcoidosis), and
diseases with either real or perceived relationships with
geographic or socioeconomic factors (eg, tuberculosis,
HIV and AIDS, and hepatitis B). We conducted a power
analysis to determine the sample size needed to identify
a difference of at least 7% between GPT-4 estimated
prevalence and the true prevalence across demographic
groups with 80% power and a 95% CI. A sample size
of 1000 patient presentations provided sufficient power
using the most conservative assumptions regarding
disease distribution. We evaluated GPT-4 on ten distinct
prompts that request different types of clinical
presentations (eg, case reports or one-liners) to minimise
the chance of bias due to any single prompt phrasing. We
ran each prompt 100 times for each disease for a total of
1000 patient presentations generated per disease. We
compared the demographic distribution of cases
generated by GPT-4 to the known demographic prev-
alence for each disease. All true prevalence estimates by
demographic group were based on US estimates
identified via a literature review.”* We assessed the
statistical significance of the differences in prevalence
using a X2 test of independence with correction for
multiple hypothesis testing via the Benjamini-Hochberg
procedure. To assess the influence of geography on the
prevalence distributions generated by GPT-4, we repeated
this analysis using prompts that mention a country of
origin. We added the phrase “I am a medical educator in
[country]” to the prompts used to generate clinical
vignettes and compared the prevalence estimates when
explicitly mentioning the USA, Canada, or Norway.
Furthermore, we evaluated strategies for de-biasing the
prompts by explicitly including instructions to either
avoid bias or consider the demographic prevalence of the
disease. Additional details regarding these experiments
are in the appendix (p 1). The Python statsmodel package
(version 0.14.0) was used for all statistical analyses.

Constructing differential diagnoses and clinical
treatment plans

To assess how demographics affect the construction of
diagnostic and treatment recommendations by GPT-4,
we leveraged a set of 19 medical education cases from
NEJM Healer.* NEJM Healer is a medical education tool
that presents expert-generated cases and allows medical
trainees to compare their differential diagnosis list to the
expected differential at each stage of information
gathering. We opted to use questions from NEJM Healer
instead of US Medical Licensing Examination questions,
which have previously been used to evaluate LLMs,*
because the NEJM Healer cases present more challenging
diagnostic dilemmas and more thorough expected
responses. We selected cases representative of both
outpatient and emergency department clinical decision
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making. Cases were selected to have equivalent
differential diagnosis lists regardless of race and gender
or sex (eg, excluding cases of lower abdominal pain,
which should have a different differential for female and
male patients). There were nine outpatient cases—
including four patients with chest pain, four patients
with dyspnoea, and one patient with oral pharyngitis—
and there were ten emergency department cases
describing patients with headache, abdominal pain,
cough, dyspnoea, or chest pain.

For each case, an instructor constructed an ideal
problem representation, a one to two sentence synthesis
of the relevant demographic and medical information
about the patient, and a ranked list of differential
diagnoses that should be returned by the trainee. We
supplied the problem representation for each case to
GPT-4 and asked the model to return (1) the top ten most
likely diagnoses in descending order, (2) a list of life-
threatening diagnoses that must be considered due to
their serious, urgent nature, (3) a list of next diagnostic
steps, and (4) a list of treatment steps.

For each case, we substituted gender (male or female)
and race or ethnicity (Asian, Black, White, or Hispanic)
and examined the resulting differential diagnoses and
treatment recommendations for each of these groups,
repeating each prompt 25 times. We used pairwise
Mann-Whitney tests to assess statistically significant
differences in diagnosis rank across demographic
groups. The Benjamini-Hochberg procedure was used to
account for multiple hypothesis testing.* We used a
multivariate logistic regression model from Python’s
statsmodels.OLS package (version 0.14.0) with a Wald
test to assess the statistical significance of the effect of
race and gender on the presence or absence of specific
diagnostic or treatment recommendations within the
plan produced by GPT-4, controlling for the dependence
of these variables on the specific case vignette. Two cases
from this original set were chosen for a more in-depth
analysis: a case of acute dyspnoea and a case of
pharyngitis in a sexually active teenager.

To supplement the case reports from NEJM Healer, we
additionally included a case vignette from Daugherty and
colleagues” designed to assess whether cardiologists
exhibit gender biases in administering cardiovascular
diagnostic procedures. To replicate the experiment
conducted by Daugherty and colleagues,” we asked
GPT-4 to determine the necessity of a stress test and an
angiography (with low, intermediate, or high importance)
on the basis of the case vignette from Daugherty and
colleagues. We submitted the case vignette and the
prompt given to a cardiologist in the study 200 times and
measured how likely GPT-4 was to recommend these
treatments for both males and females when provided
the exact same clinical presentation. GPT-4 was asked to
rate the necessity of a test between 1 and 10 (1 indicates
option has no use for this patient, 10 indicates option is
of utmost importance for this patient). We measured the

For the stats.OLS package see
https://www.statsmodels.org/
dev/generated/statsmodels.
regression.linear_model.OLS.
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statistical significance of the differences in treatment
recommendations by gender through a Fisher’s exact
test,”® which assessed differences in whether each test
was considered to be of high importance or not, and
through a Mann-Whitney test, which assessed differences
in importance scores across demographic groups. The
statsmodel package (version 0.14.0) and the scipy.stats
package (version 1.73) in Python were used for all
statistical analyses.

Assessing subjective features of patient presentation

LLM-based triage tools have been proposed as early use
cases for LLMs to enhance productivity and ensure
providers operate at their highest licence level.** Such
tools would require GPT-4 to make inferences about a
patient’s illness severity and needs before routing them to
the appropriate medical service. To examine how potential
biases in GPT-4 might affect its perception of patients, we
used case vignettes from Haider and colleagues,” which
are designed to assess implicit bias in registered nurses.
Each of these eight cases presents a challenging scenario
involving a patient, which is accompanied by three
statements or multiple-choice questions about the
patient’s situation. For vignettes with statements, we

asked GPT-4 to rate how much it agrees on a 1-5 Likert
scale (strongly disagree, disagree, neutral, agree, or
strongly agree). We split these questions and statements
into five general categories: perception of patient
dishonesty, perception of patient understanding,
perception of relationships, treatment decisions regarding
pain, and other treatment decisions. We repurposed the
original cases to specifically measure how changes in race
and ethnicity and gender affect the clinical decision-
making abilities of GPT-4. The original case vignettes
included job titles, rather than race and gender, to
measure implicit bias. We removed the job titles and
modified each case such that only the gender (male or
female) and race and ethnicity (White, Black, Hispanic, or
Asian) have changed. This resulted in 192 cases. We ran
each case 25 times for a total of 4800 queries to GPT-4.
The number of runs per case was determined by cost
considerations. We assessed whether there was a
significant difference in GPT-4's agreement with each
statement by race and ethnicity and gender using an
ordinal logistic regression model from Python’s
statsmodel.miscmodels package (version 0.14.0). We used
the Benjamini-Hochberg procedure to account for
multiple hypothesis testing for each statement.* When
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Figure 1: Probing modelling by GPT-4 of the demographic diversity of medical conditions

We asked GPT-4 to create a clinical vignette for a patient presenting with each of 18 distinct diagnoses. We used ten independent prompts, each submitted

100 times. For each prompt, we explicitly asked the model to include the patient’s demographic information, as is standard practice for medical problem
representations. The figure shows what proportion of the cases generated by GPT-4 for a given disease include each race and ethnicity and gender, compared with the
true demographic distribution in the USA from the literature. Other or not available represents cases where race or ethnicity was not present or could not be parsed

from GPT-4's response.
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the comparison was limited to two specific demographic  Role of the funding source
groups (eg, Hispanic and Asian females), all other The funder of the study had no role in study design, data
demographic data were filtered out before applying the collection, data analysis, data interpretation, or writing of
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Figure 2: Investigating bias in differential diagnoses generated by GPT-4

We measured changes in GPT-4's diagnostic reasoning performance when varying only the race and ethnicity or gender of the 19 cases from NEJM Healer. (A) Cases with significant differences in
GPT-4's ranking of the top diagnosis on the expert differential by gender or race and ethnicity. Error bars represent 95% Cls. Cases with no significant differences by demographic group and p values for
all cases are in appendix pp 5-6. Figures plotting performance by demographic group for each individual case are in appendix p 12. (B) Heatmap showing the difference in the rank of a diagnosis on the
differential produced by GPT-4 for a specific demographic group compared with the mean rank across all groups for a case of dyspnoea due to pulmonary embolism. Numbers in parentheses are mean
rank of diagnosis. (C) Differences in GPT-4's rank of panic and anxiety disorder and acute coronary syndrome by demographic group for the case of dyspnoea. (D) Heatmap showing the difference in
the rank of a diagnosis on the differential produced by GPT-4 for a specific demographic group compared with the mean rank across all groups for a case of pharyngitis. (E) Differences in GPT-4's rank of
sexually transmitted diseases by demographic group for the case of pharyngitis. Error bars in panels C and E are 95% Cls. For panels B and D, red indicates that a diagnosis is higher on the differential

(ie, more important) for a specific demographic group and blue indicates that a diagnosis is lower on the differential (ie, less important). COPD=chronic obstructive pulmonary disease. FDR=false
discovery rate. HSV=herpes simplex virus. *FDR-corrected p value <0-050. TFDR-corrected p value <0-0010.
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Figure 3: Assessing bias in treatment recommendations

(A) GPT-4 recommendations for advanced imaging or referral to a specialist by
race and ethnicity across 19 separate case vignettes from NEJM Healer.* (B) GPT-4
recommendations for cardiovascular testing given a prompt from Daugherty and
colleagues.” The right plot shows GPT-4's response rate for recommending a test
with high importance by demographic group and the left plot shows the
equivalent results from surveyed cardiologists in the original study of human bias
by Daugherty and colleagues.*” Error bars show standard error.

Results

We quantified the ability of GPT4 to model the
demographic diversity of medical conditions by asking
the model to generate clinical vignettes. We found
significant differences (false discovery rate [FDRJ-
corrected p<0-0001, %2 test of independence) in GPT-4’s
modelling of disease prevalence by race and gender
compared with true US prevalence estimates across all
diseases except for prostate cancer and pre-eclampsia, for
which the gender prevalence differences were not
significant (figure 1; p values are shown in appendix p 5,
individual prompt results are shown in appendix pp 6-8,
and references are in appendix p 4). For conditions that
have similar prevalence by race and gender (eg,
COVID-19 and colon cancer), the model was substantially
more likely to generate cases describing men. Moreover,

there was overexaggeration of prevalence differences in
conditions with known demographic variation in disease
prevalence. For example, when asked to describe a case
of sarcoidosis, the model generated a vignette about a
Black patient 966 (97%) of 1000 times, a female patient
835 (84%) times, and a Black female patient 810 (81%)
times. Although both women and individuals of African
ancestry are at higher risk for this condition,” the over-
representation of this specific group could translate
to overestimation of risk for Black women and under-
estimation in other demographic groups. Similarly, in
diseases such as rheumatoid arthritis and multiple
sclerosis, which are more prevalent in women than in
men, GPT-4 generated cases with female patients in
911 (97%) of 935 cases and 928 (96%) of 970 cases where
gender was specified. Furthermore, we noted that
Hispanic and Asian populations were generally under-
represented, except in specific stereotyped conditions (ie,
hepatitis B and tuberculosis), for which they were over-
represented compared with USA-based prevalence
estimates.

We further assessed whether including the geographic
setting or using debiasing strategies would affect GPT-4’s
estimations of disease prevalence by demographic group.
We found that the prompt that mentioned the USA
produced prevalence estimates that were similar to the
prompt with no geographic setting (appendix p 10).
Explicitly mentioning Canada or Norway substantially
increased the number of White patients that GPT-4
generated for most diseases, even though Canada has a
more racially diverse population than the USA.”?
Two exceptions were sarcoidosis and hepatitis B, which
had significantly higher Black and Asian representation,
respectively, across all prompts compared with the true
prevalence. The two prompt debiasing strategies
produced variable results (appendix p 11). The prompts
that asked GPT-4 to consider the demographic prevalence
of the disease did not substantially affect GPT-4’s
prevalence estimates, whereas the prompt that asked
GPT-4 to avoid bias led to over-representation of female
and Black patients across all diseases without regard for
the demographic prevalence of the diseases.

Changing gender or race and ethnicity significantly
affected the ability of GPT-4 to correctly prioritise the top
diagnosis in seven (37%) of 19 cases from NEJM Healer.
There were significant differences in GPT-4’s rank of the
top diagnosis on the expert differential by gender for four
(21%) of the cases, and by race and ethnicity for six (32%)
of the cases (figure 2A; appendix p 13; FDR-corrected
p values from Mann-Whitney are in appendix p 14).
Furthermore, there was substantial variability in how
often the correct diagnosis was included in the top three
on the differential diagnosis list. In 11 (61%) of 18 cases,
the probability of the correct disease appearing in the top
three differential list varied by at least 0-1 across
demographic groups (appendix p 12). We further
evaluated the top ten differential diagnoses created by
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GPT-4 for two cases: one case of pulmonary embolism
presenting as dyspnoea and another case of oral
pharyngitis in a sexually active teenager (figure 2B-E).
There were statistically significant differences in rank on
the differential by gender for four of ten diagnoses in the
dyspnoea case and for six of ten diagnoses in the oral
pharyngitis case. The mean difference in rank between
female and male patients for the four diagnoses in the
dyspnoea case was 1-2 (SD 0-23; FDR-corrected
p<0-0020 across all diagnoses) and for the six diagnoses
in the oral pharyngitis case was 0-52 (SD 0-39; FDR-
corrected p<0-0030 across all diagnoses; appendix

pp 14-15). There were six diagnoses with statistically
significant differences in rank by race and ethnicity in
the oral pharyngitis case (FDR-corrected p=0-0050;
mean difference in rank of 0-51 [SD 0-29] between White
patients and all other groups for the six diagnoses). In
the case of oral pharyngitis, the rank of the expert’s top
diagnosis of infectious mononucleosis was significantly
different across gender and race (FDR-corrected
p=0-0009 for gender and p<0-0001 for pairwise race
comparisons; appendix p 14). GPT-4 correctly prioritised
infectious mononucleosis in all White men and women,
but only ranked the disease first in 42 (84%) of 50 Black
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Figure 4: Assessing bias in perception of patients

(A) GPT-4's responses to questions and statements about a patient’s honesty according to the race and gender of the patient. The responses range from 1 (strongly disagree) to 5 (strongly agree). Shown
here are the six questions related to patient dishonesty, of the 24 total questions. Results for the remaining questions are in the appendix (pp 54-58). Exact p values for all comparisons are in the
appendix (pp 37-39). (B-D) Proportion of responses by GPT-4 for three of the questions from panel A for which varying race and gender led to substantial differences in GPT-4's response. *A significant
difference in GPT-4's response between at least two demographic groups for the vignette.
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men, 32 (64%) of 50 Hispanic men, and 32 (64%) of
50 Asian men, opting to rank gonococcal pharyngitis first
instead. For the case of pulmonary embolism, panic and
anxiety disorder was ranked higher for women than men
(mean rank of 7-5 [SD 1-44] vs 8.6 [1-14]; FDR-corrected
p<0-0001; figure 2B, C). The sexually transmitted
diseases, acute HIV and syphilis, were also ranked higher
for Black, Hispanic, and Asian men than White men on
the differential (figure 2D, E).

We also assessed GPT-4’s diagnostic and treatment
recommendations. Across the 19 independent cases
from NEJM Healer, GPT-4 was significantly less likely to
recommend advanced imaging (CT, MRI, or abdominal
ultrasound) for Black patients compared with White
patients (9% less frequently recommended across all
cases, p=0-0017 Wald test on Logistic regression;
figure 3A). The differences in the number of referrals to
specialists were not significant (p=0-091 for Black
patients and p=0-064 for Hispanic patients, both
compared with White patients).

In our assessment of GPT-4’s potential bias in referral
for diagnostic testing, GPT-4 was significantly less likely to
rate stress testing of high importance (score of 8 or higher)
for female patients than for male patients (115 [58%)] of
200 vs 141 [71%)] of 200; p=0-0091 by Fisher’s exact test;
figure 3B). In the original study of human bias, there were
no significant differences in assessment of stress testing
importance by patient gender, but cardiologists were
significantly more likely to rate angiography as having
high utility for male patients than female patients. GPT-4
rated angiography of intermediate importance (score
of 3-7) for 100% of both male and female patients, but the
mean numerical score was significantly higher (ie, the test
was considered more important) for male patients than
for female patients (5-29 [SD 0-68] vs 5-02 [0-72];
p=0-0047 by Mann-Whitney). GPT-4 was overall much
less likely to recommend both a stress test and angiography
relative to the cardiologists in the study.

Results for questions and statements about patient
honesty in our analysis of racial and gender biases in
patient perception are shown in figure 4A (results for the
remaining categories of patient perception are in
appendix pp 15-34). The impact of varying demographic
information varied by question. In five (23%) of 22 Likert-
scale questions, GPT-4 provided significantly different
assessments by race and ethnicity or gender (appendix
p 37). GPT-4 rated White males (mean score of 3-84
[SD 0-37)) as significantly more likely to be exaggerating
their level of pain compared with Asian males and
females (mean scores of 3-44 [SD 0-71; p=0-032] and
3-12 [0-88; p=0-0019], Black males and females (mean
scores of 276 [SD 0-72; p<0-0001] and 2-24 [0-60;
p<0-0001]), and Hispanic males and females (mean
scores of 3-12 [SD 0-78; p=0-0010] and 2-72 [0-84;
p<0-0001]; figure 4B). Furthermore, GPT-4 was
significantly more likely to rate Black male patients as
abusing Percocet than Asian, Black, Hispanic, and White

females (mean score of 2-80 [SD 0-41] vs 2-20 [0-41;
p=0-0002], 2-20 [0-41; p=0-0002], 2-20 [0-41; p=0-0002],
and 2-36 [0-49; p=0-0045]; figure 4C) and significantly
more likely to agree that Hispanic females are hiding
their alcohol abuse history than Asian females (mean
score of 3-13 [SD 0-90] vs 2-36 [0-76]; p=0-0066;
figure 4D).

Discussion

LLMs have the potential to be a transformative technology
for health care, but careful attention is needed to ensure
that they are deployed in a safe and equitable manner.
Here, we systematically investigated the impact of racial
and gender biases on medical education, diagnostic, and
care planning applications of GPT-4. Our results suggest
that GPT-4 can propagate, or even amplify, harmful
societal biases, raising concerns about the use of GPT-4
for clinical decision support.

Our investigation identified a limitation in the ability of
GPT-4 to generate clinical cases that captured the true
demographic diversity of medical conditions. When
there were known genetic and biological relationships
between a disease and a patient’s demographics, GPT-4
exaggerated these prevalence differences when gen-
erating clinical vignettes. The model tended to over-
represent stereotypes of diseases, such as sarcoidosis in
Black patients and hepatitis B in Asian patients. Such
distortions not only risk perpetuating biases in existing
clinical training materials,* but also pose concerns for
using LLMs to generate simulated clinical data that could
be used to train other machine learning models.” There
are real, biologically meaningful relationships between
diseases and patient demographics; understanding how
LLMs model these relationships is crucial for ensuring
that LLMs are deployed in an equitable manner. In
training on biased data, there is a danger that LLMs
might overfit on these real or perceived disease—
demographic relationships, and providing this biased
information to clinicians might perpetuate or amplify
disparities through automation biases.”

We also found evidence that GPT-4 perpetuates stereo-
types about demographic groups when providing
diagnostic and treatment recommendations. GPT-4’s
prioritisation of panic disorder on the differential for
female patients in a case of dyspnoea due to pulmonary
embolism and its prioritisation of stigmatised sexually
transmitted infections (such as acute HIV, syphilis, or
gonococcal pharyngitis) in minority ethnic patients is
troubling for equitable care, even if some of these
associations might be reflected in societal prevalence.”*
There were significant differences in GPT-4’s per-
formance by demographic group for more than a third
of all NEJM Healer cases. However, GPT-4 did not
consistently perform worse for any single demographic
group across all cases. This suggests that aggregate
performance metrics might obfuscate biases found in
individual patient cases. Diligent, carefully designed
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probes are needed to assess potential biases in GPT-4’s
decision making.

As LLM-based tools continue to be developed and
deployed, it is essential to ensure that these technologies
do not perpetuate demographic or socioeconomic based
health-care inequities. Our findings underscore the need
for ongoing evaluation and mitigation strategies for
biases that impact GPT-4’s clinical decision-making
capabilities. Although LLM-based tools are likely to be
deployed with a clinician’s involvement, it is not clear
that a provider would be necessarily able to identify
biases in LLMs when examining only individual patient
cases.” Targeted fairness evaluations are needed for each
intended use of LLMs, and post-deployment bias
monitoring and mitigation strategies will be essential
guardrails to ensure models are deployed safely.
Furthermore, understanding the contributions of the
training data and the training methods will be important
for limiting these biases in the future. Targeted rein-
forcement learning using feedback from clinicians is
one promising avenue to counteract biases, although this
approach is only currently possible with open-source
LLMs. Other approaches that warrant further invest-
igation include training on curated medical datasets,
debiasing through prompt engineering or self-checking,
and training models to forget or be invariant to
problematic data or associations. A strong emphasis
should be placed on refining the processes of model
training and data sourcing and encouraging transparency
and accountability in every stage of LLM incorporation
into clinical practice.

Our study has several limitations. We focused our
investigations on GPT-4 on the basis of its imminent
integration within several electronic health systems.
However, we believe similar biases might be present
more broadly within other LLMs, all of which warrant
caution and careful consideration of the potential for bias
before deployment in a health-care setting. Furthermore,
we performed our experiments with clinical vignettes
rather than real patient data to limit potential con-
founding variables. Further investigation is needed to
assess GPT-4’s biases using clinical notes. Although we
attempted to identify NEJM Healer cases for which the
patient’s race or gender would be less likely to affect the
differential diagnosis, it is possible that the expert’s
differential might vary for patients of different
demographic groups. Our results suggest that GPT-4 did
not consistently prioritise the correct disease more often
for groups with higher disease prevalence, indicating
that the discrepancies observed were not due to GPT-4
appropriately considering prevalence differences when
generating a differential. More work is needed to further
elucidate the extent to which LLMs should consider
demographics in their diagnostic reasoning. Our work
focused on medical information generation (eg,
providing diagnosis or treatment recommendations)
rather than medical information summarisation
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(eg, summarising a patient’s treatment history). It is
likely that summarisation tasks will be less susceptible to
biases within training data. Additionally, we only explored
a restricted number of prompts. We did not extensively
explore chain-of-thought prompting, which has been
shown to improve performance at the risk of further
increasing bias.® Finally, we focused on narrow
traditional categories of demographic attributes. Future
work should evaluate LLM clinical reasoning in the
context of intersectional identities and other groups
historically marginalised in medicine, such as older
patients, patients with physical or developmental
disability, and patients with different sexual orientation
or gender identities.

Although GPT-4 has potential to improve health-care
delivery, its tendency to encode societal biases raises
serious concerns for its use in clinical decision support.
Targeted bias evaluations, mitigation strategies, and a
strong emphasis on transparency in model training and
data sourcing are needed to ensure that LLM-based tools
provide benefit for everyone.
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