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A B S T R A C T   

Geological storage of hydrogen, and its retrieval as needed, could play a vital role in the transition from fossil- 
fuel based energy to clean renewable energy production. Cushion gases, such as carbon dioxide and methane, can 
be used to maintain the reservoir pressure required to increase the efficiency of injection and extraction pro
cesses. Because water is ubiquitous in the subsurface, it can provide additional sealing mechanisms and affect the 
ability of gases to penetrate porous rocks. Because the interactions among the various gases and the wetting 
properties in the subsurface affect the sealing capacity of the caprock, they can provide important considerations 
for the proper design of geological storage and retrieval processes. Molecular dynamics simulations were used to 
evaluate the effects of varying compositions of cushion gases (CO2 and CH4) on brine-hydrogen-kaolinite clay 
wettability. Contact angles and liquid–gas interfacial tension were computed for 10% NaCl brines at 323 K and 
pressures in the range 5–40 MPa. These conditions are representative of underground gas storage. The results 
showed that, in pure H2, the kaolinite siloxane surface is ‘intermediate wet’, with contact angles ranging from 
91◦ to 106◦. At constant temperature and pressure, CO2 and CH4 cause the surface to become less water-wet, 
yielding larger contact angles. We observed that CO2 led to a more significant increase in contact angles. This 
suggests that CO2 or CH4 lead to easier recovery of hydrogen. These cushion gases also reduce gas-brine inter
facial tensions, with CH4 yielding a less pronounced effect than CO2. Reductions in interfacial tension translate to 
reduced capillary sealing pressure, which implies that hydrogen can be retrieved at lower pressures. The results 
presented suggest that the efficiency of a gas used as cushion gas is related to the density difference between the 
resultant gas mixture and water. At the conditions tested here, CO2 and CH4 are found to reduce the sealing 
capacity of kaolinite towards hydrogen storage, while they are likely to improve hydrogen recovery. This should 
be taken into consideration when intermittent hydrogen storage is attempted in geological repositories.   

1. Introduction 

Advancements in large-scale storage technologies will contribute to 
the transition towards a low-carbon economy. For example, owing to 
daily and seasonal fluctuations, excess renewable energy (wind/solar) 
can be converted to green hydrogen by water electrolysis [1]. Hydrogen 
is an attractive energy storage option because of its high specific energy 
capacity [2]. However, its low density at standard conditions poses 
hurdles for transport and storage. Therefore, large volumes of H2 are 
likely needed to be stored intermittently in underground geological 
formations, such as in depleted oil/gas reservoirs, deep saline aquifers, 
coal beds, salt and limestone caverns, tight gas formations, and 

organic-rich shale reservoirs [3,4]. The stored H2 can then be extracted 
and converted to electricity, for example, when there is an increase in 
demand [4]. 

The feasibility of Underground Hydrogen Storage (UHS) is highly 
dependent on, among other factors, mineral surface wettability, rock- 
fluid and fluid-fluid interfacial tension (IFT), fluid density, solubility 
and gas diffusivity. These properties are significantly affected by con
ditions such as temperature, pressure, salinity, organic acid contami
nation [4], as well as gas pressure and composition. In addition, because 
water is ubiquitous in the subsurface, it can provide additional sealing 
capability as well as affect the transport of gases and their ability to 
infiltrate the rock mass [5]. Therefore, to effectively store H2, it is 
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essential to quantify, understand, and ultimately control how 
gas-rock-water interactions change in the subsurface and how they 
depend on environmental conditions. Because wettability describes the 
balance of interfacial interactions in three-phase systems, contact angles 
are frequently used to measure this important property [6,7]. 

Recently, experimental measurements have been reported for water/ 
brine contact angles on mineral surfaces in the presence of hydrogen 
[8–22]. Ali et al. [20], e.g., showed that mica transitions from ‘inter
mediate wet’ to weakly ‘water-wet’ at high temperatures and low 
pressures. The increase in contact angles with pressure was attributed to 
the increase in the intermolecular interactions between hydrogen and 
the mineral surface, while increasing the temperature led to a reduction 
in the gas density [20,23]. In comparison to mica, the contact angles on 
quartz are lower, indicating that quartz is more hydrophilic than mica. 
Similar results concerning the effects of pressure on hydrogen wetta
bility on clays are reported by Al-Yaseri et al. [22]. 

Among the experimental observations, a possible inconsistency is 
that contact angles for the mica/H2/brine system decreased with 
increasing temperature, while those for the quartz/H2/brine system 
increased with temperature. It is possible that this difference is related to 
the structure of the mineral surfaces. On quartz, water can form 
hydrogen bonds with the silanol groups of the surface, which become 
weaker as temperature increases, highlighting that the contact angle on 
mica depends on H2 density, while on quartz, it depends on hydrogen 
bonding [20,21,24]. Iglauer et al. [17] observed similar results in their 
experimental work, where increasing pressure and temperature changed 
the sandstone surfaces from weakly ‘water-wet’ to ‘intermediate wet’. 
Contrary to widely reported literature data, Hashemi et al. [19] found 
that there was no distinct correlation in the contact angles measured on 
a sandstone, within temperature and pressure ranges 20–50 ◦C and 
20–100 bar, respectively. The authors attributed their results to differ
ences in measurement methods and experimental conditions. Through 
geochemical modelling, Zeng et al. [16] linked the geochemical re
actions taking place on gas-brine-rock interfaces to the wettability of the 
surface, and found that on carbonate rocks, increased temperature en
hances the hydrophilicity of the surface due to greater repulsive force 
between H2 and calcite. In general, the results from geochemical 
modelling corroborates the experimental (tilted plate method) results of 
Hosseini et al. [18] on the hydrogen wettability of carbonate formations 
at similar conditions. 

Another important consideration pertains to observations regarding 
the water/brine-gas interfacial tension (IFT), which can be evaluated as 
follows [25]: 

γ =
Δρg

(
βkapex

)2 (1) 

In Eq. (1), Δρ is the density difference between water/brine and gas, 
g is the gravitational acceleration, kapex is curvature at the drop’s apex, 
and β is a dimensionless shape parameter. 

Several studies quantified water/brine-H2 IFT [26–30], generally 
showing that the brine-H2 IFT reduces linearly with increasing tem
perature and pressure, although temperature had a more significant 
effect. The IFT reduction with pressure is attributed to the increase in 
density of the compressed gas because liquid water is relatively 
incompressible. The substantial reduction in the density difference be
tween water and hydrogen gas was considered responsible for the IFT 
decrease with rising temperature. Hosseini et al. [26] developed an 
empirical equation to predict IFT as a function of temperature, pressure, 
and brine molarity, achieving good agreement with experimental data. 
However, Chow et al. [28] found that at 298 K and 323 K, there is an 
initial increase in H2-water IFT (from the surface tension value of water) 
with increasing pressure (up to ~ 2 MPa) before the IFT decreases lin
early with further increases in pressure. 

Rock-fluid IFT can be estimated via the Young’s equation [i.e., Eq. 
(2)] and Neumann’s equations of state. For example, in shale, rock-H2 

IFT was found to decrease with pressure and temperature. On the other 
hand, rock-water IFT decreases with temperature and remains constant 
with pressure because water is incompressible. This suggests that rock- 
gas IFT is the main parameter affecting the change in wettability with 
pressure in rocks [31]. These results can be correlated with the cohesive 
energy density (CED) of the different phases. For example, as pressure 
increases, the CED of the gas increases while the CED of the rock remains 
relatively constant. This yields a reduction in the difference between the 
rock and gas CED, which leads to favourable interactions between the 
gases and the rock. Similar findings were reported for H2 and CO2 on 
calcite. However, the calcite-gas IFT increased with temperature, which 
shows that rock-gas IFT depends on the gas type [32]. As the tempera
ture increased, the gas CED decreases while the rock CED remains 
relatively constant, resulting in an increase in the rock-gas CED differ
ence. This suggests less favourable interactions of the gases with calcite 
at elevated temperatures. Because the density of CO2 decreases to a 
greater extent than H2 density, the extent of increase in rock-gas IFTs is 
larger in CO2/water systems than in H2/water systems [32]. Arif et al. 
[33] also investigated solid/CO2 and solid/water interfacial energies for 
quartz, mica, and coals. They reported that solid/CO2 IFTs decreased 
with pressure and increased with temperature for the reasons explained 
above. Solid/water IFT decreased with temperature for all the minerals 
except for quartz where an increase was observed. The IFTs were 
correlated with the hydrophilicity of the surface, which allows the 
wetting behaviour to be understood. The increase in quartz/water IFT 
with temperature was attributed to desorption of water molecules from 
the surface. Another study showed that rock-water IFT increase with 
temperature on calcite, dolomite, quartz and shale for similar reasons 
[34], whereas the IFT of basalt and gypsum are unaffected by temper
ature. On the other hand, rock-H2 IFT was found to decrease with 
pressure. 

The Young’s equation relates IFTs to contact angles as follows [35]: 

cos (θ) =
γsg − γsw

γwg
(2)  

where the subscripts s, g and w refer to the solid, gas and water (or 
brine), respectively. The contact angle between gas-brine interfaces and 
the solid surface, and the gas-brine IFT are related to the capillary 
pressure via the Young-Laplace equation: 

PC = pnw − pw =
2γ cos (θ)

r
(3)  

where Pc is the capillary pressure, r is the effective pore radius corre
sponding to the largest pore, pw is the pressure in the wetting phase 
saturating the seal rock, pnw is the pressure in the non-wetting phase and 
γ is the gas-brine interfacial tension. 

Equation (2) shows that the wettability of the mineral surface in
creases with rock-gas IFT and decreases with rock-water and water-gas 
IFTs. Equation (3) quantifies the pressure at which the non-wetting 
phase penetrates the largest pore of a caprock previously saturated 
with the wetting phase (brine or water). This pressure can be positive or 
negative, depending on the wettability of the rock [23,36]. As an 
example of the applicability of these equations, Hosseini et al. [37] 
showed quantitatively that increasing contact angles with temperature 
and pressure reduces the capillary sealing efficiency of shale rocks. The 
trend with pressure is related to the increase in contact angles, consis
tent with some of the studies summarized. Although the water wetta
bility of shale samples studied increase at higher temperatures, the 
reduction in IFT was more significant, leading to an overall decrease in 
the capillary entry pressure. 

Although the results just reviewed provide a generally consistent 
picture, some gaps remain, especially concerning the role of the nature 
of the rock surface and the rock-fluid interactions in determining the 
interfacial and wetting properties for systems relevant to underground 
hydrogen storage (UHS). Molecular simulations are well suited for 
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addressing these knowledge gaps, as our group demonstrated for a few 
important interfacial systems [38–42]. 

To improve hydrogen recovery and reduce losses of hydrogen during 
withdrawal, UHS requires a cushion gas, such as CO2, CH4, and N2, to 
maintain the reservoir pressure high as hydrogen is recovered from the 
reservoir. Kanaani et al. [43] found that N2 and CH4 increase both 
reservoir pressure and subsequent hydrogen recovery more effectively 
than CO2. It has been suggested that cushion gases that yield higher gas 
wettability on a mineral surface, compared to H2, promote easier sep
aration during injection or withdrawal of hydrogen due to stronger 
interaction of the cushion gases with the surface [4]. It has also been 
suggested that density differences can be used as a criterion for selecting 
an appropriate cushion gas [44]. In Al-Yaseri et al.‘s study of the 
wettability of clays, nitrogen, CO2, helium and argon showed stronger 
gas-wetting behaviour on kaolinite, illite, and montmorillonite clays, 
suggesting their suitability as cushion gases [22]. This was in line with 
clay-H2 IFT being higher than clay-N2 and clay-CO2 IFTs, as derived 
from experimental contact angles and gas-liquid IFT data using Neu
mann’s equations of state [45]. Ali et al. [46] also observed higher 
contact angles and lower solid-gas IFTs for mica–CO2–brine compared to 
mica-H2-brine systems. Isfehani et al. [27] reported that the IFT of brine 
+ H2 + CO2 reduces with increasing CO2 concentrations. The density of 
mixed gas increases with the fraction of CO2 which decreases the density 
difference between gas mixture and water solution, leading to IFT 
reductions. 

Although there have also been experimental studies on methane as 
cushion gas [29,47,48], less extensive studies have been reported for the 
effect of H2 on wettability of clays, as well as quantifying the effects of 
cushion gases on such features. To help fill this knowledge gap, we 
conducted molecular dynamics (MD) simulations to determine the ef
fects of CO2 and CH4 on the contact angles of aqueous brine (10 wt% 
NaCl) on the kaolinite clay surface as a function of pressure. To com
plement our contact angle observations, we determined gas-liquid 
interfacial tensions at the conditions chosen for the wettability simula
tions. The results are interpreted towards identifying which gas is more 
effective for managing underground hydrogen storage. 

The manuscript is organized as follows: Section 2 provides models 
and force fields details. In Section 3, the results in terms of contact angles 
and IFT are presented and discussed, where possible with the aid of 
experimental data from literature. Finally, conclusions are drawn. 

2. Simulation details 

2.1. Model setup 

Kaolinite (Al2O32SiO2.2H2O), one of the most abundant clay min
erals, is a 1:1 layered aluminosilicate with alternating sheets of silica 
(SiO4) tetrahedral and octahedral alumina oxyhydroxides joined by 
apical oxygen atoms [49,50]. In our simulations, kaolinite was cleaved 
along the 001 or 00–1 basal plane, normal to the Z axis. The silica tet
rahedron surface, often referred to as the siloxane surface, is hydro
phobic. The alumina octahedral terminated with a plane of surface 

hydroxyl groups is the hydrophilic gibbsite surface. The kaolinite sur
face was placed parallel to the X–Y plane. The interactions between the 
two surfaces strongly depend on the relative orientation and on the 
presence of salt in the aqueous systems [51]. 

There were two sets of systems used for the determination of contact 
angles. In Fig. 1, we illustrate the setup for the first set of calculations, in 
which we placed a cylindrical water droplet containing 2500 water 
molecules and NaCl ions yielding 10 wt% NaCl on the kaolinite siloxane 
surface. The cylindrical droplet shape, infinitely long across the periodic 
boundaries, eliminates effects due to the three-phase contact line in the 
determination of the contact angle [51–53]. The droplet was surrounded 
by varying compositions of hydrogen (H2), methane (CH4), and carbon 
dioxide (CO2), as shown in Table 1. The brine droplet was placed on the 
siloxane part of kaolinite because we observed complete spreading of 
water on the gibbsite surface, which also corroborates previous MD 
simulations [54]. To confirm the choice of the number of water mole
cules used to create the droplet, we performed a number of simulations 
with the water droplet containing 4000 water molecules. Our results 
(Table S1 in Supplementary Information – SI) showed that the contact 
angles did not increase significantly, while the simulations become more 
computationally expensive. A second set of calculations was carried out 
by placing one cylindrical gaseous bubble containing H2, CO2 and CH4, 
on the hydrophilic part of the kaolinite surface and surrounding the 
bubble with 10 wt% NaCl brine. The number of molecules in these 
systems is presented in Table S2 of the Supporting Information. 

The cylindrical droplets/bubbles were oriented parallel to the X di
rection, resulting in a solid-fluid interface perpendicular to the Z di
rection. The simulation box of size 51.98 × 179.64 × 200 A3 was 
periodic in all three directions. The Y dimension of the simulation box 
was extended to prevent spurious effects due to interactions across the 
periodic boundary conditions, which were applied in the 3 directions. 

To calculate brine – gas interfacial tensions (IFT), we placed 3000 
water molecules at the centre of a simulation box, forming a liquid film 
of thickness ~ 45 Å parallel to the XY plane of the simulation box. 
Various numbers of H2, CO2, and CH4 molecules were positioned on 
either side of the liquid film within the simulation box to represent the 
cushion gas composition being studied. The X, Y, and Z dimensions of 

Fig. 1. Initial configuration of a water droplet on the siloxane surface of kaolinite. Kaolinite (siloxane) surface = purple; oxygen (water) = red; hydrogen (water) =
white; hydrogen (gas) = blue and CO2/CH4 = green. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 

Table 1 
Compositions of systems containing water droplets deposited on the siloxane 
surface of kaolinite simulated in this work.  

System Number of molecules 

H2 – Cushion gas percentage by 
weight 

Water NaCl H2 Cushion gas (CO2/ 
CH4) 

100% H2 2500 77 4500 0 
50% H2 – 50% CO2 2500 77 4500 206 
10% H2 – 90% CO2 2500 77 4500 1841 
100% CO2 2500 77 0 14000 
50% H2 – 50% CH4 2500 77 4500 563 
10% H2 – 90% CH4 2500 77 4500 5065 
100% CH4 2500 77 0 5650  
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the box used for IFT calculations were 50, 50, and 100 Å, respectively. 
This set up has been applied previously in our group to produce realistic 
CO2-water IFTs [55]. System compositions are shown in Table S3 of the 
SI. The approach implemented is similar to previous studies from our 
group [56]. 

2.2. Force fields 

The kaolinite surfaces were modelled using the CLAYFF forcefield 
[57], following prior studies of wettability for kaolinite [54]. Water was 
represented by the rigid SPC/E [58] model and NaCl ions were modelled 
as charged Lennard-Jones (LJ) spheres using the Joung – Cheatham (JC) 
[59] force field without polarizability. The transferable potential for 
phase equilibria (TraPPE-UA) force field [60] was used to describe 
methane because it correctly describes the critical properties and 
vapor-liquid coexistence of linear alkanes far from the critical point. We 
used the flexible EPM2 model reported by Cygan et al. [61] for CO2. This 
model improves the predictions of the interfacial and thermodynamic 
properties and correctly predicts the vibrational spectra of CO2. 

Two commonly used models were considered for simulating 
hydrogen. The single site Buch model [62] has the capability of repro
ducing the bulk thermodynamic properties of hydrogen up to high 
pressures (100 MPa). The 3-site Marx forcefield [63] also includes a 
quadrupole moment. Previous studies showed that both force fields 
predict density, viscosity, diffusion coefficients, and fugacity coefficient 
in good agreement with experiments up to 1000 bar [64,65]. To eval
uate the suitability of both models for the purposes of this study, we 
conducted test simulations at 323K and 20 MPa to compare the simu
lated densities, contact angle, and interfacial tension against experi
mental data. The results are reported in Table S4 of the SI. We found that 
the contact angles and gas-liquid IFTs are comparable when either force 
field is implemented. The Buch model was selected because it yields a 
density of H2 closer to the experimental 13.3 kgm−3, and because it also 
reduces the computational costs compared to the 3-site Marx force field. 
Notably, the mutual solubilities of the gases (H2, CO2, and CH4) simu
lated can be studied via the PC-SAFT equation of state (EOS). For 
completeness, we point out that our simulations yield densities for the 
gaseous systems that are in good agreement with experiments. The 
PC-SAFT also reproduces gas densities at a wide range of temperatures 
and pressures, as collated on the NIST dataset [66–71]. 

Dispersive forces were modelled by the 12–6 Lennard – Jones (LJ) 
potential, with the Lorentz-Berthelot mixing rules [72] applied to 
determine the LJ parameters for unlike interactions. Coulombic poten
tials were considered for describing electrostatic interactions. For all 

interatomic interactions, the cut-off distance for short range interactions 
was set to 12 Å, with long-range electrostatic interactions calculated 
using the particle mesh Ewald (PME) method [73]. 

2.3. Algorithms 

The GROMACS package version 2018.2 [74] was utilized to perform 
equilibrium MD simulations. After energy minimization, the system was 
relaxed for 1 ns in the NVT ensemble. During these simulations, the 
kaolinite surface was kept rigid. Subsequently, NPT simulations were 
performed at 323 K and varying pressures between 5 and 40 MPa. The 
pressure was controlled by changing the Z dimension of the simulation 
box, perpendicular to the kaolinite surface. During the NPT simulations, 
we applied harmonic restraints on the kaolinite surface, with a force 
constant of 1000 kJ/mol nm [2]. The equations of motion were solved 
with the leap-frog algorithm [75] with a timestep of 1 fs. For the contact 
angle measurements, we conducted 35 ns equilibrium simulations fol
lowed by 5 ns production runs. Contact angles were calculated every 1 
ns. Equilibrium was considered reached when the droplet shape did not 
change within 10 ns. 

To evaluate the gas-liquid interfacial tensions, we conducted equil
ibration simulations for 20 ns followed by 10 ns production runs. The 
IFT was extracted via the anisotropy of the diagonal elements of the 
pressure tensor: 

γ =
1
2
LZ

(
PZZ − 0.5

(
Pxx + Pyy

))
(4)  

where Lz is the length of the simulation box in the direction perpen
dicular to the gas/liquid interface. Pzz is the perpendicular component 
of the pressure tensor, Pxx, and Pyy are the tangential components of the 
pressure tensor. 

This method for calculating interfacial tensions has been applied 
successfully in previous studies in our group [55,56,76–78]. Each IFT 
simulation was repeated three times to ensure reproducibility. To 
confirm equilibrium, we checked the system’s energy and density pro
files perpendicular to the gas-water interfaces, following prior efforts in 
the literature. The uncertainties in the calculations were estimated as 
one standard deviation among the mean of the results obtained. 

The temperature of kaolinite and the fluids were controlled sepa
rately with two Berendsen thermostats, with a relaxation time of 100 fs. 
The Berendsen barostat was used to control the pressure [79]. Pressure 
coupling was applied only along the Z-direction, leaving the X and Y 
dimensions of the simulation box unchanged. 

Table 2 
Wettability classes based on gas - brine - kaolinite contact angles, as described by Ref. [ [23]].  

Contact Angle (◦)   

0 0–50 50–70 70–110 110–130 130–180 180 

Wettability Complete wetting Strongly water – wet Weakly water – wet Intermediate – wet Weakly Gas – wet Strongly Gas – wet Complete nonwetting  

Fig. 2. 2D density distributions of water oxygen atoms for simulations conducted at 323 K and 20 MPa for systems(a) 100% H2, and (b) 100% CO2 environments, on 
the siloxane surface of kaolinite. The colour bar expresses density in the units of 1/Å3. The grey rectangle illustrates the position of the siloxane kaolinite surface. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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3. Results and discussion 

3.1. Siloxane surface 

3.1.1. Contact angle 
In Table 2, as a foundational basis to our discussion, we report the 

qualitative relationship between contact angle and wettability, which 
served as the basis for semi-quantitative analysis of our results. 

The contact angle is estimated from 2D Y-Z surface density contours 
of the water molecules within the simulated droplets in the plane 
perpendicular to both the surface and the axis of symmetry of the cy
lindrical droplet. The 2D density profiles presented in Fig. 2 illustrate the 
transition of the droplet on the siloxane surface of kaolinite from hem
icylindrical to nearly detached from the surface in the 100% CO2 envi
ronment. The density contour for the 100% CO2 environment aligns 
with the MD results from Tenney and Cygan [80] for a water droplet on a 
kaolinite siloxane surface at 330 K and 20 MPa. The hydrophobic nature 
of the surface causes the droplet to be mobile through the simulation 
box. This mobility was not quantified further. 

Using 2D contours such as those in Fig. 2, the location of the droplet 
interface is defined as the density halfway between the density of water 
in the gas phase and that of bulk liquid water density at the centre of the 
droplet. A circular fit is then applied for each interface, with the slope of 
the tangent lines on both sides of the fit used to extract the contact angle, 
as illustrated in Fig. S1 of the SI. Because of density fluctuations near the 
surface, the density profiles within the first 10 Å from the surface were 
ignored. Similar methods have been used previously in our group [51, 
55,81]. 

In Fig. 3 and Table S5 (SI), we present the brine contact angles on the 
siloxane surface of kaolinite as a function of pressure. In all systems, 
increasing pressure leads to higher contact angles, which is consistent 
with experimental results from literature [20–22]. In the experimental 
studies, the increase in contact angles with pressure was attributed to 
enhanced intermolecular interactions between the gases and the mineral 
surface, a consequence of the increase in molecular gas densities, which 
we also observed in our simulations. 

In the case of pure CO2 (panel a), the contact angles range from 
~118◦ at 5 MPa to ~160◦ at 40 MPa, indicating a change in the surface 
wettability from weakly ‘gas-wet’ towards strongly ‘gas-wet’. This can 
be attributed to relatively strong interactions between CO2 and the 
siloxane surface. The simulated contact angles compare well with those 
obtained experimentally on hydrophobic polytetrafluoroethylene 
(PTFE) and oil-wet mica [82,83]. 

The replacement of 10 wt% CO2 with hydrogen leads to significant 
reductions in the contact angles, suggesting that a small amount of 
hydrogen increases the hydrophilicity of the siloxane surface. For 
example, at 20 MPa, the brine contact angle in pure CO2 is 154◦ and in 
the 90 wt% CO2 system, the contact angle drops to 106◦. Further in
crease in H2 content has no salient effects on wettability. In systems with 
only H2, the contact angle ranges from 91◦ to 106◦ as pressure changes, 

showing that the surface stays ’intermediate wet’ within the conditions 
studied, thus pressure has no significant effect on the wettability for pure 
H2 systems. This suggests that the changes in the hydrogen gas density in 
the pressure range considered are not enough to cause a significant in
crease in contact angles. Consistent with our observations, several ex
periments have reported slight pressure effects on contact angles in the 
presence of H2 [11–13]. 

As evident in Fig. 3, panel b, the effects of methane on wettability are 
less pronounced than those due to CO2, although the same trend of 
increasing contact angles with pressure is observed. At all pressures, the 
increase in contact angles between the systems with only H2 and only 
CH4 does not exceed 15◦. Similarly, Alanazi et al. [48] showed small 
effects of CH4 on shale rocks, for pure gases (H2 or CH4) and 50:50 CH4: 
H2 mixtures. Furthermore, oil-wet sandstone and limestone surfaces 
remained weakly water-wet in the presence of methane, at ~6.9 MPa 
and 22–60 ◦C [29]. 

Recent experiments on clays showed that in the presence of H2, 
contact angles for 20 wt% NaCl brines remained <40◦ at pressures up to 
20 MPa [22]. The discrepancy with our results could be attributed to the 
two basal planes of kaolinite. In the present study, the hydrophobic 
siloxane surface (00–1 plane) of kaolinite was used, while it is possible 
that the hydrophilic gibbsite surface (001) was more dominant in the 
experiment reported by Al-Yaseri et al. [22]. 

Fig. 3. Effects of (a) CO2 gas-mixtures and (b) CH4 gas-mixtures on the contact angles of a brine droplet on the siloxane surface of kaolinite, at 323 K and 5–40 MPa. 
These compositions are expressed as mass percentages. Error bars are expressed as one standard deviation from the mean values. Note that some of the errors 
calculated are smaller than the symbols. 

Fig. 4. Atomic density profiles along the Z direction, normal to the surface, for 
oxygen atoms of water, carbon atoms of CO2, and H2 at 323 K and 20 MPa. Note 
that a single-site model was implemented to simulate H2. Compositions stated 
are mass percentages. The reference (Z = 0) corresponds to the plane formed by 
the topmost oxygen atoms on the silica tetrahedra at the top of the siloxane 
surface of kaolinite. 
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To investigate the solid-fluid interactions further, we computed the 
atomic density distributions of the water droplet by monitoring the 
position of the oxygen atoms (OW) along the axis passing through the 
centre of the droplet. The positions of CO2 (monitoring the position of 
the carbon atoms), CH4, and H2, outside the water droplet, as a function 
of the distance Z normal from the siloxane surface are also monitored in 
our analysis. Note that CH4 and H2 are treated as united atom molecules 
in our simulations, hence they are defined by the position of their center, 
rather than via the position of the atomic constituents. The plane of the 
topmost oxygen atoms on the silica tetrahedral layer at the top of the 
siloxane surface was used as the reference point (Z = 0). For clarity, 
because the structure of the water droplet near the surface is similar in 
all systems (see Fig. S2 in SI), only the profiles in 100% CO2, 100% CH4 
and 100% H2 are shown. The results are shown in Fig. 4. The water 

molecules within the droplet form two distinct hydration layers near the 
surface. The first peak is located at ~2.7 Å from the surface while the 
second appears at ~5.7 Å. Interestingly, the first peaks corresponding to 
CO2 and H2 are found within the first hydration layer observed for the 
brines. However, their densities are much lower, as they are gases at the 
conditions simulated. Comparison of results obtained for CO2 and H2 
shows that adding CO2 to the system reduces the density of H2 molecules 
adsorbed near the surface, although the amount of H2 in the system is 
constant. It is noted that CO2 also displaces some water molecules from 
the surface. It appears that the substantial reduction observed in the 
contact angles can be attributed to the stronger interactions between 
CO2 and the surface, compared to the H2-surface interactions. These 
results highlight the importance of gases adsorbing at the solid-liquid 
and solid-gas interfaces in determining contact angles. These effects 
are expected to strongly depend on fluid composition, surface features, 
as well as system temperature and pressure. Trends similar to those just 
discussed are documented for systems with CH4 as well (Fig. S3 in SI). 
The main difference observed is that the first peak corresponding to CH4 
appears at ~3.1 Å whereas H2 is still found within the first hydration 
layer at ~2.7 Å. 

3.1.2. Gas – brine interfacial tension (IFT) 
In Figs. 5 and 6, we present the effects of the gas mixture composi

tions on gas – brine IFTs. The data are tabulated in Table S6 of SI. IFT 
decreased with pressure, however, the extent of the decrease is more 
pronounced in the systems with higher percentage of CO2 or CH4. For 
example, increasing the pressure from 5 to 40 MPa changes the pure H2/ 
brine IFT by 2 mN/m, whereas the IFT change in pure CO2/brine and 
pure CH4/brine are 15 mN/m and 4 mN/m, respectively (Fig. 5). 
Because hydrogen has a lower density, it is possible that a very signifi
cant increase in pressure is required to cause significant changes in IFT. 
The minimum pressure used in our simulations was 5 MPa, therefore it is 
not possible to validate the increase in H2-water IFT observed by Chow 
et al. [28] at pressures below 5 MPa. Between 5 and 20 MPa, the 
CO2/brine IFTs decrease almost linearly with pressure, until the IFT 
approaches a plateau of ~34.1 mN/m. Bachu and Bennion reported 
comparable findings in their experimental measurements of CO2-brine 
IFTs [84]. Chiquet et al. [36] also found that at temperature conditions 
similar to those considered here, the IFT becomes relatively constant 
above 20 MPa. 

The IFTs for the gas mixtures are found to be in between the values 
obtained for the pure gases, with the results corresponding to 50 wt% H2 
being nearly the same as 100% H2 for both CO2 and CH4 systems. In 
systems with CH4 (Fig. 6), the IFT results for systems with 10 wt% H2 
almost overlap with pure CH4/brine IFTs, at pressures up to 20 MPa. The 
increase in methane vs. hydrogen content reduces the IFT slightly. For 
systems with CH4, the IFT changed from 57.3 mN/m, for 100% H2 
systems, to 52.7 mN/m for 100% CH4. We found that the presence of 
10% H2 also leads to a significant increase in IFT in systems with CO2. 
These IFT results could be attributed to interactions between brine and 
the CO2/CH4 molecules at the interface compared to brine-H2 in
teractions. The results are consistent with other simulation results [85]. 
Comparison to experimental data also shows similar trends in IFT with 
pressure [26,28,36]. 

There have been several methods developed to describe interfaces in 
simulations. Berkowitz et al., e.g., [86] developed an algorithm for 
computing density profiles at rough liquid - gas/solid interfaces. In our 
systems, interfacial molecules are identified by implementing the algo
rithm proposed by Willard and Chandler [87], where the interface is 
identified as the point the coarse-grained density is half the density of 
bulk water. The density profiles in the Z direction, normal to the 
gas-liquid interface, are provided in Figs. 7 and 8. As cushion gases are 
added to the systems, gas accumulates at the interface compared to pure 
H2 systems. This results in enhanced interfacial activities in systems 
containing CH4 and CO2, lowering the IFT. 

The gas-brine IFT results obtained in our simulations were found to 

Fig. 5. Interfacial tension (IFT) of CO2/H2/brine systems as a function of 
pressure at 323 K. These compositions are expressed as mass percentages. Error 
bars are expressed as one standard deviation from the mean. Note that some of 
the error bars calculated are smaller than the symbols. 

Fig. 6. Interfacial tension (IFT) of CH4/H2/brine systems as a function of 
pressure at 323 K. The compositions of the systems investigated are expressed 
as mass percentages. Error bars are expressed as one standard deviation from 
the mean. Note that some of the error bars are smaller than the symbols. 
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scale with the density difference between liquid and gas phases. This 
means that a reduction in the density difference should lead to a 
reduction in IFT. In Table 3, we report the difference in density observed 
between the brine phase and the gas phases. The difference in density 
correlates with slight reduction in IFT for systems contacting CO2, 
compared with CH4, which corroborates our results thus far. This 
reduction in density difference is responsible for the increase in adhesive 
forces between the gases and brine at the interface, which reduces the 
IFT. CH4 has a lower density than CO2, therefore its effect is weaker on 
IFT changes with pressure. Although a reduction in gas-brine IFT should 
increase the water wettability of the surface (based on Equation (2)), the 
surface becomes more gas-wet when CO2 or CH4 is added. This corre
lates with the IFT between the gas and the surface decreasing in the 

Fig. 7. Density profiles in the Z direction, normal to the liquid-gas interface, for (a) 100% H2/Brine, (b) 50%H2+50%CO2/Brine, (c) 10%H2+90%CO2/Brine and (d) 
100% CO2/Brine systems. The simulations were conducted at T = 323 K and P = 20 MPa. The composition percentages are calculated based on mass. 

Fig. 8. Density profiles along the Z direction, normal to the gas-liquid interface, for (a) 100% H2/Brine, (b) 50% H2+50%CH4/Brine, (c) 10%H2+90%CH4/Brine and 
(d) 100% CH4/Brine systems. The simulations were conducted at T = 323 K and P = 20 MPa. The composition percentages are by mass. 

Table 3 
Difference in densities observed between the H2O-rich phase and the gas-rich 
phase, for IFT simulations conducted at 323 K and 20 MPa. The composition 
percentages are by mass.  

System composition CO₂ systems (kgm−3) CH₄ systems (kgm−3) 

100% H₂ 939.6 939.6 
50% H₂ 927.7 928.1 
10% H₂ 852.6 875.5 
0% H₂ 192.1 815.7  
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presence of the cushion gases. 

3.2. Gibbsite surface 

3.2.1. Hydrogen bubbles on the gibbsite surface of kaolinite 
To complement the results for brine contact angles on the siloxane 

(hydrophobic) surface, we placed hydrogen gas as cylindrical bubbles 
near the gibbsite (hydrophilic) surface of kaolinite. We studied the ef
fects of pressure (20–80 MPa) and temperature (30–70 ◦C), as shown in 
Fig. 9. In all systems, hydrogen forms a cylindrical droplet detached 
from the surface, indicative of the strong water wettability of the sur
face. Increasing the pressure from 20 to 80 MPa at 323 K (Fig. 9 panels 
a–c), produces a denser, more compact hydrogen bubble. The circular fit 
around the bubble was estimated by applying a similar algorithm to the 
one used to characterize the water droplets. The radius of this circular fit 
reduced from ~50.5 Å at 20 MPa to ~33.0 Å at 80 MPa, which is 
consistent with the increase in water contact angles in the same pressure 
range. The effects of temperature are less noticeable; nonetheless, in 
Fig. 9 panels d–f, we observe a reduction in the affinity between the 
hydrogen bubble and the surface at high temperature. This is consistent 
with the increase in water wettability with temperature reported for 

mica [20], but not with the reduction in wettability observed for quartz 
[21]. Although the hydroxyl ions on the gibbsite surface can form 
hydrogen bonds with water, it seems that the reduction in H2 density at 
higher temperatures contributes more significantly to the observed 
trend. The results were confirmed by conducting simulations with 
varying concentrations of CO2 added to the hydrogen droplet. The 2-D 
density profiles presented in Fig. 10 corroborate the reduction in H2 
density at the surface observed as the concentration of CO2 increases. 
These results show that water droplets on both the hydrophobic and 
hydrophilic parts of kaolinite respond to changes in pressure and tem
perature in similar manners. 

4. Conclusions 

Molecular dynamics simulations were conducted to investigate 
physical, chemical, and interfacial properties important for the possible 
use of CO2 and CH4 as cushion gases during underground hydrogen 
storage. The model rock interface was kaolinite, an abundant clay 
mineral often found in geological repositories, chosen because of its 
importance in the energy sector. Calculations of contact angles on the 
siloxane surface of kaolinite and brine – gas interfacial tension were 

Fig. 9. 2D density profiles of the H2 bubble near the gibbsite surface of kaolinite. The simulations were conducted at (a) 323 K & 20 MPa (b) 323 K & 40 MPa (c) 323 
K & 80 MPa (d) 303 K & 40 MPa (e) 323 K & 40 MPa, and (f) 343 K & 40 MPa. The colour bar expresses density in the units of 1/Å3. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 10. 2D density profiles of the H2 bubble on the gibbsite surface of kaolinite. The simulations were conducted with (a) 100% H2 (b) 50% H2 & 50% CO2 and (c) 
10% H2 & 90% CO2 at 303 K & 40 MPa. The percentages are by mass. The colour bar expresses density in the units of 1/Å3. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of this article.) 
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carried out while varying the concentration of CO2 or CH4 at 323 K and 
at pressures up to 40 MPa. At all pressures, the presence of both cushion 
gases increased the contact angles of NaCl brines on the surface due to 
stronger interactions of the gases with the siloxane kaolinite surface, 
although CO2 exhibited a stronger effect. Our results also documented a 
reduction in the brine – gas interfacial tension as the concentration of 
cushion gases increases, because of the decrease in the difference be
tween liquid and gas densities. Because higher contact angles and lower 
gas-brine IFTs reduce the capillary sealing pressure, both CO2 and CH4 
reduce the pressure required to displace brine from the mineral pores. 
This in turn reduces the trapping capacity of hydrogen. Conversely, 
these effects are likely to increase the recovery of hydrogen during 
withdrawal. 

To identify the molecular mechanisms responsible for the observed 
results, we investigated preferential adsorption of various molecules in 
contact with the solid substrate. For example, the planar density profiles 
for hydrogen droplets on the hydrophilic gibbsite surface showed that 
lower pressures and higher temperatures reduce the affinity between 
hydrogen and the mineral surface, suggesting that wettability increases 
at these conditions. This corroborates the results obtained on the hy
drophobic siloxane surface. Although there is a reduction in the H2 
density at the surface in the presence of CO2, the increase in CO2 density 
leads to an overall lower surface wettability. 

Ultimately, interfacial tensions and contact angles determine the 
sealing pressure in the reservoir. We expect that intermediate to weakly 
– gas wetting could be favourable for this application. Because the 
cushion gases have stronger interactions with the surface (shown by the 
contact angle results), their presence is expected to increase the recovery 
of hydrogen. One optimum strategy could consider adding a small 
fraction of gases with densities between hydrogen and water, which 
contribute to successful intermittent storage of hydrogen, although this 
possibility needs to be tested. 
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