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Abstract

Many problems in fluid mechanics require single-shot 3D measurements of fluid flows, but are limited by available techniques.
Here, we design and build a novel flexible high-speed two-color scanning volumetric laser-induced fluorescence (H2C-
SVLIF) technique. The technique is readily adaptable to a range of temporal and spatial resolutions, rendering it easily
applicable to a wide spectrum of experiments. The core equipment consists of a single monochrome high-speed camera and
a pair of ND: YAG lasers pulsing at different wavelengths. The use of a single camera for direct 3D imaging eliminates the
need for complex volume reconstruction algorithms and easily allows for the correction of distortion defects. Motivated by
the large data loads that result from high-speed imaging techniques, we develop a custom, open-source, software package,
which allows for real time playback with correction of perspective defects while simultaneously overlaying arbitrary 3D
data. The technique is capable of simultaneous measurement of 3D velocity fields and a secondary tracer in the flow. To
showcase the flexibility and adaptability of our technique, we present a set of experiments: (1) the flow past a sphere, and
(2) vortices embedded in laminar pipe flow. In the first experiment, two channel measurements are taken at a resolution of
512 x 512 x 512 with volume rates of 65.1 Hz. In the second experiment, a single-color SVLIF system is integrated on a
moving stage, providing imaging at 1280 X 304 x 256 with volume rates of 34.8 Hz. Although this second experiment is
only single channel, it uses identical software and much of the same hardware to demonstrate the extraction of multiple
information channels from single channel volumetric images.

1 Introduction

Progress in experimental fluid mechanics is often limited by
techniques for measuring flow fields (Tropea et al. 2007).
This is especially true for chaotic flows-such as turbulence—
which necessitate single-shot 3D measurements (Wu et al.
2015; Ma et al. 2017). In recent decades, high-speed imag-
ing has been made possible through the development of low
light high-speed cameras, high-speed scanning mirrors and
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the development of mass data processing techniques (Ver-
sluis 2013). The development of the digital camera resulted
in experimental two-dimensional imaging techniques such as
planar laser-induced fluorescence (PLIF), particle imaging
velocimetry (PIV), and particle tracking velocimetry (PTV).
PLIF works by shining a laser sheet through a fluid sample
that is embedded with a fluorescent tracer (Hammack et al.
2018; Zhu et al. 2019). The fluorescent signal that arises
from the laser sheet exciting the tracer is then captured by
a camera. PIV and PTV rely on imaging a fluid sample that
is embedded with particle tracers (Bryanston-Cross and
Epstein 1990; Palafox et al. 2007; Adamczyk and Rimai
1988; Briicker and Althaus 1992).
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Traditionally, imaging of fluid dynamics has been
restricted to planar investigations. However, fluids flows are
intrinsically three-dimensional, and hence to experimentally
capture the full dynamics volumetric imaging is necessary.
For example, planar imaging techniques have been widely
applied to study the flow dynamics of animals (Katija
et al. 2015; Pepper et al. 2015; Samson et al. 2019). In
one study, volumetric PIV imaging was applied to study
hydrodynamics of a shark tail (Flammang et al. 2011),
leading to qualitatively different results than previous work
using planar PIV on the wake structures (Wilga and Lauder
2002, 2004). In this particular case a dual-ring vortex
structure shed from the tails could not be fully resolved
from the planar measurements alone, leading to an incorrect
interpretation of the overall flow structure. Similarly, in the
study of turbulence intrinsically 3D mechanisms like vortex
stretching cannot be resolved from planar measurements
alone (Ouellette 2012).

PIV, PTV and PLIF can be extended to three-dimensional
imaging. One approach is to integrate a system of multiple
cameras, Or stereoscopes, to capture unique viewing angles
enabling the reconstruction of volumes from the various
viewing perspectives. This approach is implemented in
tomographic particle image velocimetry (TPIV) (Ortiz-
Dueiias et al. 2010), tomographic particle tracking
velocimetry (TPTV) (Cornic et al. 2020) and tomographic
laser-induced fluorescence (TLIF) (Meyer et al. 2016). An
alternative is to image volumes of the fluid by sectioning
slices of the sample with a laser sheet that is scanned in
time (Krug et al. 2014). This approach is used in scanning
volumetric laser-induced fluorescence (SVLIF); it has the
benefit of simpler hardware (i.e., a single camera) and
much simpler post-processing of the resulting data. Recent
technological developments—e.g., imaging hardware and
mass data processing techniques—now make it possible to
achieve high spatial and temporal resolutions in volumetric
imaging (Osborne et al. 2016; Shi et al. 2018).

Here, we present a novel high-speed two-color scanning
volumetric laser-induced fluorescence (H2C-SVLIF)
technique. The core equipment of the imaging system
consists of a single high-speed camera and a scanning laser
sheet produced by pair of pulsed ND: YAG lasers which
enable two-color imaging. The system is designed such that
it can be easily adaptable to a diverse array of experimental
set-ups by readily tuning its temporal and spatial resolutions.
Notably, our implementation includes open-source software
which corrects for perspective and other distortion effects
when the recorded volumes are displayed or analyzed,
removing the need for telecentric lenses or other complicated
optical systems. As a result, the system is incredibly
versatile, able to adapt to a wide range of scales and image
deep (cubic) volumes if desired. This system operates at
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the limit of fundamental and practical limits to volumetric
imaging in terms of both speed and resolution.

Although other volumetric two-color techniques have
been showcased, e.g., Halls et al. (2018) and Kashanj and
Nobes (2023), these approaches have been constrained
to small volume of interests (VOIs) with dimensions 14
X 14 x 24 mm> and 5 X 5 X 50 mm?, respectively. The
method presented here is not subject to these limitations;
for example, in Sect. 7.1 we present volumetric imaging
with dimensions of 159 x 159 x 168 mm®. We conduct
measurements with data throughput of 1.7 x 10'° voxels/
second, which is of order 10~10* times more data throughput
than previous two-color volumetric imaging approaches.

The apparatus described here is also the first to
demonstrate high-speed two-color scans for the simultaneous
acquisition of LIF and PTV data. Moreover, our technique
operates at video rates or faster--greater than 60 Hz-with
the use of a single high-speed camera which operates at
frame rates greater than 70 kHz. Our imaging demonstrates
a notable advancement over existing techniques due to its
enhanced imaging capabilities, flexibility and adaptability,
rendering it well suited to a wide range of problems in fluids
that necessitate high-speed single-shot volumetric imaging.

As a proof of concept, we conduct H2C-SVLIF
measurements for a set of experiments: (1) flow past a
sphere, and (2) vortices embedded in pipe flow. In the first
of the experiments, we use two separate fluorescent dyes
excited by a pair of pulsed lasers to simultaneously track
small tracer particles and dyed volumes of fluid. In the
second case we extract two separate data channels-a velocity
field reconstructed from tracer particles and the high
resolution dyed vortex lines-using geometric identification
of these two features. The set of experiments use identical
software and nearly identical hardware, demonstrating the
flexibility of our technique. While the focus of this paper
is primarily the imaging system itself, we also provide the
demonstrated data processing and visualization techniques
that are easily expedited using our own novel custom open-
source software (Kleckner 2021b). This software has the
ability to correct for spatial distortion defects in real time
while simultaneously overlaying arbitrary 3D data (e.g., the
location of tracked particle or dyed lines). Moreover,
non-uniform illumination defects, present in the volumes
acquired, are also corrected for in the pre-processing stage

The outline of this paper is as follows: Sect. 2 presents
the basic design and experimental hardware used in our
imaging system, Sect. 3 discusses the fundamental and
practical limits to H2C-SVLIF, Sect. 4 addresses challenges
posed by processing large data sets and how our open-source
in-house viewing software is adapted to handle these data
sets. In Sect. 5, we discuss the post-processing for distortion
correction, calibration for the captured volumes, and
correction of illumination defects. In Sect. 6, we discuss the



Experiments in Fluids (2024) 65:100

Page30of18 100

process for the tracking of the particles and the interpolation
method for the reconstruction of a Eulerian velocity field.
In Sect. 7, we present results from our example systems,
followed up by the conclusion in Sect. 8.

2 Imaging hardware

The H2C-SVLIF system includes a laser sheet generator,
a high-speed camera (Phantom V2512), and a custom-
designed synchronization board. This board-which is con-
trolled through a visualization workstation-synchronizes the
camera and laser sheet generator (Fig. 1). To image in three
dimensions, the laser sheet is swept across the sample while
the high-speed camera records the fluorescent emission
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Fig.1 A schematic of the H2C-SVLIF control system. The entire
setup is synchronized using a custom-designed board controlled
through a GUI in the visualization workstation. The synchronization
board generates signals which are sent to the lasers triggering them
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slices of the sample. The system is designed to be highly
adjustable: the scan width and height are adjustable to image
systems at a variety of scales. The scanning laser sheet is
generated by a mobile integrated platform, allowing the
position and height of the laser sheet to be easily adjusted
(Fig. 2). The laser sources for the sheet are a pair of diode-
pumped lasers (Spectra Physics Explorer One XP 355-2 and
One XP 532-5). The beams are first expanded to 3 mm, and
then combined on a dichroic mirror and directed upward
to the scanning head platform. The head has a manually
adjustable height; the 3 mm width of the lasers in the verti-
cal beam section ensures that the divergence of the beams
is small enough that this does not significantly affect the
beam size over the range of accessible heights. The beams
are then de-expanded to the appropriate diameter for the

Sheet generator (side view)

) Camera
fgger~>| (Phantom <
V2512)

10 Gigk (imaged volume) - sample Tank

on alternating frames (purple and green), the galvanometer (blue),
and high-speed camera (yellow and red). Details of the laser sheet
generator are given in Fig. 2

mirror
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Fig.2 A schematic of the laser sheet generator. The laser sheet is pro-
duced via a pair of pulsed ND: YAG lasers of wavelengths 355 nm
and 532 nm. The laser beams pass through a pair of beam expanders
(BE). The beams then travel to a dichroic mirror (DM) which com-
bines the beams. From there, the beams get deflected up to a scan-

mirror

ning-head platform and pass through a beam de-expander (BD). The
scanning-head platform can be manually translated to adjust to a vari-
ety of sample heights. Finally, the beams get deflected into the Powell
lens (PL) and into the scanning mirror (SM). The resulting laser sheet
is then swept across a sample
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Powell lens (1 mm), which spreads the laser into a uniform
vertical sheet. (If needed, the collimation adjustment on the
final beam expander can be used to adjust the focus of the
final sheet.) Finally, the laser is reflected off a galvanometer
mirror (Thorlabs GVS002) and directed to the sample.

The high-speed camera, galvanometer, and the lasers are
synchronized using the custom-designed synchronization
board; schematics for this board are publicly available on
GitHub (Kleckner 2021a). This board sends an analog
sawtooth signal to the galvanometer controller to define
the scanned volume; this can be adjusted in software as
needed. Two digital pulse signals are dispatched to the
pulsed lasers, inducing fluorescence at distinct wavelengths
during alternate frames. This allows a monochrome camera
to be used, improving both effective resolution and signal-
to-noise ratio as compared to cameras with color chips. A
digital frame sync signal is sent to the camera to trigger
synchronized acquisition. A second trigger signal is sent to
the camera to designate the start of the first recorded volume.
This entire setup is controlled through a visualization
workstation connected to the synchronization board through
a USB connection. The camera is also connected to the
workstation through a 10 Gb ethernet port, allowing for fast
download of large data sets.

3 Fundamental and practical limits
to high-speed volumetric imaging

Volumetric imaging systems are subject to constraints in
resolution, speed and signal-to-noise ratio. These limits
may either be fundamental physical constraints (diffraction
and shot noise) or practical hardware limitations (camera
speed, sensitivity, and data storage). We discuss each of
these below, and arrive at practical limits for high-speed
volumetric imaging with the currently available hardware.
This discussion is tailored to guide those involved in high-
speed volumetric imaging techniques as the same constraints
are applicable to their systems.

3.1 Image resolution

Ideally, the laser sheet would maintain the same thickness
throughout the sample, but in practice this is limited by dif-
fraction. Although we are only focusing the laser sheet along
a single axis, the beam parameters can still be computed
with standard Gaussian optics (Siegman Anthony 1986),
assuming the source laser has a Gaussian profile (as is the
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Table 1 The diffraction limited resolutions for cubic volumes, for the
355 nm wavelength laser and the 532 nm wavelength laser, and an
index of refraction of the sample, n, = 1.33, for water

A (nm) L =L, =L, (mm) h, 4 (mm) N, 4
355 500 0.172 2910
250 0.012 2060

100 0.077 1300

50 0.054 921

532 500 0.148 2380
250 0.115 1680

100 0.094 1060

50 0.067 753

case for the lasers used in our sheet generator). A reasonable
balance between the thickness of the sheet and the distance
over which it is focused can be obtained by setting the Ray-
leigh length, z, = 2™ to be half of the sample size in the
direction of laser travel, L, (Fig. 2), where n, is the index
of refraction of the sample, w,, is the waist of the Gaussian
beam, and A is the vacuum wavelength of the laser.

To ensure uniform sampling, we set the depth of a single
voxel to be equal to the full width half maximum (FWHM)
of the laser sheet. This results in a voxel size

h g =woV2In2 =,/ ﬁ—"ﬁ This should be regarded as the

s

maximum useful resolution; higher resolutions would result
in a negligible increase in information in the measured
volume. Although the resolution limits above were based on
the laser sheet, the same fundamental limits apply to the
camera system and corresponding lens,
402 Table 1 shows the diffraction

zngL, ’
limited resolutions as a function of sample size.

For large volume sizes, L, £ 100 mm, the diffraction
limited resolution, N, , exceeds the image resolutions of
commonly available high-speed cameras. As a result, it is
sometimes desirable to under-resolve the image. This brings
additional benefits as it allows for an increase in the physical
size of the aperture in the camera, which corresponds to a
brighter image for the same amount of laser power. Provided
our desired image resolution, N,, is lower than the diffracted
limited resolution N, ,, we can approximate the defocusing
with a ray optics approach (Ward and Jacobson 2000). Here
we define an F-number for the lens aperture: F = f /a, where
a is the aperture diameter and f'is the focal length. (Note that
per our definition, F' = 8 corresponds to ‘f/8’, as it is usually
specified on camera lenses.) To compute the acceptable lens

1.€., h)(,dl = hy,dl =
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aperture, we will set the ‘circle of confusion’ (the size of a
defocused spot at the edge of the volume) to ¢ = 2p, where
p is the pixel pitch on the camera sensor (p =28 ym for the
Phantom V2512). If we then require that the depth of field
be equal to L., we can obtain:

M*L pL

F= Lo X
2n,c 4nh?

ey

where M = p/his the image magnification, and 4 is the size
of a voxel along the x or y axis at the center of the imaged
volume. The correction due to the sample index of refrac-
tion, 1, can be computed using a ray transfer matrix (Ger-
rard and Burch 1994).

3.2 Image intensity

In order to obtain an image with good signal-to-noise ratio, we
need to ensure a sufficient amount of light reaches the image
sensor. Electronic camera sensors work by converting
incoming photons to electrons, which are then amplified and
digitized. The number of electrons per pixel read by the sensor
is given by n, = nn,, where 7 is the quantum efficiency
(n =~ 0.4 — 0.95 for modern sensors (Janesick 2007) and n, is
the number of photons which reach a single pixel in each
image exposure. In practice the two relevant sources of noise
are technical readout noise and shot noise which comes from
the fact that electrons are quantized. The technical readout
noise is typically referred to as the dark noise and measured in
terms of number of electrons, 1, and the quantum mechanical
shot noise is due to relative fluctuations of photons hitting the
sensor and has an amplitude of \/n_e (Janesick 2007). Assum-
ing these are the only sources of noise, the signal-to-noise ratio

is given by SNR = n,/4/n2 + n,. Although n, can be as low

as 1 electron for high sensitivity SCMOS or CCD cameras, it
is approximately of order n,; ~ 10 — 20 electrons for high-
speed cameras (Gilroy and Lucatorto 2019). If we assume
n = 0.5 and n, = 1000 photons/pixel, SNR = 20. Note that
this is primarily limited by quantum efficiency and shot noise,
and so a lower noise camera would produce only marginally
better results (a perfect camera with n = 1and no excess noise
would produce SNR = 30). In the following discussion we will
use n, = 1000 photons/pixel as the reference level of intensity;
in practice this produces satisfactory images for later
analysis.

Depth of Field Depth of Focus
—

‘l_\' mx 1o

Defocused
q ¥ Spot

Center
of Sample

b

Rear Depth || Front Depth
of Field of Field

Plane of Focus

Sensor
Plane

Fig.3 Schematic of the focusing optics of the camera. The defocused
spot size occurs for distances outside the depth of field. The permis-
sible circle of confusion, ¢, occurs at the rear and at the front depth
of field. The maximum lens aperture size, a, depends on the sample
angle, 6. Here, d, and d; are the distance to object and distance to
image, respectively

We image samples by seeding them with a fluorescent dye
which is excited by the laser sheet. If we wish to produce n,
photons per pixel, the required energy in a single laser pulse,
assuming the small angle approximation, is given by,

_ NynyE)/ <4_7Z'>

E =
PO Yy \x0? @)
2
_ Nyn,E, <4”sF>
yr’op[ M '
where E,,,., is the laser pulse energy, E, = h,c/A =~ 4 X 1071

J is the energy of a single photon (4, is the Planck constant,
c is the speed of light, and we have computed the energy for
4 =500 nm), n,,, ~ 0.51s the overall optical efficiency of the
system (including the quantum yield of the dye and any other
optical sources of loss), 6 = % is the sample half-angle

(see Fig. 3), y is the extinction coefficient of a single voxel
which is fully dyed, and N is the image resolution in the
vertical direction. The term in parentheses is the fractional
solid angle of light collected by the camera lens. For
situations where the majority of the sample is dyed, we
require y < 1/N, to prevent significant shadowing effects.
Let us consider a reference case, where we are imag-
ing a cubic volume of size L, = L, = L, = 100 mm, filled
with water (n, = 1.33), and pumped with a 532 nm laser.
If we use the diffraction limited resolution (N, = 1060)
for the image resolution and have a pixel size of p =28
um, we obtain M = 0.297. The corresponding aperture size

@ Springer
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Table2 The maximum volumetric acquisition rate, r, for H2C-
SVLIF assuming an v; =85% duty cycle and using the maximum
frame rates for a Phantom V2512 camera at the specified resolutions

Volumetric spatial resolution rr (Hz) r, (Hz)
384 x 384 x 384 117,117 129
512 x 512 %512 75,669 62
640 x 640 x 640 52,974 35
768 x 768 x 768 39,180 21
1024 x 768 x 768 31,815 17
1280 x 800 x 800 25,722 13

per (Eq. 1) is F = 59 (assuming n = 1.33). If we assume
an extinction coefficient of y = 0.1/N, ~ 107, and a peak
imaging brightness of n, ~ 1000, the required pulse energy
is & 10 mJ, which is around 100 times more power than
is produced by common pulsed lasers with a sufficiently
high repetition rate of ~ 10* — 10° Hz (Hong et al. 2001).

This reference case suggests a practical limitation:
when imaging macro-scale objects, the resulting large
F-number and small magnification will necessitate a large
energy per pulse. In this case, a significant improvement
can be made by under-resolving the image, and increasing
the camera aperture so that the resolution is limited by
the depth-of-field of the lens, as described in Sect. 3.1. A
decrease in the resolution will result in bigger spot sizes
of the permissible circle of confusion, and will in turn
correspond to a larger half-angle of the imaging sample,
scaling as 6 o 1/N..

As an example, suppose we reduce the resolution to
N, =N, =N_=500. In this case we can decrease the
magnification to M = 0.140, and increase the aperture size
so that F' ~ 15. Furthermore, let us assume that only a small
fraction of the sample is dyed, then we can increase the dye
density so that y = 1/N,. Taking into account all of these
modifications, the resulting energy required per pulse is
E 5 65 pl. If we are recording volumes at a rate of 60
Hz, this is an average power of 2 W, which is achievable with
commonly available lasers.

3.3 Volumetric recording rate

The volumetric acquisition rate of our H2C-SVLIF imaging
system is limited by the sweeping rate of the galvanometer
and the resolution of the high-speed camera. At low
resolutions, the volumetric acquisition rate will approach
the maximum sweeping rate of the galvanometer motor. For
a sawtooth signal the maximum sweeping rate at full scale
bandwidth for our galvanometer is 175 Hz. Our volumetric
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acquisition rates, ~ 60 Hz (see Table 2), are the fastest
for deep (cubic) volumetric imaging, faster than reported
two-color volumetric imaging techniques, e.g., Halls et al.
(2018); Kashanj and Nobes (2023).

At high resolutions, the volumetric acquisition rate is
limited by the throughput of the high-speed camera. Due to
the finite speed of the galvanometer, it will produce a smooth
linear ramp during a fraction of the total scan time, known
as the duty cycle, 5,. The duty cycle depends on the volume
scan rate and the speed at which the galvanometer can reset
and stabilize. The camera recording signal is synchronized
with the effective scan period to only record during this
period. The following equation is used to compute the
volume rate of the system when limited by the throughput
of the camera,

rfnd
r. =
VTN, 3)

where r, is the volumetric acquisition rate, r, is the frame
rate of the camera, and N, is the resolution in the scanning
depth direction, and N, is the number of channels.

4 File formats and viewing software

One of the challenges presented by volumetric imaging is
the large data sets produced by the method. For example,
10 s of 512 volumes recorded at 100 vol/s results in a 134
GB of data (assuming 8-bit data storage). This data can
be compressed, though for scientific analysis it should be
done using a lossless method. Also, ideally the data would
be capable of being decompressed fast enough for real-
time viewing. This is a difficult constraint: playback at 30
volumes per second would require a decompression speed of
4 GB/s (as measured in the decompressed data).

In a typical experiment, a large fraction of the image
volume is empty (i.e., containing no dye). In practice, this
can range from 50 to 95% of the image voxels. In order
to facilitate compression, we clip all pixel values below a
certain threshold, chosen to eliminate the dark noise but have
minimal impact on the collected data. After this clipping, the
image volumes contain large contiguous regions of zeros
which can be easily compressed using an LZ4 algorithm,
supported by the widely used VTK data format (Schroeder
2006). Using this data format, we are also able to include
perspective correction metadata in these files. This allows
for acquired videos, corrected for volume distortions, to be
played back at high rates by our open-source multi-scale
ultra-fast volumetric imaging (MUVI) software (Kleckner
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2021b) on standard desktop or laptop computers. This
software is also capable of dynamically displaying other 3D
data, including derived flow fields (see, for example, Fig. 9)
(Schroeder 2006; Ahrens et al. 2005).

5 Post-processing

The volume imaged by the high-speed camera and scanning
system is subject to distortion due to the viewing angle of
the camera and the scan as seen in Fig. 1. Thus, the raw
data obtained by our 3D imaging system includes distor-
tion and non-uniform illumination due to the varying angle
of the laser sheet and perspective foreshortening from the
imaging system. Since we employ the use of prime lenses
(Mikro-Nikkor AF 105 mm /2.8 D), distortion effects are
negligible as these prime lenses have extremely low distor-
tion (Reznicek 2014). Although in principle the perspective
effects could be eliminated optically (i.e., using a telecen-
tric lens), this significantly complicates the experimental
design and, in practice, limits the volume size. Moreover,
non-uniformity in the illumination provide additional vari-
ations of order 10-20%. We have developed methods for
correcting the resulting distortion in real-time display of the
volumes, and for correcting the non-uniform illumination in

-Scanner

~=--.0
==

é
Camera V4

Fig.4 Schematic of imaged volume. The purple area indicates the
raw distorted volume, the square black line shows the corrected
volume. Note that the signs of d, and d, depend on the direction of
the scan, and on the location of the scanner relative to the camera,
respectively

the pre-processing. This is enabled through our customized
viewing software (MUVI) presented in Sect. 4.

By employing the use of a single high-speed camera and
imaging directly in 3D, the post-processing task for the
reconstruction of volumes is streamlined when compared to
tomographic imaging techniques such as TPIV and TPTV.
Tomographic imaging techniques necessitate multiple
distinct viewing angles typically achieved through camera
systems or reflecting mirrors (Ortiz-Dueiias et al. 2010;
Halls et al. 2018). These techniques result in intricate
imaging system designs, complex volume reconstruction
algorithms and distortion correction procedures particularly
when imaging deeper volumes. As a result, these techniques
are often constrained to VOIs which are shallow in at
least one dimension, e.g., Wu et al. (2015); Eshbal et al.
(2019); Lv et al. (2022). In contrast, our technique utilizes a
straightforward geometric approach that directly maps raw
space coordinates (the position of each voxel in the recorded
data) to physical space coordinates. The implementation
of single-camera H2C-SVLIF also enables the imaging of
complete 3D structures and deep VOIs (see Tables 3, 4),
extending beyond particle imaging. This kind of imaging
is not readily achievable with systems reliant on only a few
distinct viewing angles or cameras.

5.1 Distortion correction

To correct the perspective, we use the following coordinate
systems and transformations between them (Fig. 4):

e Raw space coordinates Each point is assigned a
coordinate («’, V', and w') in the range of 01, based on
the relative position of each voxel along each axis in
the raw recorded data. These voxels will be subject to
distortion due to the scan angle of the laser sheet and
the viewing angle of the high-speed camera.

e Slope space coordinates Due to the nature of the
imaging system, «’, v/, and w’ correspond to slopes (m,,
my and m,) in physical space, rather than displacements.
Note that, in the case of the laser scanner this ‘slope’
actually refers to an angle, but the difference is
negligible (less than 1%) if the maximum angle is less
than ~ 10°. At the maximum scan angle of our scanner
(12.5°), voxels will appear ~ 20% larger at the edges
but in practice we maintain the scan angle relatively
low (=~ 8°) to mitigate this effect. The relationship
between raw coordinates and the slopes is given by:

T
—<L—mx+§> (4)

X
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b (%]

Vv = (L_y y+5> (®)]
r_ 4 1

w = <L—Zmz+§> (6)

e Physical space coordinates We can compute the
slope space coordinates in relation to physical space
coordinates (x, y, and z) using the equations:

m. = X
Sl )
m, = —= @
y dz -z
tan(mz) rm, = P Z_x. 9)

e Jdealized image coordinates It is also useful to
define idealized image coordinates (u, v, and w) in an
undistorted space:

x=(u-2)L, (10)
(-t
i= (w - %)LZ. (12)

The limits of these coordinates extend slightly beyond
the range O to 1 because of the mismatch between the
non-rectilinear imaged space and the rectilinear idealized
space (i.e., the extent to which the purple box in Fig. 4
extends beyond the black outline).
From these definitions, we can relate the raw image
coordinates to the idealized image coordinates:

r u+e,
T T e, (13)
,  vte
Vo= 1+ 2e, (14
; w+ €,
YT T e, (5)
where:
LZ
€ = 4_dz(1 —2w) (16)
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= L 1-2
ex=7x( —2u). (17)

N

It is also possible to reverse this transformation:

W' +elQu' —1-2e)
"= 1—4¢ee (18)
X Z

Vi+el(2V — 1 -2¢)

'E 1 —d4ce! (19)
B w+e 2w —1- 26‘;)

W= 1- 4€)’C€£ (20)

where:
L

€ = ﬁ(l —2u) 1)
L

= 21 -2w
e 4dz( w') 22)

Although in principle the volumes could be perspective
corrected before viewing and analysis, this would either
result in image degradation or require up-scaling of the data.
Both are highly undesirable. As a result, we have developed
viewing software which corrects the perspective as it is

Fig.5 Schematic depicting the effective distances, d, and d,. The
effective distance is given by the distance from the center of sample
to where the rays in the sample would converge in the absence of
refraction
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being displayed. This works by converting the raw image
coordinates into the idealized image coordinates using the
equations above. As the transformation is relatively simple,
this can be done at a low level in the display pipeline with
minimal impact on performance.

The distortion also needs to be corrected for any features
extracted from the raw volume data. For example, consider
the problem of particle tracking: if the raw volumes are
sent to particle identification software, it will return their
positions in the raw image space. These positions can then
be converted to the idealized image space after the particle
identification. The software library also provides built-in
functions for this coordinate transformation.

5.2 Effective distance

The distortion correction discussed in the previous sec-
tion assumes that the imaged volume has the same index
of refraction as medium surrounding the scanning head
and camera. For typical experiments, however, the imaged
volume will be in a fluid, and so the deflection of the light
rays by the dielectric interfaces needs to be accounted for.
In practice, this means that the distances, d, and d_, from
the sample center to the scanner head and from the sample
center to the camera needs to be replaced with an effective
distance, d,, accounting for the changing index of refrac-
tion, see Fig. 5.

The relationship between the maximum ray slopes, m;,
in different layers (e.g., air, glass, and water) is given by
Snell’s law, and applying the small angle approximation
results in,

i= M (23)
where n; is the index of each layer. This relationship can be
derived from Snell’s law assuming the light rays are nearly

perpendicular to all surfaces.
Thus, for a total of K interfaces,

L K K d.
2= Y md, = ngmy Y =, (24)
i=1 =1 "

and therefore,

L S d;
dy=— = 4.
0= g = 25)

where ny is the index of the final layer (i.e., ng = n, is the
index of the imaged volume). This effective distance can be
used if layers are measured directly. Note this correction is
applied to both the distance from the scanner to the sample
center, d,, and the distance from the camera to the sample
center, d,, for both the spatial calibration and intensity
correction.

5.3 Spatial calibration

We have also developed a process for automating the
determination of parameters, L, Ly, L.and d,, d,, using a
calibration target. The determination of these parameters
allow us to map the raw distorted space coordinates to
physical space coordinates. The target is composed of a
regular grid of fluorescent spots, spaced by 5 mm, on a flat
sheet of acrylic. The target is created from a sheet of 6 mm
thick orange fluorescent acrylic, painted black on one side.
A laser engraving system is used to engrave a rectangular
grid of 1 mm spots, removing the black paint in these areas
and exposing the fluorescent plastic underneath.

The distortion correction parameters, L,, Ly, L andd,,d,
can be obtained directly from the raw distorted volumes of
the grid captured by the camera. The process of obtaining
the distortion correction parameters is as follows:

1. Image the target in the sample fluid, placed at an
approximately 45° angle with respect to the camera so
that the laser scanner can illuminate it entirely while also
being fully visible to the camera.

2. Locate the centers of each spot in raw space coordinates
using a particle tracking algorithm (see Sect. 6).

3. Construct a model which transforms from the positions
on the target to the raw space coordinates, including
distortion corrections. This model incorporates L.,
Ly, L, and d,, d, as well as arbitrary displacements and
rotations of the target (modeled as Euler angles). Eqns.
18-22 return the idealized image coordinates (u, v and
w) from the raw distorted space coordinates (u’, v/, and
w’). Then, we transform the idealized image coordinates
to physical space coordinates (x, y and z) by applying
Eqns. 10-12. Finally, the calibration target is rotated and
displaced to lie flat and centered on the Z = O plane.
The model first takes a 3 X 3 grid near the center of the
volume and fits the grid onto the plane by optimizing the
distortion parameters discussed in the next step.

4. Optimize the parameters of this model using the
Broyden—Fletcher—Goldfarb—Shanno algorithm
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Front View

Top View

Front View

Top View

Fig.6 Calibration target displayed in MUVI software. (a) Raw image
data capture by the camera, without correction for perspective. (b)
The same data after perspective correction

(Nocedal and Wright 2006). We minimize the following
egg-crate fitness function:

/ / N\ 2
U = —cos’ <ﬂ> cos? <Q>+<E> , (26)
s s s

where s = 5 mm is the known distance between target

points, and x’, y’, and 7’ are physical space coordinates
of the tracked points after applying the transformation
model in the previous step. The optimizer returns the
distortion parameters, displacements and rotations.

5. The entire image target is calibrated by repeating Step
3 and Step 4 and using initial guesses (the approximate
distortion parameters, displacements, and rotations)
returned by Step 4.

Figure 6 shows an actual captured image of a calibration
target before and after the perspective correction. We
compute the RMS between the tracked points and the
reconstructed points of our model, and find it to be within
subvoxel accuracy, RMS ~ 0.23 voxels.
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Fig.7 Schematic showing the intra-tank distances, ¢,, f, and ¢, used
for the LIF reference model, Eqn. 27

5.4 LIF calibration

For many LIF applications, it is necessary to produce a
signal which is proportional to the local dye density. In the
weak excitation limit, the fluorescence intensity of the dye
is proportional to the local dye concentration (Krug et al.
2014), and in turn the digital signal recorded on the camera
is also proportional to the fluorescence intensity (Manin
et al. 2018). However, due to the optical configuration of
our laser scanning system, the intensity of the laser sheet
systematically varies by 10% or more across the volume. To
correct this, we obtain a correction field which compensates
for several experimental imperfections using a solution of
uniform dye intensity. We image the uniform dye with the
3D scanning system to obtain an intensity field, c¢,, measured
in units of digital counts on the camera sensor. We then fit
this to a reference model:

d
€,(.3.2) = b+ [ Vo(£) == exp(=n£’) @7
s, = Y
=T (28)
(29)
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Table 3 The reported mean signal, computed noise levels, and sig-
nal-to-noise ratio for the two different excitation sources. Reported
values are for the experiments described in Sec. 7.1. The SNR for
the 355 nm laser was calculated for the regions on the x-axis where
(¢,) > imax(c‘u).

A(mm) (c,) o, (counts) o, SNR
(counts) (counts) )
=20loenn [T] (dB)
355 404 5.7 2.5 17.0
532 279.2 9.3 4.7 29.5
(30)

where b is the black level of the camera. f} is a piece-wise
cubic spline correction function in s, fitted with 20 points. f;
is also a piece-wise cubic spline correction function in [, fit-
ted with 5 points. £, and , are the lengths of light ray from
the inside of the tank to a point in the imaged volume (see
Fig. 7), and s, corresponds to the slope along the laser sheet
(used to correct the non-uniform sheet profile). # is a decay
constant with units of 1/m, used to model the absorption of
the excitation by the uniform dye.

This complete model is fit using a least squares
minimization routine, which obtains optimal values for #
and the parameters defining the cubic splines for f, and f..
All other values are have been obtained previously using the
volume calibration procedure (see Sect. 5.3). A corrected
digital signal value, ¢/, proportional to the dye intensity is
then given by:

4 1!
(x,y,2) = [e(x,y,2) — b [f,(sy)fz(fz)d—ix] , 31

where ¢ is an experimentally recorded intensity field.
Note that the exponential decay of the illumination is not
included, as this is only relevant for the uniformly dyed
reference sample, c,. In other words, this neglects dye
shadowing effects in experimentally relevant samples
(Mayer et al. 2018). The performance of this correction is
limited by camera readout noise, shot noise, and intensity
noise of the laser sheet (stated by the manufacturer to be 4%
for 355 nm excitation and 3% for 532 nm), each of which
produces random fluctuations that cannot be corrected. To
reduce the impact of these sources of noise on the reference
intensity, c,, we optimize our correction parameters using a
temporal average of 19 volumes, ¢, = ), ‘F‘

The magnitude of uncorrectable noise can be obtained
directly from fluctuations in ¢, for different volumes:

o2 = ((¢, — c,)?), where (-) represents a spatial average, e.g.,
()=20x m In practice the fit of ¢, will always have

some noise; this can be characterized by 62 = ((¢, — ¢,)?).
Experimentally, we obtain o, ~ %au. Thus, variations in the
corrected intensity for experimental data sets are dominated
by random fluctuations rather than imperfections in the
reference model. In practice, we obtain signal-to-noise ratios
of ~ 17 dB for the UV channel and ~ 30 dB for the Green
channel. Note, for the Green channel, the noise is computed
after cropping 10% of the volume from each edges before
analysis to avoid edge effects.

6 Velocity measurements

In order to measure the velocity of the fluid, we use a
particle tracking velocimetry (PTV) approach which locates
individual tracer particles in the 3D volumes and links them
into tracks over time. We then use a resampling algorithm to
interpolate these tracks into smooth particle velocities, and
a second algorithm to interpolate these discrete velocities
onto an arbitrary regular grid, giving an effective velocity
resolution on the order of particle spacing. We note that
if desired, it would also be possible to perform 3D PIV
to obtain a velocity field (for example using OpenPIV;
Liberzon et al. (2020)). However, for the example cases
presented below, it is possible to resolve individual tracer
particles, so a particle tracking method is preferred.

We use an open-source library, Trackpy (Allan et al.
2016) for particle identification and tracking from volume to
volume. Trackpy is an implementation of the Crocker—Grier
algorithm (Crocker and Grier 1996), which works by finding
local peak intensities in the volumes. After localizing the
peak intensities, the algorithm finds the positions of the
particles by taking the average position of the pixels for
which the particles spans and weights them by the brightness
to locate their center of mass. After recovering the positions
of the particles, we update the image coordinates of the
particles to physical space coordinates using the distortion
parameters, as discussed in Sect. 5.3. More advanced
Lagrangian particle tracking (LPT) methods are discussed
in Schanz et al. (2013) and Schroder and Schanz (2023) for
high number of particle identification and the corresponding
tracking of particles over extensive periods of time.

Under optimal scenarios the Crocker—Grier algorithm can
return particle locations with sub-voxel accuracy, although
in practice this is not always the case. Sub-voxel tracking
requires that the tracer particles are well resolved, in other
words that they span at least several pixels in the recorded
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Fig.8 A photograph of the experimental setup. In view are the imag-
ing apparatus consisting of a high-speed camera (left), the experiment
(center), and the laser sheet generator (right)

image. Tracking a large number of particles would require a
much high resolution data set, with a correspondingly lower
recording rate. Given the inherent data rate limitations of
volumetric imaging with current technology (as opposed to
2D imaging), in most cases it will be preferable to use sub-
voxel tracer particles at high density.

To smooth out the resulting trajectories, we implement
a modified Savitzky—Golay (SG) filter (Abraham and
Golay 1964). An average of ~ 22,000-70,000 particles
were present in each frame for the experiments outlined in
Sect. 7. The filter requires a minimum track length and fits
a 15 point window around each measurement to a second
order polynomial. After the fit, ~ 20,000-55,000 trajectories
are yielded, which allows us to resolve ~ 4 times as many
trajectories than in other studies (Janke et al. 2017; Krug
et al. 2014), depending on the experimental configuration.
The “modified" part of the filter includes the ability to

Fig.9 Raw and processed data for flow past a sphere, taken at
Re = 400, visualized in the MUVI software. (a) A volume of the
UV dye channel, showing the sphere and the fluid shed from the dye
injection points which lie along the equator of the sphere. (b) An
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smooth trajectories of particle tracks with a small number
of missing frames. This filter returns a new list of particle
locations and velocities, giving us a randomly spaced
velocity field measurement of the fluid. The complete
implementation of this method is included in the MUVI
software (Kleckner 2021b).

Given the inherent resolution limits of H2C-SVLIF—
and the desire to minimize the Stokes number of the tracer
particles—it is typically the case that the tracer particles
are smaller than an individual voxel. As a result, sub-
pixel tracking is typically not feasible, and the resulting
discretization of the particle position provides the largest
source of noise in the velocity reconstruction. To estimate
the noise in the worst case scenario, we implement our SG
filter on 5,000 virtual particles moving at assigned random
velocities, with positions discretized onto a grid. The error
between assigned velocities and the ones computed using the
filter was found to have an uncertainty (standard deviation)
of o, =0.016 hr,, where & is the voxel size along the
specified axis and r, is the volumetric acquisition rate. The
exact Stokes number in our example data in Sect. 7 depends
on the water temperature and particle size used, but is of
order 107>

To resample the velocity obtained at our randomly seeded
particle locations to a regular grid, we implement a second
order windowed polynomial fit in three spatial coordinates
(Parviz and Moin 2008). One advantage of this method is
one can also compute the strain tensor or vorticity from the
derivatives of the polynomial fit (Kambe 2007). In practice,
we select a radial cosine window as the weight function,

T

w(r) = %(1 + cos a—;), and apply a least squares fit for

Velocity mm/s

overlay of the 3D tracer particle data (teal, obtained from the green
excited dye channel). (¢) An overlay of some of the velocities meas-
ured from tracer particles (purple to yellow arrows)
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In-Plane Velocity smoothing (Gegkinli and Yavuz 1981). The size of the

80 T | = 30 interrogation window is set to a, = 37, where 7 is the median
| particle spacing; ¥= 3-5 mm 7. Higher particle

60 25 concentrations are achievable in order to increase the

resolution, however, attenuation effects and shadowing
effects due to high particle concentration must be considered.

2
20 20 E To resolve features in our flow field we seed particles
£ 0 15 S resulting in concentrations of &~ 12-20 particles per cm?
>E_ g which is & 28 times higher than in the study by Schneiders
-20 kel et al. (2016), for the case of our highest seeded particle
10 g concentration. The window size is selected such that, on
-40 average, there are 3.6 times more measured particle
-60 5 velocities than fit parameters. If desired, this size can be
reduced to improve the spatial resolution of the results at the
-80 0 expense of an increase in noise sensitivity. The noise
-60 -40 -20 0 20 40 60 associated with the resampler, Cps will be less than the noise

for individual particle trajectories due to the inherent
Out-of-Plane Vorticity smoothing agsociated with the intf:rpolation ‘method. The
S : ~ — 3.0 resampler noise depends on the size of the interrogation
SR window and the uncertainty of the trajectories. For an
interrogation window of size a, = 37 the noise was found to
be 6, = 0.005 hr,. This was determined by calculating the
standard deviation from a resampled volume containing
randomly seeded trajectories of standard deviation o,.

To eliminate the effect of spurious trajectories that
sometimes result from errors in the linking stage, we first
implement the windowed polynomial interpolation scheme
on the sparse grid and interpolate the data back onto itself.
This allows us to calculate the relative error between the
interpolated velocities and the data; we then discard the
worst 5% of particles. From the remaining trajectories, we
3.0 reapply the windowed polynomial interpolation scheme to

compute the velocity and vorticity on a regular grid.
Without modification, the effectiveness of this interpola-
tion scheme is diminished near physical boundaries which
Fig. 10 (a) The in-plane velocity field and (b) out-of-plane vorti- reduces the number of measured particles in the fit window.
city field are plotted for a \{ertical slice of the volume at L, = —1.8, In situations where these boundaries are at known loca-
and rotated about the y-axis by —40°. Measurements are taken at . . . .
Re = 950. Streamlines are plotted to reveal flow patterns near the tions and speeds-as in the experimental examples described
sphere below-this can be mitigated by inserting artificial tracer par-
ticles on the boundary which move at the boundary speed. In

EEN
o o
Vorticity s!

I

1
[y
o

1
N
o

Out-of-Plane Velocity

In-Plane Velocity

In-Plane Vorticity

60 60

Py () 25, pra (b) 36, (c) 2.5
g 20 20 E g 20 2-9g 2.0%
E 0 ‘ 155 € 0 > 21 % 152
N -20 10 S N-20 > 1.4 S 1.06

-40 59 -40 072 058

-60 0 -60

-60-40-20 0 20 40 60 -60-40-20 0 20 40 60 -60-40-20 0 20 40 60
X mm X' mm X mm

Fig. 11 (a) The out-of-plane velocity field, (b) the in-plane-velocity taken at Re = 950. The in-plane velocity field reveals the core of a
field, and (c) the in-plane vorticity field are plotted for a horizontal vortex ring, and the in-plane vorticity field reveals the corresponding
slice near the bottom of the sphere at L, = —18. Measurements are vortex ring that is shed from the surface of the sphere
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Table 4 The parameters used
for flow past a sphere and

Values

Definitions

conducting measurements using

25-140 pmol/L
H2C-SVLIF

7=3-5 mm

p =0.0003-0.0005 particles/voxel
14.5 mL/min

u="7.1-18.8 mm/s

D =50 mm

Re = “2 =400-950

F =28(f2.8)
L,=L,=1593-175.6 mm

L, =143.3-168.5 mm

d, =1278-1291.5 mm

d, = 1445.5-1822.1 mm

r, =62.3-65.1 Hz

N, XN, XN, =512X512x 512

Coumarin 2 and Coumarin 120 dye concentrations

Mean tracer particle spacing

Mean tracer density

Dye injection rate

Sphere final velocity

Sphere diameter

Reynolds number

Lens aperture

Imaged volume size in x and y

Imaged volume size in z

Effective distance from camera nodal point to center of volume
Effective distance from scanning-head-platform to center of volume
Volumetric acquisition rate

Volumetric spatial resolution

order to avoid biasing the resampling algorithm, we set the
spacing of particles on the surface equal to the mean particle
spacing. This scheme significantly improves the quality of
the velocity measurements near the boundaries.

7 Results

We present two different sets of experiments to demonstrate
our H2C-SVLIF imaging technique: (1) flow past a sphere
with simultaneous measurement of tracer particles and a
passive tracer and (2) laminar pipe flow with streamwise
vortices embedded with dye. Although the second
experiment only uses a single fluorescent channel, it uses
most of the same hardware and identical software to extract
two types of data from a single channel. In both cases, we
collect PTV data and present flow analysis by reconstructing
the velocity and vorticity field. Dye is used to reveal different
flow patterns in each of the experiments.

7.1 H2C-SVLIF

To validate our novel H2C-SVLIF technique, we designed a
pair of test experiments consisting of a 50 mm sphere pulled
through a tank of water using a linear actuator (Fig. 8 and
Supplementary Movie S1) for two different derivatives of
Coumarin dye (Thermo Scientific Chemicals Coumarin 2
and Thermo Scientific Chemicals Coumarin 120). The solute
of the dyes is water and the resulting molarity of the solu-
tions are 25-140 pmol/L. . The fluid is randomly seeded
with neutrally buoyant tracer particles (Cospheric Orange
Polyethylene Micro-spheres with 106—125 pm diameter);
the number density is chosen so that they have an average
spacing of 7 = 3—5 mm. Their fluorescent absorption is well
matched to the 532 nm laser (peak absorption: 525 nm, peak
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emission: 548 nm). A 532 nm dielectric laser notch filter is
placed in front of the camera lens to block any light directly
reflected from the sphere or other parts of the apparatus
(i.e., so that we only image the fluorescent light).

The sphere is accelerated from rest and is suspended
vertically by a 9 mm diameter stainless steel tube which also
acts as a feeding channel for the dye. The dye is then ejected
from a system of escape channels that lie along the equator
of the sphere. We conduct measurements at Re = 400 and
950 for the respective UV dyes. The absorption maxima of
the dyes are well matched to the 355 nm laser. Coumarin 2,
while commonly available, exhibits lower water solubility
compared to Coumarin 120. Additionally, its absorption
peak is slightly further from the UV laser pulse, making
Coumarin 120 a preferable choice for achieving a better
signal-to-noise ratio. We implement the intensity correction
method outlined in Sect. 5.4 for datasets acquired using
Coumarin 120 as the dye for ejection. Note that to further
improve the SNR of the UV excited dyes we use a larger
aperture of {/2.8. Although this sacrifices some resolution
near the edges of the sample, these regions primarily contain
only tracer particles. Fortunately, spreading the intensity of
a single tracer particle over several pixels should actually
improve the particle tracking accuracy (Crocker and Grier
1996).

The reconstructed 3D images illustrate dye shedding from
the sphere alongside the PTV velocities in Fig. 9. The inten-
sity shown in Fig. 9 is corrected as described in Sect. 5.4 so
one can retrieve quantitative concentration data from the
images shown here, if needed. Our study aligns with previ-
ous research (Spietz et al. 2017; Sansica et al. 2018), which
predict the emergence of vortex rings within the range of
400 < Re < 950. The presence of these rings is visualized



Experiments in Fluids (2024) 65:100

Page 150f 18 100

Camera
(Phantom
V2512)
Sync.
Board

(<) |

NE o

S—7
()
O
3
3

T~

Hydrofoil
(30 mm chord)

Fig. 12 (a) Experimental setup investigating vortex line instabilities
in transitional pipe flow using single-color SVLIF. (b) The region of
interest is contained in an acrylic box in order to submerge the quartz
pipe in index-matched fluid. (¢) Within the pipe, the wing is held in
place with stainless steel tubes that inject Rhodamine 6 G dye into
channels to image vortex cores downstream

through the circulation of dye around them (refer to Fig. 9
and Supplementary Movie S2). Moreover, our analysis
identifies a boundary layer near the sphere where vorticity
flips sign, and the core of the vortex rings, as evidenced
in Figs. 10 and 11. In a similar experimental investiga-
tion conducted by Eshbal et al. (2019), these features were
absent. They reported an error estimate of 1% to 2% for their
reconstructed velocities after applying a 3 X 3 smoothing
Gaussian filter, and report a velocity field of size 32 x 32 X
5 voxels. Our investigation yields a comparable noise esti-
mate, utilizing the Savitzky—Golay filter outlined in Sect. 6,
of approximately 1.4% and a velocity field of size ~ 40 x 40
X 40 voxels for deep VOlIs.

Table 5 The parameters used for flow past a wing using single-color

SVLIF

Values Definitions

250 ymol/L Rhodamine 6 G dye concentration
0.025 mL/min Dye injection rate

7=3.0mm Median particle spacing

p = 0.0004 particles/voxel
D =50 mm

Mean tracer density
Pipe diameter

Re =™ =1023 Reynolds number

F = 22v(f/22) Lens aperture

L. =294.1 mm Imaged volume size (stream-wise)
inx

L, =69.9 mm Imaged volume size in y

L, =54.0 mm Imaged volume size in z

d, =1264.7 mm Effective distance from camera
nodal point to center of volume

d, =660.3 mm Effective distance from scanning-
head-platform to center of
volume

r, =348 Hz Volumetric acquisition rate

N, XN, X N, =1280 x 304 Volumetric spatial resolution

X256

7.2 One-Color SVLIF

In situations where image features are sufficiently different
in geometry or brightness, multiple data streams can be
obtained from a single fluorescent channel. This is desirable
because it drastically reduces the complexity and size of
the setup, and is adequate for many flows of interest. As
an example to demonstrate this technique, we present high-
speed volumetric imaging of stream-wise vortices embedded
in laminar pipe flow.

Although the same H2C-SVLIF laser scanning head
can be used in single channel mode, here we use a smaller,
cheaper, and lighter system which can easily be integrated
onto the moving carriage (Fig. 12). We note, however, that
this system uses an identical camera and synchronization
board as well as the same software to control the scanner
and image the resulting data. All the optics for this experi-
ment are mounted onto a breadboard that is itself mounted
onto a moving carriage that follows the flow in the pipe. The
laser used is a diode-pumped pulsed laser (Spectra Physics
Explorer One HE 532-200).

The flow under investigation is created by injecting two
counter-rotating vortices into a laminar background pipe
flow. Experimental parameters are listed in Table 5. The
vortices are generated by a small hydrofoil placed in the
pipe; the resulting vortices are made visible by injecting
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Fig. 13 (a) Example of raw data in MUVI volumetric viewer. (b)
Vortex line tracking is used in conjunction with particle tracking to
find vortex location and reconstruct trajectories around vortex lines
superimposed onto raw data. These trajectories are used to resample
select measurements onto a regular grid using a second-order poly-
nomial fit, and are displayed in conjunction with vortex line loca-

dilute Rhodamine 6 G through slots in the leading edge
(Fig. 12c¢). The pipe is held in place by an acrylic box for
the purpose of submerging the pipe in index-matched fluid
(water), and providing stability to the tube (Fig. 12b). The
qualitative appearance of these dyed vortex cores appears
as two bright lines spanning the frame, allowing us to track
them precisely using the Fast Marching Method (Fig. 13a-b;
(Sethian 1999; Kleckner and Irvine 2013)).

One minor modification compared to the previous results
is that the laser sheet generator is displaced along the y-axis
as opposed to the x-axis as described above. As a result, the
distortion correction uses a modified formula where x < y,
but which is otherwise identical. This imaging configuration
was chosen to minimize the distance light travels through
the sample for both the laser sheet and camera, improving
imaging quality for this particular experiment.

In addition to the dyed vortices, we also include small
tracer particles in the flow (Cospheric Orange Polyethyl-
ene Micro-spheres size 106—-125 pm), with a mean parti-
cle spacing of 7 ~ 3.0 mm. This allows for simultaneous
measurement of the velocity field in the pipe (Fig. 13b—e).
The combined reconstruction technique allows for coarse
resolution velocity fields (~ 3 mm) to be measured at the
same time as high resolution (~ 1 mm) vortex line geometry
(Supplementary Movie S3).
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tions, shown as white and black points outlined in red. (¢) Streamwise
velocity profile makes a distinct shape as vortices move slower mov-
ing fluid inward and faster moving fluid outward. (d) Streamwise vor-
ticity profile shows vortices seeded by wing. (e) Cross stream velocity
also follows vortex cores, shown as regions of higher velocity around
vortex cores

8 Conclusion

We have presented a novel H2C-SVLIF imaging technique
which permits flexible high-speed volumetric imaging
of multiple data channels in a fluid flow. This system is
considerably faster than existing multi-channel volumetric
imaging techniques; is capable of two channel speeds of
up to 65 volumes per second at a resolution of 512 X 512
% 512. For demonstration purposes, we have employed the
technique to image two different experiments using similar
techniques and hardware. In addition to demonstrating the
flexibility of our novel H2C-SVLIF technique, we provide
a comprehensive discussion of the practical limits of the
technique, including laser intensity, sample size/resolution,
and camera and scanning speed. We have also described
fundamental limits to volumetric imaging, including both
diffraction limits to resolution and the effects of shot noise
to the SNR of the resulting images. All of these limits should
apply not only to our experiments, but to any high-speed
volumetric imaging using similar techniques.

Our system also includes open-source software and
hardware which simplifies and automates much of the
data gathering, imaging, and processing. This includes
automated correction of perspective distortion effects using
a calibration target, correction of non-uniform illumination,
and real time playback and manipulation of the resulting
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data which incorporates these corrections. By integrating
the ability to correct for distortion effects we considerably
simplify the experiment setup, which would otherwise
require large and complicated optics to produce rectilinear
imaging.

The test experiments presented in this manuscript
demonstrate simultaneous visualization of the reconstructed
velocity tracks and dyed regions of fluid. This demonstrates
the ability to reconstruct multiple high-speed data streams in
3D from a single experiment, using either 2 channel imaging
or by reconstruction of geometrically distinct features in a
single channel. The flexibility of the technique allows it to
be applied to a wide range of systems for high-speed single-
shot measurements.
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tary material available at https://doi.org/10.1007/s00348-024-03831-y.
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