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Optical Comb-Based Monolithic Photonic-Electronic
Accelerators for Self-Attention Computation

Tzu-Chien Hsueh

Abstract—This paper adopts advanced monolithic silicon-
photonics integrated-circuits manufacturing capabilities to realize
system-on-chip photonic-electronic linear-algebra accelerators for
self-attention computation in various applications of deep-learning
neural networks and Large Language Models. With the features
of holistic co-design approaches, optical comb-based broadband
modulations, and consecutive matrix-multiplication architecture,
the system/circuit/device-level simulations of the proposed accel-
erator can achieve 2.14-TMAC/s/mm? computation density and
27.9-fJ/MAC energy efficiency with practical considerations of
power/area overhead due to photonic-electronic on-chip conver-
sions, integrations, and calibrations.

Index Terms—Frequency comb, large language model, linear
algebra, matrix-matrix multiplication, matrix-vector multiplica-
tion, micro-resonator, monolithic integration, racetrack resonator,
self-attention, silicon photonics, transformer model.

1. INTRODUCTION

ECENT advances in Large Language Models (LLMs) [1],
R and its underlying deep machine learning model called
the Transformer [2], have shown unprecedented capabilities in
artificial intelligence (AI). ChatGPT (or simply GPT), an im-
portant and impressive LLM developed by OpenAl [1], has the
ability to understand and generate text that appears to resemble
human conversations. According to a recent study [3], ChatGPT
has already become the fastest-growing consumer application
in history, having reached over 100 million active monthly
users in just two months after launch. Beyond the most obvious
impact of ChatGPT in its potential to transform communication
and information, it is also capable of writing code in popular
languages such as Python, C, Java, and JavaScript [4]. Also,
the latest version of GPT was able to score near the 90-th
percentile on an actual bar exam [5]. Beyond language-based
applications, attention-head mechanism [2] has been applied
successfully to scientific problems that on the surface seem
quite far from the initial intent of Transformer models devel-
oped for natural language processing. One notable example
application is the protein-folding problem that is well-known
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to require astronomical amounts of computing power using
traditional computational chemistry approaches. In particular,
protein-folding aims to predict precise three-dimensional struc-
tures of proteins, which is essential for understanding their
function, designing new drugs, and advancing our understanding
of diseases and biological systems. In a groundbreaking paper
[6], the authors demonstrated AlphaFold, which is able to predict
three-dimensional protein structures with remarkable accuracy
as a generative Al task, based on the same underlying generative
model that powers LLMs.

Torealize Transformer models in the hardware physical layers
with such high computation capacities as mentioned, photonic
computing via monolithic silicon-photonics (SiPh) fabrication
and integration [7], [8] is the primary implementation strategy
of the proposed linear-algebra accelerator based on the major
evidence as follows; in particular, this paper focuses on the
acceleration of self-attention computation, which is the key bot-
tleneck in Transformer models. First, since modern data band-
width requirements and the standardization of SiPh integrated
circuits (IC), photonic technology has been widely used for both
long- and short-reach high-volume data communications [9],
[10], [11], [12], [13], [14]. Meanwhile, due to the advancement
of deep learning models far outpacing Moore’s law [15] and
energy/area bottleneck of classical von Neumann computing
architectures, photonic devices and ICs, possessing inherent
parallelism, high degree of connectivity, and speed-of-light
propagation associated with wavelength-division-multiplexing
(WDM) technique [16] in the optical communication, have been
broadly adopted in the computation tasks of linear operations
such as passive Fourier transforms [17] and matrix operations
[15], [18], [19], [20], [21], [22], [23], [24], [25] exhibiting
superior advantages of photonic computing in bandwidth den-
sity, processing latency, silicon area, and energy consumption.
Especially, the concept of optical comb generations [26] plays
a key role in the broadband incoherent photo-detection to cover
more than 128 carriers with 30 GHz to 80 GHz frequency spacing
across the entire WDM spectrum for the proposed linear-algebra
accelerator. Second, the availability of commercial monolithic
SiPh semiconductor process technology, e.g., GlobalFoundries
45SPCLO [7], [8], represents an exciting opportunity to ex-
plore holistic co-design approaches that leverage unique ca-
pabilities of photonics and CMOS electronics to advance the
state of computing that is currently at a crossroad. Particu-
larly, monolithic SiPh technology consolidating all required
photonic and electronic devices/circuits for the proposed linear-
algebra accelerator on a single die can tremendously eliminate

1077-260X © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Univ of Calif San Diego. Downloaded on December 24,2024 at 20:11:30 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0002-8596-6976
https://orcid.org/0000-0003-0019-9972
https://orcid.org/0000-0003-0965-7247
mailto:tzhsueh@ucsd.edu
https://doi.org/10.1109/JSTQE.2024.3425456

3500417

power/area/integration overhead due to interfacing I/O circuits
(SerDes and data transceivers), electrostatic-discharge (ESD)
protection diodes, chip bumps/pads, and interposers/packages
among separate photonic and electronic dies, which mostly have
been ignored in the performance metrics of photonic computing
literature [15], [19], [20], [21], [22], [23], [24], [25] but exposed
by the limited computation scales and dimensions of their real-
istic hardware demonstrations.

The goal of the proposed monolithic photonic-electronic
(MPE) linear-algebra accelerators is to exploit a new applica-
tion of optical combs and practically realize a well-interfaced
and power/area-efficient system-on-chip (SoC) possessing the
functionality of high-dimensional matrix-vector multiplications
(MVM), matrix-matrix multiplications (MMM), and double
matrix-matrix multiplications (D-MMM) for the self-attention
mechanism in Transformer models. The remainder of the paper
is organized as follows. The background of the self-attention
mechanism in Transformer models is summarized in Section II.
The motivation for using monolithic SiPh technology and the
self-attention optimization for the MPE realization are elabo-
rated in Section III. The architecture and building-block func-
tionality with simulated specifications of an MPE-MVM accel-
erator are analyzed in Section IV with practical considerations
for on-chip comb-line power equalizations, nonlinearity/offset
cancellations, process-voltage-temperature (PVT) variation cal-
ibrations, and circuits/devices noise tolerances. The architecture
scalability and parallelism of MPE-MMM and MPE-D-MMM
accelerators are described in Sections V and VI, respectively.
The performance evaluation and conclusion are summarized in
Section VII.

II. BACKGROUND OF SELF-ATTENTION

The Transformer model [2] is a type of deep learning network
architecture that employs self-attention as a mechanism for
processing input sequences. It can efficiently capture long-range
dependencies and relationships within the data by differentially
weighting the significance of each part of the input sequence.
The Transformer model achieves this by means of a building
block called a scaled dot-product attention unit that calculates
attention weights simultaneously between all input tokens. This
calculation produces embeddings for every token in context
that contains information about the token itself, along with a
weighted combination of other relevant tokens based on their re-
spective attention weights. In particular, the Transformer model
learns three weight matrices for each attention unit: the query
weights Wy, the key weights Wi, and the value weights Wy,
The Query, Key, and Value matrices can then be generated by
multiplying the input sequence X = [z, z1,...,2,] with the
corresponding trained weight matrices:

Q=X W K=X -Wg:V=X-Wy (1)

Given these matrices, the attention score can be calculated using
the following scaled dot-product attention equation:

T

Attention (Q,K,V) = softmax (Q

-V 2
ﬁ) @
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where dj, represents the dimension of the keys and values. As
shown in (1) and (2), the central computations involve high-
dimensional MVMs and MMMs.

The calculations in (1) and (2) basically form a single
attention-head, with the corresponding set of weight matrices
(Wo, Wik, Wy ). In the Transformer model proposed in [2],
each layer has multiple attention-heads. With multiple attention-
heads, each head can attend to a different notion of relevance by
learning a different set of projection matrices (W, Wi, Wi,)
for each attention-head 7. The computations for each attention-
head can then be executed in parallel to enable rapid processing.
The outputs of h attention-heads are then concatenated and
passed into a feedforward network layer as follows:

Multihead (Q, K, V)

= Concat [Attention (X . Wé, X- Wzio X W\z/)] -Wo
€))

where Wy is the final projection matrix for the entire multi-
headed attention unit. The overall Transformer architecture
makes use of these multi-headed attention units as basic building
blocks for encoders and decoders. Encoders and decoders can
then be stacked together to provide increasing learning capaci-
ties to capture long-range dependencies and relationships within
the input sequence.

III. OPTIMIZATION BETWEEN ATTENTION-HEADS &
MONOLITHIC PHOTONIC-ELECTRONIC ACCELERATORS

Though a number of developments have explored photonic
accelerators for convolutional neural networks (CNNs) and
recurrent neural networks (RNNs) [19], [20], [21], [22], [23],
[24], [25] with promising results, many substantial challenges
must be overcome when considering photonic computing for
the attention-head calculations in Transformer workloads with
such high-dimensional MMM computations. First, prior works
on photonic accelerators for CNNs and RNNs have focused
on MVM computations that are typically performed with static
weights that do not require reprogramming once learned. How-
ever, the compute-kernels in a Transformer network are differ-
ent: Transformer models require MMMs between the Query,
Key, and Value matrices that are dynamically generated from
changing inputs. Second, the attention-head calculations involve
not only high-dimensional but also consecutive MMMs. If im-
plemented in a naive way with MVMs, the linear projection of
inputs and the calculation of the scaled dot-product attention
could require a significant number of conversions between the
photonic and electronic domains. Third, prior works on photonic
accelerators have largely assumed separate chip implementa-
tions for the photonic and electronic parts — these approaches
incur very expensive chip-to-chip communications and integra-
tions that decrease the effectiveness of a photonic computing
approach to deep learning acceleration.

The innovations and approaches in Sections IV, V, and VI aim
to address these substantial challenges by performing MVMs,
MMMs, and D-MMMs purely in the photonic domain of a
single monolithic SiPh chip without “intermediate” optical
memory and O/E/O conversions to demonstrate the feasibil-
ity and capabilities of the MPE linear-algebra accelerator for
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executing Transformer-model workloads with two layers of
power/area/speed enhancements: first, the computation end-to-
end E/O and O/E cost reduction through the monolithic SiPh
integration; second, the number of O/E/O reduction through the
attention-head architecture innovation, which is algorithmically
elaborated in the rest of this section.

As shown in (1) and (2), the attention-heads involve a sig-
nificant number of MMM computations, including the linear
projections of the input vector by three trained matrices to
produce Query, Key, and Value matrices, followed by a MMM of
the Query and Key matrices and another MMM with the Value
matrix. This paper proposed to co-design the attention-head
computations in a holistic manner together with the capability
of the MPE linear-algebra accelerator as mentioned. The first
idea is to collapse the linear projections of the Query and Key
matrices and their multiplication. In particular, (Q - KT') can be
rewritten as follows:

C=Q K"=(X -Wq) (X Wgk)"

= [X - (Wo -WH] - XT=(X We) - XT (@

where W = W - W can be computed offline since the en-
tries in both W and W are constants once trained. As shown in
(4), collapsing the linear projections results in a double matrix-
matrix multiplication (D-MMM), which can be realized by an
MPE-D-MMM accelerator architecture described in Section VI,
without intermediate O/E/O conversions between two individual
MMMs. Once matrix C' in (4) is computed as a complete
D-MMM result, the outcome is converted from the photonic
to the electronic domain, and then the scaling by 1/1/d}, and
softmax(-) required in each attention-head can be efficiently
realized as simple digital shifts and table lookup operations in
the electronic domain. In particular, \/dy, is typically chosen to
be some 2™ so scaling ¢;; € C by 1/1/dj, can be performed
simply by a right-shift of ¢;; by m bits. As shown in [27] and
[28], the softmax(-) function can be rewritten as follows:

e

softmax (al) = W
j:

K
= exp |a; — Amaz — lOg E e~ maz
Jj=1

(&)

where a4, 1 the maximum among the a; values. Also, as
discussed in [27] and [28], exp(+) and log(-) can be efficiently
approximated with table lookups, where the quantization of the
a; values is co-designed with the MPE accelerator to optimize for
the best tradeoffs. With matrix S = softmax(C/+/d}) com-
puted as right-shifts and table lookups in accordance with (5),
the remaining attention-head computation is another D-MMM
of three matrices:

Attention (Q, K,V)=5-V =5 (X -Wy) (6)

which can again take advantage of the MPE-D-MMM accel-
erator to avoid the intermediate O/E/O conversion within the
operation of (6).
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IV. MPE MATRIX-VECTOR MULTIPLICATIONS

A unified MPE-MVM accelerator serves as the key build-
ing block of the MPE-MMM, MPE-D-MMM, and eventually
attention-heads in the Transformer model with high degrees of
reconfigurability in terms of the internal matrix weights and
accelerator-to-accelerator on-chip physical connections. The
primary MVM functionality is realized by exploiting high de-
grees of freedom in spatial parallelism with the WDM technique
[16]. As shown in Fig. 1, each high-dimensional MPE-MVM
accelerator consists of “d” B-bit high-speed digital-to-analog
converters (HS-DAC), “d” comb-line power equalization DACs
(EQ-DAC), “d?>” low-power static DACs (LP-DAC), “d” tran-
simpedance amplifiers (TIA) individually followed by “d” B-
bit analog-to-digital converters (ADC), digital registers/logics,
clock distribution, and discrete-time iteration mechanism in the
electronic domain as well as “d” vector micro-ring modulators
(z-MRM) for the input vector E/O conversion, “d” comb-line
power equalization micro-ring modulators (e-MRM) for recti-
fying all input light-wave powers, “d>”” matrix micro-ring mod-
ulators (y-MRM) for the matrix E/O conversion with photonic
WDM-based MVM operations, “d” germanium (Ge) photode-
tectors (PD), optical power splitter (O-PS), and waveguides in
the photonic domain.

The input d-by-1 data vector is denoted by Z 1 with elements
zi, 1 = 1 ~ d; the output d-by-1 data vector is denoted by
YZ4x1 with elements yz;, i = 1 ~ d (note that each “yz”
presents a “single-word” variable, NOT “y times z”’); the primary
d-by-d matrix is denoted by Yq.q with elements y;;, both i and
j =1 ~ dindividually. The MVM functionality is represented
by Yaxd-Zdax1 = YZqx1. The timings of both input and output
vectors are managed by the electronic circuits in the digital
domain to enable the flexibility of cascading and parallelizing the
MPE-MVM accelerators and, therefore, to perform multi-stage
MVMs while the MPE-MVM accelerator can also seamlessly
interface with other on-chip digital circuits, processors, lookup
tables, registers, and memory. The detailed circuits and intercon-
nection within the MPE-MVM accelerator are shown in Fig. 2
as a zoom-in version of the first MVM row from the input z;
to output yz;. It is important to note that the clock-rate per
MVM operation, playing one of the key roles for the computation
throughput (MAC/s) [15], is determined by the circuits/devices
latency from the clock edge launching the HS-DAC through the
MRMs, O-PS, WDM-based MVM operation, PD, TIA, all the
way to the ADC output data sampled by the next clock edge,
which sets the clock period per MVM computation. Thus, the
speeds of all electronic and photonic circuits/devices within this
critical path determine the clock period (i.e., register-to-register
clock cycle) and eventually computation throughput (MAC/s)
of this MPE-M VM accelerator, especially the electronic circuits
dominating the entire power/area/speed performance metrics.

A. WDM-Based MVM Computation Architecture

The MVM functionality is established on the concept of
WDM incoherent data transmission in optical communication
systems [9], [12], [16]. The data carriers are “d” of laser
light-waves with individual wavelengths A;, i = 1 ~ d, and
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Fig. 1. The system block diagram of the MPE-MVM linear-algebra accelerator. Note that each “yz” presents a “‘single-word” variable, NOT “y times z”.
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proper wavelength spacing Alwpw,i, i = 1 ~ d, injected from
an external (off-chip) laser comb source through an on-chip
grating coupler into a single waveguide as shown in the left
of Fig. 1, where each wavelength A; is modulated twice on the
input waveguide by e-MRM; and z-MRM; for comb-line power
equalization and E/O conversion, respectively. Each e-MRM;
is driven by the comb-line power equalization code e;<2:0>
through its EQ-DAC;, which is a low dynamic-range (DR) 3-bit
R2R-DAC elaborated in Section IV-C, to slightly attenuate the
light-wave power of A; so that all wavelengths can reach almost
identical power calibrated through ADC; after the thermal tuning
process described in Section IV-G. has been completed.

After the comb-line power equalization for all wavelengths
Ai, 1 =1 ~ d, each digital z; data element of the input vector
Z4x1 1s D/A and E/O converted through HS-DAC; and z-MRM;,
respectively, so that z; data can be carried and presented by the
A; light-wave power in the photonic domain. More precisely,
the A; light-wave power becomes linearly proportional to z;
with a consistent scalar across all i = 1 ~ d as shown in
Fig. 1 and bottom-left of Fig. 2, where the aggregate light-wave
power is proportional to Z?: 1% = (21 + 29 + 23 + -
+ z4). Then, the O-PS evenly splits this aggregate light-wave
power into its “d” fan-outs so that the light-wave powers in the
waveguides of all MVM rows shall be identical and proportional
to sz: 12j/d = (z1 + z2 + 23 + -+ + zq)/d. Note that the
wavelength index for the i-th MVM row is *j” not “1”.

After the O-PS, the light-wave power contributed by all A;,
j =1 ~d, in the i-th MVM row will sequentially go through
the resonance effects of “d” MRMs (i.e., y-MRMj;, j = 1 ~
d). Similar to the previous scenario, each y-MRM;; controlled
by yi; can only affect or modulate the A; light-wave power (oc
z;/d) when the indexes j of y;; and z; are matched. As shown
in the bottom of Fig. 2 for the first row of the MVM operation
(i = 1), for example, all ; light-wave powers (oc Zf: 12i/d)
together pass through the resonance effect of y-MRM71 (j = 1),
but only A; light-wave power (oc z1/d) gets modulated to be
proportional to (yi1-z1); the rest of 4j, j = 2 ~ d, light-wave
powers can be all-pass filtered through y-MRM;; without any
power change. By resonating through all y-MRM;j,j =1 ~d, all
A;j light-wave powers in the first MVM row can be respectively
modulated according to yqj, j = 1 ~ d, at the speed of light.
Right before reaching PD1 , the total power on the first waveguide
becomes proportional to Zf: 1Y%z = (Yi1Z1 + yi2:Z2 +
V13-Z3 + -+ + Y1d-Z4) = yz1, which is equivalent to the dot-
product presentation of the input vector Z4 and the first-row
vector of matrix Ygxq. By replicating the same process across
all row vectors of Y4xq in parallel, the total light-wave power
of each waveguide can be eventually proportional to yz; with a
consistent scalar across all i = 1 ~ d. After the following O/E
and A/D conversions through PD; and ADC;, respectively, the
MVM operation is completed, and all elements (yz;, i = 1 ~
d) of the output vector YZq.1 are preserved in the electronic
domain.

The similarity between WDM communication and WDM
computation is that both rely on multiple wavelengths to in-
dependently carry their own signal/data information and to
simultaneously propagate through a common communication

3500417

channel to maximize the communication capacity or compu-
tation parallelism. On the other hand, there are two major
differences. First, each light-wave power is only modulated once
in WDM communication, which is merely for E/O conversion,
but in WDM computation, each light-wave power requires to be
modulated at least “twice” to perform the E/O conversions and
equivalent effect of “multiplications.” Second, the receiver side
of WDM communication needs to distinguish and separate all
wavelengths and then detect each light-wave power individually
to recover the data carried by each wavelength. Though WDM
computation doesn’t need to explicitly separate all wavelengths,
the wavelength spectrum spacing still needs to be maintained
because the “multiplication” is done when all light-wave powers
are simultaneously present in the waveguide. Also, the equiv-
alent summation of the dot-product requires consistent power-
absorption photo-detections across the entire WDM spectrum
to maintain the computation integrity (or accuracy) during the
O/E conversions. These two major differences between WDM
communication vs. WDM computation dominantly determine
the achievable E/O/E modulation/detection speeds (>16 Gb/s
vs. <4 Gb/s) and D/A/D data resolutions (<2 bits vs. >4 bits)
of these two optical WDM-based systems.

B. High-Speed Digital-to-Analog Data Converters

In the primary computation path, each digital z; data element
of the input data vector Zq; represented by B-bit digital data
(e.g., 4-bit in Fig. 2) is firstly converted into an analog-voltage
level through HS-DAC; to drive a z-MRM; for modulating
the light-wave power of A; as the E/O conversion process. To
accommodate a reasonable E/O DR, the non-linear transmission
power-gain induced by the MRM across all possible 2B voltage
levels (e.g., 2* = 16 levels in Fig. 2) can be alleviated by adding
one calibration bit in the HS-DAC;, so a basic digital calibration
encoder is required for HS-DAC; mapping the incoming B-bit
z; data to (B+1)-bit z;" data to perform better E/O conversion
linearity while maintaining the same amount of 28 voltage-levels
(not 2B*1), which is further discussed in Section IV-D.

Each HS-DAC is implemented by a large-swing voltage-mode
driver architecture [29] to maintain up to GHz sampling-rates
(i.e., clock-rates), low static-power consumption, and high-
voltage driving capability for maximizing the light-wave power
DR per MRM. As shown in Fig. 2, the binary segments con-
trolled by z;’<3:—1> in HS-DAC; have identical architecture,
but the transistor-size (or driving capability) of each segment is
reciprocally scaled according to its own series-resistor. In other
words, all binary HS-DAC segments can be simply implemented
by parallelizing multiple least-significant-bit (LSB) segments,
as shown in the top-left corner of Fig. 2, in a manner of powers
of 2. For example, the segment driven by z;’<3> is formed by
sixteen LSB segments driven by z;’<—1>. Based on a certain
binary combination of z;’<3:—1>, some series resistors can
be shorted to Vppp, and the rest to GND; thus, the HS-DAC
output can generate a voltage level based on the voltage divider
formed by all the parallel pull-up and pushed-down resistors
between Vppy and GND. Note that two AC-coupled level-
shifters are required in each HS-DAC for push-pull data latches
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[9] to enable high-speed, low-power, low-latency single-stage
2x voltage level-shifting from 1.2-V regular digital supply to
2.4-V high-voltage supply. Overall, to simultaneously maximize
the E/O DR up to 2.4 V and maintain 45-nm CMOS reliability
in 45SPCLO, separating power domains of the push-pull latches
and adding cascade transistors in the push-pull driver paths are
necessary to confine all CMOS devices operating within (1.2 to
24)Vor(0to1.2) V.

The speed of the HS-DAC is determined by two factors.
First, the latency from the clock edge of the z;"<3:—1>
register (i.e., DFF) to the push-pull switching transistors
of the voltage-mode drivers, containing the delays of DFF
clock-to-Q, digital data buffers, level-shifting AC-coupling ca-
pacitors, and push-pull data latches, is about 5x of a 20-ps
fan-out of 4 (FO4) logic delay in 45SPCLO, i.e., 100 ps. Second,
the RC time-constant of the HS-DAC output is determined by all
parallel series-resistors from the standpoint of AC signal, i.e., a
roughly constant and data-independent resistance ~ (31-Ryg/16
|| 31-Rus/8 || 31-Rus/4 || 31-Rus/2 || 31-Rys) = Rys, and all
parasitic capacitance contributed by the transistors, resistors, and
MRM, i.e., aroughly constant and data-independent capacitance
Cus-pac + Curu ~ 30 fF [13]. For a 2-GSym/s, 4-bit, 2.4-V
DR data, the (Rygg-30-fF) time-constant should be at least less
than 58 ps so that the HS-DAC output can spend less than 200 ps
settling to its static analog-voltage level within an LSB/2 of the
4-bit resolution, i.e., exp(—200-ps/58-ps) < 1/(2*+1). Therefore,
Ryg needs to be less than 58-ps/30-fF ~ 2 kf2, which sets the
static power consumption per HS-DAC discussed in the next
paragraph. Overall, the E/O latency spends 300 ps (= 100-ps
FO4 logic delays + 200-ps HS-DAC output settling time) out
of the 500-ps clock-period budget (i.e., 2-GHz clock-rate).

The power consumption of each HS-DAC is contributed by
both dynamic power and static power. First, the FO4 digital
logics in each HS-DAC, including the DFFs, calibration en-
coder, data buffers, and push-pull data latches, mainly con-
sume 0.2-mW dynamic power at 2-GSamp/s, which follows
Cy, Vl2)D “fork/2 or Cr,-(Vppu — VDD)2 ‘fork/2 with the sim-
ulation of 50% Logic-1 and 50% Logic-0 data pattern per logic
gate across multiple MVM operation cycles. Second, the static
power consumption is mainly due to the DC current path from
Vppu to GND of the resistor-divider formed by the parallel
series-resistors and voltage-mode drivers as mentioned. Though
the AC resistance of this HS-DAC architecture is constant, the
DC path resistance or current between the Vppy and GND
is data-dependent. By assuming the data patterns of z; with
corresponding voltage-levels are uniformly distributed between
0to (2B — 1) across multiple MVM operation cycles, the average
static power consumption per HS-DAC can be expressed as
follows:

Vbou _Ziél(k_l)'(2B_k)
Rus 92B-1. (28 — 1)

(N

Pus_-pac,st =
In the case of Fig. 2, where B =4, Ryg ~ 2 k2, Vppy =24,
each HS-DAC consumes 0.45-mW static power. Overall, the

average power consumption of each HS-DAC is 0.65 mW,
including both dynamic and static power.
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The silicon area of each HS-DAC shown in Fig. 2 is around
100-pm x20-pm, including the voltage-mode driver, push-pull
data latches, unsilicided poly-resistors for the voltage-divider,
calibration encoder logics, and a static logic for resetting the
data-dependent initial conditions of the push-pull data latches
[9]. The 20-pm height per HS-DAC tile is designed to match the
height per z-MRM tile.

C. Low-Power R2R Digital-to-Analog Data Converters

The approach to realizing multiplication of each vector and
matrix elements y;;-z; (€.g., y11-Z1 in Fig. 2) is to provide a trans-
mission power-gain oc y;; on the top of the A; light-wave power
pre-modulated to oc z;/d in the i-th waveguide. That is, after the
E/O conversion and O-PS for z; becoming z;/d in the i-th MVM
row, the element-to-element “multiplication” is basically done
by another light-wave power modulation through the y-MRMj;
only effective to the A; light-wave power. Thus, LP-DAC;; is
required to convert a digital multiplicand y;; to its corresponding
voltage-level for setting the power-gain of y-MRM;;, which is
the same D/A and E/O operations in Section IV-B. However, the
DAC speed requirement for converting y;; is not critical at all
because the value or state of the matrix Y 4«4 is pre-determined
and static during the regular MVM operations as described
in Section III for the attention-head computations. This fact
beneficially allows to use low-speed but low-power small-area
R2R voltage-divider architecture [30] to implement “d2” of the
LP-DACs in a high-dimensional MVM accelerator as shown
in Fig. 1. Similarly, the EQ-DACs used for the incoming A,
i =1~ d, power equalization can be implemented by the R2R
architecture as well with a much smaller DR requirement due to
the purpose of static power-gain controls.

To accommodate a reasonable E/O DR for yj;, the non-linear
transmission power-gain induced by y-MRM;; across all possi-
ble 2B voltage-levels (e.g., 2* = 16 levels in Fig. 2) is alleviated
by adding one calibration bit, and thus a digital calibration
encoder is required for LP-DAC;; mapping the incoming B-bit
yij data to (B+1)-bit y;;” data to perform better E/O conversion
linearity while maintaining the same amount of 2B voltage-levels
(not 281, LP-DAC;; shown in Fig. 2 is constructed by alternat-
ing series-R and parallel-2R resistances with push-pull switches
to form a voltage-divider driving the capacitive electrode of
y-MRM;j; based on the value of yj;. According to the number
of binary bits of y;;, an LP-DAC can minimize the amount of the
resistor-and-transistor components for generating all required
voltage levels, which is very beneficial to both power and area
savings by taking advantage of static operations or low-speed
requirements.

The concept of each parallel-2R segment in the LP-DAC is
similar to the bit-segment in an HS-DAC; both require a voltage-
mode driver architecture using push-pull switching transistors
to short 2-Ry resistor to Vppug or GND. However, because
of the low-speed LP-DAC operation, the pull-up transistor can
be driven by a two-stage static level-shifter as shown in the
top-right of Fig. 2 to simultaneously maximize the E/O DR up
to 2.4 V and maintain 45-nm CMOS reliability in 45SPCLO
with negligible power consumption since all logics are under
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static states during the MVM operations. The only noteworthy
power consumption is static power in the voltage divider formed
by the R2R network conducting a static current from Vppyg to
GND. Before showing the expression of average static power
consumption per LP-DAC, multiple indexes and variables need
to be defined: “i” and “j” are still the row and column indexes
of the matrix; by treating all LP-DAC;; are identical, “i” and
“j” do not involve in the power calculation actually; k = 1 ~
ZB represents the voltage-level index; p = 1 ~ B represents
the circuit-node index, q = 1 ~ B represents the Kirchhoff’s
Voltage Law (KVL) superposition index of each circuit-node;
Ry is the unit-resistor shown in Fig. 2; R, = (G,/Hp)-Ry
is the one-side equivalent resistance of each circuit-node; Gy,
and H,, are integers; G,/H,, is the simplest fraction; Vi, is
the KVL superposition voltage of each voltage-level and each
circuit-node. By assuming the data patterns of y;; and corre-
sponding voltage-levels are uniformly distributed between O to
(2B — 1) across the entire matrix Yqxq, the average static power
consumption per LP-DAC can be expressed as follows:

Gi=1,H =0= Ri=o00, p=1
Gp
R, =Ry 1|[(2Rv) + Ry=+4" Ry, p=2~B
P
View 5 min[Gy, G| k=1~ 2"
v :Z Yijk (B —q) op+g-1 =1 B
DDH — p=1r
p _ VDDH_
R2R- DAC,ST = —p
U
2B B Vi.p
Zk:lZp:lyijvk <B7p> ’ (]‘7 VDkL’)H)
SET 3)

In the case of Fig. 2, where B =4, Ry ~ 5 M(), Vppy =24V,
each LP-DAC consumes about 7.2 yW. To reach up to about
5 MQ with a small amount of silicon area for each Ry, the resis-
tance template is implemented by multi-stacked sub-threshold-
region transistors [31] as the example shown in the top-right of
Fig. 2, where 2-Ry is formed by four stacked P/N parallelized
diode-connected transistors. Since the relative resistance ratios
in the R2R network are more critical rather than the absolute
resistance values, the process-corner variations and temperature
coefficients of the active resistors are tolerable with proper tran-
sistor sizing under the 4-bit accuracy requirements. However, the
nonlinearity due to data-dependent terminal voltages across the
active resistors requires extra attention. For example, the resis-
tance 2-Ry between V, 4 and Vi 4 in Fig. 2 is data-dependent
since Vy 4 can be either Vppg or GND, and Vi 4 can vary
from GND to (85/128)-Vppn based on the Vi ;, formula in (8).
This paper proposed complementary sub-threshold-region P/N
active-resistor architecture: when Vi 4 = Vppg > Vi 4, the
sub-threshold bias conditions are 0 < |VGS’PM05| < Vin,pmos
and Vgsnmos = 0; when Vi 4 = GND < Vi 4, the sub-
threshold bias conditions are 0 < [Vgs nmos| < Vinnmos
and Vgs pmos = 0. That is, under these two possible Vy 4
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conditions, the PMOS and NMOS sub-threshold biases are au-
tomatically set to be complimentary, which can cancel the first-
order resistance nonlinearity due to the data-dependent V 4. On
the other hand, the resistance nonlinearity due to 2B different
Vi,p values based on y;;<<3:0> in general can be calibrated by
the additional bit in yj;;’<3:—1> together with the y-MRM;;
nonlinear power-gain calibration discussed in Section I'V-D.

Though the transistor numbers and resistance values in the
LP-DAC all seem higher than those in the HS-DAC, the silicon
area of each LP-DAC shown in Fig. 2 is around 20-pum x 20-pm,
including the voltage-mode driver, push-pull data latches, sub-
threshold-region active resistors, and calibration encoder logics.
The 20-pm width per LP-DAC tile is designed to match the width
per y-MRM tile.

D. Micro-Ring Modulators & E/O Conversions

Once a data element (z; or y;;) of the vector or matrix is
converted and settled to an analog-voltage level through either
an HS-DAC or LP-DAC at the P-type electrode of its z-MRM or
y-MRM, the light-wave power of a certain wavelength, which
is located within the MRM resonance bandwidth, can be ef-
fectively modulated according to the voltage delta between the
N-type (i.e., the DC voltage from Vg vrM) and P-type (i.e.,
the settled DC voltage from the DAC output) electrodes of the
MRM (i.e., the reverse bias between the MRM P/N junction).

The resonance wavelength, coupling strength, radiative loss,
and quality factor of an MRM are mainly determined by its trans-
mission waveguide widths, ring waveguide width, transmission-
to-ring waveguide gap, and especially ring radius, which is the
dominant factor in setting the footprint of the MRM. The radius
rj; design of y-MRM;; (or r; of z-MRM,;) in the whole WDM
spectrum shall at least satisfy two criteria. First, the minimum
free spectral range (FSR) is confined by all WDM isolation
spacing AAwpm,ij between adjacent Aj; and the number of Aj;
for the WDM (i.e., “d”) [32] as shown in the top of Fig. 3(a).
Second, each y-MRM;; resonance wavelength A;; under a partic-
ular resonance mode m; (an integer) corresponds to its effective
refractive index nem(Ajj), silicon propagation constant 3(A;;),
and ring circumference L;; = 27-1j;; in other words, when the
resonance condition is satisfied in the MRM cavity (i.e., L), a
constructive interference is established by a certain wavelength
having its round-trip phase shift equal to an integer multiple
of 27 [33]. These two criteria are summarized in (9) and (10),
respectively, as follows:

22, d

> Y Ahwopari
—

A R A
PSR g (hag) -2y

A%
=1 < 3 )
ng (Aiz) - 2m - Zj — 1 AAwbnij

27
2m - mig = B (hij) - Lij = 7 negs (hij) - 2m - 13
ij
A
= T = 2 s Mg (10)

21 neypy (hij)
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Fig. 3.

conceptual geometry of y-MRM;; and x-RTM;;. Note that the transmission response and geometry of x-RTM;; are not functions of i and j.

TABLE I
DESIGN TRADEOFF EXAMPLES AMONG MVM DIMENSIONS, WDM CROSSTALK, AND FABRICATION ERRORS

(a) The transmission responses of y-MRM;;j, j = 1 ~ d (or z-MRM;, i = 1 ~ d, if A;j is replaced with A;), and x-RTMjj,i=1~n,j =1~ d. (b) The

d _neftO"ii) ) ng(Ai) MRTMj L ; Ajj .AA-WDM,ii - mj G Alpd/T5
j=1~d j=1~d j=1~d j=1~d j=1~d j=1~d j=1~d Error Scale

32 3.74~3.73 5.02 ~4.98 2321 ~2290 951.32 uym 1534.5 ~ 1550 nm 0.49 ~0.51 nm 71 or 72 4.63 ~4.76 um 1x

32 3.76 ~3.73 5.06 ~4.98 1160 ~ 1129 469.01 pm 1519.0 ~ 1550 nm 0.97 ~1.03 nm 35 or 36 2.25~2.38 pm 2x

16 3.74 ~3.73 5.02 ~4.98 1160 ~ 1145 475.66 pm 1535.0 ~ 1550 nm 0.99 ~1.01 nm 71 or 72 4.63 ~4.76 pm 1x

where AApsr,j is the FSR of y-MRM;;j; ng(4;) is the silicon
group index; 27/A;; is the free-space propagation constant; A;;
presents the free-space resonance wavelength of y-MRM;; al-
though the light-waves propagate in the silicon. To describe the
y-MRM;; (or z-MRM;) design procedure, a practical example
with realistic parameter values for determining the radius rj; of
y-MRM;; is demonstrated in the following paragraphs as the
initial design without considering any post-process trimming or
thermal control.

Typically, the nominal wavelength-spectrum bandwidth in the
silicon of 45SPCLO is in the range of 1180 nm to 1550 nm
[12]. Therefore, with the MRM quality-factor (i.e., Q) up to
10000 [12] in 45SPCLO, the WDM isolation spacing AAwp i
across 32 (= d) wavelengths is initially set to ~0.5 nm, and
the maximum WDM wavelength 1;32 is set to 1550 nm in this
example. At this point, it is important to note that the exact
32 resonance wavelengths (A5, j = 1 ~ 32) distributed from
1534.5 nm to 1550 nm and 32 isolation spacing (AAwpwm,ijs
j = 1 ~ 32) slightly varying from 0.49 nm to 0.51 nm listed
in Table I are actually determined by the design equation of
the optical comb-based racetrack modulator (RTM) discussed
in Section VI.

With all designated X;;, AAwp,ij, and their corresponding
ng(Aij), the FSRs of all y-MRM;; have to meet the criterion
of Alpsr,ij > 32:0.5 nm = 16 nm, and then the upper bound
of each 1jj can be specified based on (9). Finally, by properly
choosing the mode integer m;; with corresponding neg(A;;), all
r;j of y-MRM;; can be obtained and distributed from 4.63 pm
to 4.76 pm according to (10). By following the same procedure
and setting different values of “d” and initial Alwpwm ij, the
design tradeoffs among the MVM dimension, WDM crosstalk,
and MRM fabrication error are summarized in Table I, including

three different scenarios: the case one has the worst WDM
crosstalk due to the smallest Adwpn ij; the case two has the
worst MRM fabrication error oc (27 Arymg)/(27-135) Where
27 - Al is the circumference error of y-MRM;; due to random
process variation and independent of r;;; the case three has the
worst computation throughput because of the smallest values of
“d” out of these three scenarios. In any case, the silicon area per
MRM can be confined within a 20-pym x 20-pm tile, including
the central ring area and peripheral keep-out halo.

The linearity of the entire analog circuit, photonic dynamic
range, and signal conversions in the MPE accelerator is ex-
tremely crucial; this issue could continuously dominate the
development of photonic computing. Specifically in the E/O
conversions, the deterministic nonlinearity is mainly caused by
the sigmoid-like high-Q power transmission response shown in
Fig. 4(a) as the zoom-in version of Fig. 3(a) for y-MRM;,
simulated by a Verilog-A approach [34] matched with the MRM
model in the 45SPCLO process design kit (PDK), even though
the transmission resonance can be almost linearly shifted with
the reverse bias driven by a linear DAC.

For the example in Fig. 4(a), the wavelength of X;-laser
carrying data information in its light-wave power is designated
at 1534.5 nm to match the resonance wavelength of y-MRM;
with the reverse bias corresponding to y11<3:0> = b’0000 = 0.
Under 16 different reverse biases generated by a 4-bit linear
DAC according to y;; varying from b’0000 =0tob’1111 =15,
the MRM resonance wavelength and transmission response are
shifted horizontally at a constant rate of 0.04-nm/V. However,
this causes the power attenuation (i.e., power gain <1) of
Ap-laser nonlinearly distributed across the vertical E/O DR as
highlighted by black triangular marks in Fig. 4(a) and (b) on
dB scale. The same y;; vs. E/O conversion curves are also
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Fig. 4. (a) The transmission responses of y-MRM 71 modulated by a 4-bit linear DAC. (b) The transfer curves of y;1<3:0> vs. 4-bit nonlinear (black) and

linearized (blue) E/O conversions on a dB scale. (¢) The deterministic DNL of the 4-bit nonlinear (black) and linearized (blue) E/O conversions. (d) The transmission
responses of y-MRM 71 modulated by a 4-bit nonlinear DAC for the linearization. (e) The identical transfer curves shown in (b) but on a linear scale. (f) The
deterministic INL of the 4-bit nonlinear (black) and linearized (blue) E/O conversions.

shown in Fig. 4(e) but on a linear scale for the sake of linearity
demonstration. To improve the linearity of the black curve, a
5-bit linear DAC with a 5-bit input y;;°<3:—1> is exploited to
generate 32 different power gains within the same E/O DR. Since
the MRM characteristics stay the same, either using a 4-bit DAC
or a 5-bit DAC, the corresponding 16 or 32 power-gains are still
located on top of the black curve in Fig. 4(e). However, the key of
this linearization technique is that the system-level specification
only requires 16 power gains, so the 5-bit DAC creates the
freedom to properly select 16 (blue markers) out of 32 MRM
power gains to fit the ideal linear line in gray. This selection
process can be done by a digital encoder to map y1;<3:0> to
y11 <3:—1> after the black curve has been measured. For the
example in Fig. 4(e), when y;;<3:0> = b’0100 = 4, the MRM
power gain is about 0.06, which is far away from the ideal value
of 0.15. Meanwhile, when y;1°<3:—1> =b’0111.1 = 7.5, the
MRM power gain is indeed very close to the ideal value of 0.15.
Therefore, the encoder can intentionally map y;;<3:0> = 4
to y11°<3:—1> = 7.5 to cause the MRM power gain to be a
value very close to 0.15. This encoding process turns out to
select 16 of 32 y;;°<3:—1> values as well as corresponding
16 of 32 MRM power gains to form the blue curve in Fig. 4(e).
Therefore, although the transmission response shifts nonlinearly
according to y11 <3:0> due to the mapping process in Fig. 4(d),
the power attenuation of A;-laser relatively has better linearity,
which is very essential to the linear-algebra accelerator. The
linearity enhancement of this technique can be qualified by the
deterministic E/O differential nonlinearity (DNL) and integral
nonlinearity (INL) in Fig. 4(c) and (f), respectively, where both
DNL and INL are reduced down to the range within +LSB/2

of the 4-bit E/O conversion accuracy when this technique is
enabled. Note that DNL and INL [35] are commonly used
in representing the linearity performance of signal converters,
including DACs, ADCs, E/O, O/E, etc. In the case of Fig. 4(e),
although it is easy to tell the blue curve has better linearity since
it aligns with the ideal linear line in gray better than the black
curve does, the DNL and INL values extracted from Fig. 4(e)
and shown in Fig. 4(c) and (f), respectively, can specifically
quantify the deviations of the blue and black curves from the
ideal linear line in Fig. 4(e); i.e., the lower absolute values of
DNL and INL represent lower deviations from the ideal case,
lower nonlinearity, and, in other words, better linearity.

E. Transimpedance Amplifiers, Single-Ended-to-Differential
Amplifiers & Analog-to-Digital Data Converters

Once each dot-product yz; converted from the aggregate light-
wave power to a photocurrent in the electronic domain through
the Ge PD; with higher than 0.5-A/W responsivity and 35-GHz
bandwidth in 45SPCLO [8], the following CMOS circuit blocks,
including the TIA, single-end-to-differential amplifier (S2D-
AMP), and ADC as shown in Fig. 5, further convert yz; from the
analog photocurrent to a B-bit digital word. Up to this point, the
entire signal flow of the MVM operation is basically completed
in terms of the end-to-end digital data format, computation
outcome, and operation clock-cycle.

The TIA in Fig. 5 is implemented by a voltage-to-current
feedback-amplifier architecture. The feedforward path is formed
by a complimentary P/N transconductance (G, T1A = Zm,p +
gm,n) stage while both share the single DC bias current from
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Fig. 5. The block diagram of each MPE-MVM dot-product O/E conversion
circuit, and the schematics of TIA; and S2D-AMP;.

the TIA supply (Vpp) to GND. The feedback path is formed
by a tunable resistor Ry, which plays a key role in setting the
TIA gain, bandwidth, and input/output impedance across all
different PVT conditions with Gy, t1a. In addition, this TIA
is self-biased because of a zero DC feedback current through
Ry and series P/N diode-connection; the input and output DC
bias voltages can be self-locked at the operating point of (Vs
+ Vsa,p) = Vpp without requiring other biasing mechanism
and extra power consumption. This TIA architecture has been
broadly used in high-speed optical receiver front-ends [11], [36]
because of its simplicity for both high-bandwidth and low-power
characteristics. The simplified output resistance, transfer func-
tion, and average input-referred noise power spectrum density
(PSD) [36] of this TIA architecture are shown in (11), (12), and
(13), respectively:

Rp
R ~ 11
AT T Gmrra- Rr (n
Gmria-Rp-R
TFria(s) m =3 (12)

" 1+4s-Rpra-Cria

7~ 2 -k - T ¥ n 1
n,in,TIA ™ R%‘ Gm,TIA G%n,TIA “Rrra
(13)

where k = 1.38 x 1072* J/K is the Boltzmann constant;
T = 300 K is the thermal dynamic temperature in Kelvin;
v ~ 2.5 is the excess noise coefficient for deep submicron
technology; Cria ~ 30 fF is the capacitive load at the TIA;
output, which is mainly contributed by the input capacitance
of S2D-AMP;. Based on the design example so far with the
worst case 0.5-A/W PD; responsivity and 670-uW DR of the
aggregate WDM light-wave power, the DR of the TIA input
photocurrent is 335 pA. To achieve 335-mV DR at the TIA
output, Gy, Tra and Ry are chosen to be 1 mA/V and 1.65 k€2,
respectively, so that the TIA DC gain can be about 335-mV/335-
A = 1 kQ ~ |TF114(0)| based on (12). Meanwhile, the TIA
bandwidth =~ 1/(27-Rr1a - Crra) reaches 8.52 GHz, which is
sufficiently higher than the 1-GHz Nyquist frequency of the
2-GSym/s per yz; data. More importantly, this design choice
leads to the average input-referred noise PSD of this TIA as the
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first active-stage of the O/E interface lower than 6.26 pA/v/Hz
based on (13). About the static power consumption, the TIA
for its 1-mV/A Gy, 1A and scaled replica generating identical
DC common-mode voltages for the S2D-AMP; differential-pair
together consume about 0.1 mW from the 1.2-V supply.

The second-stage, S2D-AMP;, is implemented by a funda-
mental common-source differential amplifier with a pair of
active-inductor loads to mainly convert and buffer the single-
ended TIA output to a differential signal for minimizing asym-
metrical kickbacks and common-mode noise at the input of the
following ADC; as shownin Fig. 5. The active-inductor load [37]
is formed by a diode-connected PMOS with a tunable feedback
resistor Rg to enhance the high-frequency gain for sharpening
data symbol transitions and to intentionally unbalance the gains
of the positive and negative outputs for cancelling the nonideal
single-ended-to-differential conversion process due to the finite
output impedance of the tail current source and PVT variations.
Based on the same design example so far, if the S2D-AMP;
output capacitive load Capp mainly contributed by the input
capacitance of ADC; is about 80 fF, its output resistance Ranp
is chosen to be 600 €2 so that the default output 3-dB bandwidth ~
1/Q2m-Ramp -Camp)isabout 3.32 GHz, which dominates speed
of the entire MVM operation. Fortunately, without extra power
consumption, the active-inductor load can effectively enhance
the bandwidth up to 5.5 GHz, which is sufficient for the 1-GHz
Nyquist frequency of the 2-GSym/s per 4-bit yz; data. This is
a good example to emphasize that, in the monolithic integrated
MVM, the S2D-AMP; output (or ADC; input) is usually the
critical bandwidth node (e.g., 5.5 GHz) of the entire WDM signal
path rather than the TIA output bandwidth (e.g., 8.52 GHz)
in general. On the other hand, in other heterogeneously inte-
grated MVMs, the critical bandwidth node could be at the TTIA
input, which is the interface between the separate electronic
and photonic ICs requiring dedicated I/O bumps, ESDs, and
passive-inductor peaking (T-coil) circuits. The DC voltage-gain
|TFAMP(0)| = Gm7AMP ‘Ramp of S2D-AMP; is set to 3%, so
that the 335-mV TIA output DR can be converted to 1-Vgig
ADC input DR through S2D-AMP;. Also, G,, amp and the
static power consumption of S2D-AMP; can be respectively
determined as 5 mA/V and 0.75 mW from the 1.5-V supply.

The third-stage, ADC;, is implemented by a B-bit flash ADC
architecture consisting of (2B — 1) strong-arm-latch (SAL) based
clocked-comparators [38] as shown in Fig. 6. The flash ADC
architecture is suitable for high-speed and low-resolution ap-
plications with the downside of 2B exponential-growth of the
circuit area and dynamic power. In the case of this on-chip
4-bit O/E interface, the 15 SAL-based comparators per flash
ADC actually offer an adequate compromise between area and
conversion-rate (i.e., sampling-rate = 2 GS/s) without consum-
ing static power. Each SAL-based clocked comparator consists
of a SAL followed by an RS-latch to form an edge-sampled
DFF as a full clock-cycle register. The dual differential pairs
of each SAL are exploited to compare the voltage difference
between its differential-input and differential-reference volt-
ages. The SAL architecture allows itself to complete the signal
integration, regeneration, and decision within a half-period of
the sampling clock by using a single phase of the sampling
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Fig. 6.

clock and the concept of integrating amplifications so that the
average power consumption of 4-bit ADC is about 1.2 mW
(= 15 x 80-uW). Note that additional 3-bit capacitor-banks
(Cog) for SAL offset/nonlinearity cancellations across PVT
variations and a common resistor-ladder for all SALs differential
reference-voltage generations both consume negligible power.
The limitation of the low-power O/E circuit designs men-
tioned above is bounded by the A/D accuracy criterion along
with the specification of the laser injection power for the WDM-
based MVM operation. Therefore, the design iteration is neces-
sary to consider the noise power from the primary contributors
in this O/E interface, including the PD; shot noise (I?LPD), TIA;

circuit output noise (\/1217TI A)» and S2D-AMP; circuit output

noise (V2 xyp)- The overall noise power at the ADC; input
can be expressed as follows:

Paore = || Toon (1) TFria (PP [T Faser (D - af

[ VI () TEae (D
0

+/ V2 anep () - df

0

~ 0.5¢Ipp (an,TIAR%R%IA)
X ng,AAIPRAJVIP/CAJWP
+ kT (PYGm,TIAR’%“]A + RTIA)
X GrQn,AMPRAMP/CAMP

+ 2kT (“YGm,AMPRAMP

+ YIm, inaRan p + 1) /Camp (14)
where q = 1.602 x 107! C is the elementary charge; gy, ind i
the transconductance of the PMOS used for the active-inductor
load; Ramp =~ Rg/(14-gm ina-Rg) = 600 € is the output resis-
tance of S2D-AMP;. In (14), the frequency-domain integrals
are simplified by only considering the bandwidth of S2D-
AMP; due to its bandwidth domination. Based on the circuit
design parameters so far with the maximum Ipp ~ 335 uA,

Thermometer-to-Binary Decoder I—» yz;<3:0> °
.t .t F t §F _§F §T -~
o o o () o ) o o o 12v 12v
NALINALINALENALENALENALENALENALEN ALED ﬁ]j 'El_lrj
T O T O O O

The schematic of ADC; in each MPE-MVM dot-product O/E conversion circuit, and the schematic of the SAL-based clocked comparator.

the overall noise power at the ADC; input is around 11 pW.
Compared to the quantization-noise power of the 4-bit flash
ADC = Vip/12 = (1-Vaig/15)%/12 = 370 uW, there is still
a margin of 2.5 bits ~ 15.3 dB = 10-1og1¢(370-pW/11-uW)
to accommodate dark noise, flicker noise, supply noise, clock
jitter, resistor-ladder noise, comparator noise, and residual off-
set, which are not included in the noise estimation of (14). The
overall active area of TIA;, S2D-AMP;, and ADC; is about
100-pm x 20-pm for the O/E conversion of each MVM row.

F. Optical Power Splitters & Laser Injection Power

The MPE-MVM accelerator as shown Fig. 1 requires external
laser comb sources as being developed in [26] to interface with
the optical grating coupling on the monolithic SiPh chip. After
the on-chip comb-line power equalization and E/O conversion as
described in Section IV-A, the O-PS duplicates the pre-summed
vector elements into “d” identical waveguides ready for the
following WDM-based MVM operation. To realize this high
fan-out O-PS, this paper exploited the concept of adiabatic
Y-junction power splitters possessing low-loss, high-bandwidth,
high-polarization insensitivity, and high-tolerance to fabrication
errors by using a nonlinear taper coupling technique to shorten
the horizontal dimension of each 50/50 Y-junction power splitter
[39]. In the case of a fan-out of “d” WDM-based MVM, the
O-PS contains logs(d) stages horizontally, and each stage is
vertically formed by multiple 50/50 Y-junction power splitters
in parallel of a number from 2° (= 1) to 2°¢%@-1 (= d/2) for
the first to last stages, respectively. The simulation result of the
50/50 Y-junction power slitter in Fig. 7(a) on the 160-nm silicon-
on-insulator (SOI) 45SPCLO platform shows that the 17.5-pum
nonlinear taper coupler within a total 35-pm footprint, including
the length from the single horizontal fan-in to two horizontal
fan-outs, can reach insertion losses less than 0.05 dB as shown in
Fig. 7(b) consistent with the measurement data reported in [40]
for the transverse electric (TE) mode in the range of 1530-nm to
1550-nm WDM spectrum as specified in Table I. Meanwhile, the
negligible insertion-loss variations can help to minimize the DR
overhead of EQ-DACs for the comb-line power equalization.
To match the 20-um height per MVM row, the overall silicon
area of a 1-to-d O-PS is [loga(d)-35-pum] x [d-20-pm], which
is 175-pum x 640-pm when d = 32.
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Fig. 7. (a) The mask layout, dimensions and (b) insertion loss of the 50/50
Y-junction power-splitter with the nonlinear taper coupling technique.

The aggregate signal power loss “logs(d)-(3.01 + 0.05)-dB”
of a 1-to-d O-PS is consolidated with the transmission losses of
e-MRMs, z-MRMs, and y-MRMs in each MVM row to estimate
the required laser-injection power of each wavelength for satis-
fying the input DR and signal-to-noise ratio of O/E conversion
as discussed so far. That is, each laser-injection power (P; ) must
confront log2(d) stages Y-junctions (3.01-dB power splitting
and 0.05-dB loss per stage) and three MRM transmission DR
losses (at least 2.5-dB loss per e-MRM;, z-MRM;, and y-MRMj;
based on Fig. 4). Meanwhile, the aggregate absorption of all
wavelength powers per PD needs to be confined within the linear
DR of the O/E conversion circuit. The criterion for the maxi-
mum laser-injection power per wavelength can be expressed as

follows:
—25.a\3 (1 —logy(d)-0.05-d5
PA,mam'(lo 10 ) . g].o 10 dSDRo/E
(15)

where Pj mayx is not a strong function of “d” because DRo /g
stays constant regardless of “d”, and only the number of the
Y-junction stages would gradually increase the power loss within
each MVM row. For the case of d = 32 and DRo /g = 670 uW,
P;. max is about4 mW; the total 32 laser-injection power (P;,;) for
this WDM-based MVM operation is 128 mW, which however is
directly proportional to the number of WDM wavelengths “d”.

G. Thermal Tuning & Post-Fabrication Trimming

The high thermo-optic coefficient (1.86 x 10~#1/K) of silicon
[41] makes SiPh devices extremely sensitive to temperature
variations; therefore, a proper thermo-control mechanism is nec-
essary to stabilize the environment temperature for maintaining
consistent characteristics of SiPh devices. On the other hand, this
high-temperature sensitivity also helps to enable high-resolution
SiPh characteristic tunability beyond the achievable resolution
of the fabrication process especially for the WDM-based MVM;
e.g., the 32 different radii of all M-MRMj; listed in Table I are
distributed from 4.63 pm to 4.76 pm, which are impossible to
be explicitly fabricated merely relying on the mask resolution
of 45SPCLO. In CMOS-compatible SiPh process technology,
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tungsten heaters have been widely used for thermo-optic tuning
[42], [43], and, according to the simulation result in 45SPCLO,
a tungsten heater power efficiency per MRM can reach about
4.6 mW/A\gsr. Therefore, if a d-by-d MPE-MVM accelerator
contains “d-(2 + d)” MRMs within a 1-mm? silicon area, the
tuning ranges of each MRM need to cover about one Alywpm
~ Alrsr/d = ALrsr, rTM, SO the total heater power per d-by-d
MVM is about d- (2 4+ d)-(4.6-mW)/d, which is 156 mW when
d=32.

Meanwhile, to accommodate a large number of MRMs for
high-dimensional MVM in the attention-head, one heater source
per MRM is impractical. Therefore, this paper proposed a hybrid
tuning approach by combining the tungsten-heater approach
for global coarse-tuning with the post-fabrication-trimming ap-
proach [44] for individual fine-tuning to cover the designated
WDM spectrum as well as the PVT variations. For the example
shown in Fig. 1, all MRMs in the entire MVM are partitioned
into two tungsten-heater regions with two corresponding heater
sources, and the area of each region shall be less than 1 mm? for
confining random variation within one standard deviation. Thus,
when one of the heaters is heating up its own region, all transmis-
sion responses of the MRMs belonging to this region are shifted
together for globally tuning the resonance wavelengths into the
fine-tuning ranges of the post-fabrication trimming mechanism.
The post-fabrication trimming mechanism is basically realized
by implanting a section of SOI rib waveguide with Ge through a
photoresist mask on the top of each MRM cavity, so each MRM
resonance wavelength can be trimmed by injecting a voltage
pulse to anneal this Ge rib waveguide. This annealing calibration
process can be done for each MRM individually as shown in
Fig. 2, and the annealing pulse width for the targeted wavelength
of each MRM is reached by the iterative feedback mechanism of
the MRM transmission power received by its ADC to adjust the
annealing pulse generator output pulse width until converging
to the targeted wavelength [44], which is similar to the cali-
bration process of finding e;<2:0> for the comb-line power
equalization through e-MRM;. Although this post-fabrication
trimming approach is tedious, it is thorough, reprogrammable,
hardware reusable, and only consumes calibration time and
power with almost zero overhead during regular MPE-MVM
operations.

V. MPE MATRIX-MATRIX MULTIPLICATIONS

To perform an MPE-MMM operation, e.g., Yqgxq-
Zaxn = YZgxn, the input d-by-n matrix Z4, with elements
denoted by z;;,i=1~d,j =1~ n, can be essentially split into
“n” d-by-1 column vectors as shown in Fig. 8, and each column
vector individually performs MVM with the matrix Y4xq in an
MPE-MVM unit and produce its own output column vector.
After combining total “n” output column vectors from “n”
parallelized MPE-MVMs, the outcome d-by-n matrix YZq«n
with elements denoted by yz;;,i=1~d,j=1 ~n, of the MMM
operation can be obtained. Alternatively, this space-parallelism
approach can be implemented by a time-multiplexing approach;
e.g., a single MPE-MVM can process one of the input column

Authorized licensed use limited to: Univ of Calif San Diego. Downloaded on December 24,2024 at 20:11:30 UTC from IEEE Xplore. Restrictions apply.



HSUEH et al.:

Clock Di:

OPTICAL COMB-BASED MONOLITHIC PHOTONIC-ELECTRONIC ACCELERATORS FOR SELF-ATTENTION COMPUTATION

3500417

stribution Tree

Clock
Source

[y . 4|
Laser I =
Comb
Source s
M 22, Aareee M later Region 1 Heater Region 2 YZin
Id + “Zz41 * o
e-MRM 211 LP- LP- LP- Je- V11211 S
- " _’01 :21;3 : |DAC11 Y11 IDACy,[FY2 |DAC;[TY2 | DAC [TV 512:221 : PD: [TiAT] }’Z¥213
31 13°Z31 +a.. " 2
.iHS-DAC1 -0 e Zg1/d éy'MRMn 6 y-MRM;, 6V'MRM|3 6Y'MRMM Y1d'Zd1 = YZ11 { !ADC1I‘ B yan
Z-MRM YZzn
- e-MRM: Zuld + e, -] ], P ], Yozt oy
+ “Zp +
222 ™o ++{EGDAC}0 zid +.. LDACa[™# |DACa["TE [DACH [T |DAC[™ T T o, AL, - Yz
Zn + b .iH§-DA§2I-»<) Znt z44/d y-MRMy y-MRM,, y-MRMy; -+ Qy-MRMzy  Y2a'Za1 = Y224 ADC, B “
e 1Y I PN ¥Zon
by . e-MRM;|  Za1 g ZH;S : e Ya1 = Y32 e Yaz© o Yad 531‘;11 I yz;;
Z 221 |DAC | |DAC | |DAC | |DAC | 32'Z21
223 ~——] e ~[EQDACo 7| zoid +.. 2 2 2 2 Vooza .. EDs [TAF L Vo
z £ FSDACHo “lzald " Oy-MRMy 8 y-MRMy &y-MRMs - & y-MRMss _YauZo = Yo ADC[1 B
. . -MRM;| « . o . YZan
H Zan = HE o K H H H :
H o ] . Id+ o = 5 . 5 5 Ya1'Z11 + . o
o e-MRM Z11 LP LP LP JTr a1°Z11 v
Z zald+  |pACyH["Ye |DACL,[TY®2 |DACIFYe|DACLITYe Varzai + Amm
228 e 0 0 d . 21 a2 d3 ad Y. PD. [TiAT ; iﬂ—;zymzdz
Z4 g = d z44/d O Y-MRMy4 O y-MRM, O Y-MRMy; - QY-MRMyy  Vda'Za1 = YZat ADC4 B 2 3]
Z-MRM, MVM, |-

Fig. 8.
presents a “single-word” variable, NOT “‘y times z”.

vectors per iteration period, and electronic registers after the
ADCs can collect all the output column vectors after “n”
iteration cycles to form the final outcome matrix YZqyx, per
MMM operation. These two approaches linearly consume area
and time with the column-dimension “n” of Zq,, respectively.
Therefore, an optimized power/area/throughput tradeoff can
be done by mixing partial space-parallelism and partial
time-multiplexing approaches based on realistic applications.

It is important to note that both space-parallelism and time-
multiplexing approaches can be exploited to implement even
higher dimensional MPE-MVMs by decomposing the vector
and matrix elements into smaller dimensional MPE-MVMs.
For the example ofd = 256, a “Y256><256'2256><1” MPE-MVM
can be realized by either executing 64 “Y39.32-Z32x1” MPE-
MVMs simultaneously (i.e., space-parallelism) or 64 times of
a “Ysox32-Z3ax1” MPE-MVM (i.e., time-multiplexing) with
additional power/area overhead from electronic digital summa-
tions to form the final result of YZs56x1. Either approach can
avoid the requirements of generating a large number of comb
lines (= 256) from the external optical comb source and a
large AApsr (> 256-Aiwpnm) per MRM with an unreasonably
small radius, which can cause intolerable radiative losses and
manufacturing random variations.

VI. MPE DOUBLE MATRIX-MATRIX MULTIPLICATIONS

As elaborated by (3) and (6), the double matrix-matrix multi-
plications (D-MMM) play an important role in the attention-
head computations; e.g2., Xuxd:YdxdZdsxn = XYZnxn With
elements denoted by xyzjj, i = 1 ~ n, j = 1 ~ n (note that
each “xyz” presents a “single-word” variable, NOT “x times y
times z”). Intuitively, two MPE-MMM units shown in Fig. 8
can be cascaded so that the first stage completes the operation
of YaxdZaxn = YZdqxn and then the second stage can do
the X,,«q-YZaxn = XYZ, «n. However, this consecutive MPE-
MMMs architecture for the D-MMM functionality requires the
intermediate multiplication result YZq.,, to be converted from
the photonic to the electronic domain and then back to the

The system block diagram of the MPE-MMM linear-algebra accelerator implemented by the MVM space-parallelism approach. Note that each “yz”

photonic domain, which is a d-by-n ADC/DAC power-and-
area dominant O/E/O interface with no contribution to overall
computation throughput and exposing the major downside of
photonic computing as mentioned in Section 1.

This paper proposed a single MPE-D-MMM unit to per-
form energy-efficient two consecutive MMM operations in the
photonic domain together, which can completely eliminate the
intermediate O/E/O overhead. As shown in Fig. 9, the overall
D-MMM is established by “n” double matrix-vector multiplica-
tion (D-MVM) units in parallel, and each D-MVM unit performs
two consecutive MVMs at once in the photonic domain. For
example, the input vector Zqyx1,; of D-MVM; is one of the
column vectors of the input matrix Zq,,. After converting this
input vector Zgy1 j into the photonic domain, Zg,1 ; is firstly
multiplied by the MRM array of the matrix Y 4.4, and then the
first-stage MVM output column vector YZqx1j (= Ydxd-Zdx1,j)
is generated. So far, the signal flow in Fig. 9 of D-MVM;
completing the first-stage MVM operation is exactly the same
as a single MVM operation in Figs. 1 and 8. Then, each element
of YZgx1,; is duplicated by a 1-to-n O-PS for the second-stage
MVM operation, i.e., Xnxq-YZax1,j. Note that each element of
YZq4x1,j already contains all wavelengths (4;,j =1 ~ d) carrying
their own weight factors. Therefore, to further perform MVM
with YZq1 j, the control-voltage of each element (xj;,1 =1 ~
n,j =1~ d) of X,,«q requires a racetrack modulator (RTM) to
influence the amplitudes of all wavelengths in each element of
YZg4x1,; all together; in other words, each RTM is driven by x;;
for a broadband (i.e., all WDM wavelengths) light-wave power
modulation. Note that the detailed RTM design is elaborated in
Section VI-A, and all x-RTMj5,i =1 ~n,j =1~ d, are es-
sentially identical, so the indexes i and j for x-RTM;; are merely
for distinguishing x-RTMj; driven by their pre-determined static
digital x;; data elements through their LP-DACs.

After the broadband modulations for element-to-element
products of X, xq and YZg41 j, the following “n” d-to-1 par-
allel linear Ge PDs are required to perform the summations of
element-to-element products. As shown in Fig. 9, the photo-
current summations based on Kirchhoff’s Current Law (KCL)
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The system block diagram of the MPE-D-MMM linear-algebra accelerator implemented by the D-MVM space-parallelism approach. Note that each

“yz” presents a “single-word” variable, NOT “y times z”; each “xyz” also presents a “single-word” variable, NOT “x times y times z”. Also, the PDs are actually
distributed with the waveguides, and the signal crossovers are done by the PD electrical outputs with eight back-end metal layers in 45SPCLO.

of these “n” d-to-1 PDs represent the outcome vector of the
D-MVM operation, XYZ,,»1,; (=Xuxd-YZdx1,j)- Note that the
waveguides in 45SPCLO are formed by crystalline silicon in a
single front-end layer, so the crossovers among the waveguides
to reach the parallel PDs shown in Fig. 9 are for illustration
purposes. In the realistic mask layout, the PDs are distributed
with the waveguides, and signal crossovers are actually done by
eight back-end metal layers in 45SPCLO carrying the electrical
xyzij i=1~mn,j =1~ n, photo-currents from the outputs of
the PDs merging at the inputs of the TIAs.

Overall, with either the space-parallelism approach in Fig. 9
or an equivalent time-multiplexing approach, the “n” D-
MVM units can accomplish the whole D-MMM operation
(Xiuxd Ydaxd-Zdxn = XYZyxy) fully in the photonic domain
for eliminating the intermediate O/E/O overhead and main-
taining negligible computation latency and power consump-
tion with extra area consumption and calibration effort due
to additional RTMs, LP-DACs, O-PSs and PDs per D-MVM
unit.

A. Broadband Racetrack Modulators

In the MPE-D-MMM described in this Section, the second
multiplication in the photonic domain requires a broadband
modulator to convert the second digital multiplicand x5, 1 = 1
~n,j =1~ d, into consistent power-gains across all WDM
wavelengths 4;;, j = 1 ~ d, as shown in the bottom of Fig. 3(b).
Note that the indexes i and j of x;; and x-RTM;; are only used for
labeling the data elements of the multiplicand matrix X, 4, and
they are not related to the indexes of the WDM wavelengths X;

modulated by e-MRM;/z-MRM;, i = 1 ~ d, and A;; modulated
by y-MRM;jj,j =1 ~d.

This paper proposed an optical comb-based racetrack mod-
ulator (RTM) [45] as shown in Fig. 3(b) to simultaneously
modulate the light-wave powers across all WDM wavelengths
in the MPE-D-MVM and MPE-D-MMM. The fundamentals of
micro-ring and racetrack modulators are basically identical, but
the dimensions of their resonance cavity are quite different. If
the waveguide widths, gaps, and coupling lengths of the MRM
and RTM are unified, then their resonance cavity lengths, L;;
and LTy, are the primary design parameters determining their
power transmission responses. Under the resonance condition,
the cavity of x-RTMjj, i = 1 ~ n, j = 1 ~ d, respectively,
in Fig. 9 simultaneously establishes constructive inferences
with all wavelengths A;j, j = 1 ~ d, so that each first MVM
dot-product result carried by all A;; light-wave powers in each
straight waveguide can be altogether absorbed in the x-RTM;;
cavity, which is corresponding to a zero multiplicand, x;; = 0.
That is, designing an RTM with a power transmission spectrum
matched with the aggregate power transmission spectrums of
all the MRMs as the relation shown in Fig. 3(a) can perform an
optical comb-based broadband modulation according to the P/N
junction control voltage of x-RTMj; based on x;;.

To design x-RTM;; having a consistent power transmission
gain for all WDM wavelengths as shown in the bottom of
Fig. 3(a), the perimeter Lrry of X-RTM;; for the whole WDM
spectrum shall at least satisfy two criteria. First, the FSR
AApsr-rrM,ij of each resonance wavelength Aj; determines
each WDM isolation spacing Alwpw,ij [32]. Second, each
resonance wavelength A;; under a particular resonance mode
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TABLE IT
PERFORMANCE SIMULATION RESULTS OF MPE-MVMs
Vector Laser Inj. Heater SoC SoC Data Clock Computation Computation Energy
Dimen. Power Power Power* Area Precision Rate Throughput Density Consumption*
d Piy Pheat Psoc Asoc B forx 2-d*fork > fork d?ferk/Asoc Psoc/(d? fcLk)
MPE-MVM (mW) (mW) (mW) (mm?) (bit) (GHz) (TOPS/s) | (TMAC/s) | (TMAC/s/mm?) (fI/MAC)
in 45-nm 8 32 40.8 99.6 0.10 4 2 0.256 0.128 1.26 777.8
Monolithic SiPh 16 64 79.2 198.7 0.33 4 2 1.024 0.512 1.56 388.0
[This Work] 32 128 156.0 400.7 1.14 4 2 4.096 2.048 1.80 195.6
64 256 309.6 818.0 4.16 4 2 16.384 8.192 1.97 99.8
128 512 616.8 1701.1 15.77 4 2 65.536 32.768 2.08 519
256 1024 1231.2 3653.3 61.12 4 2 262.144 131.072 2.14 27.9
ASIC-MVM Yector SoC Idle SoC Busy SoC Dz?tz? Clock Computation Comput}ition Energ}{
Google TPU Dimen. Power Powert Area Precision Rate Throughput Density Consumptionf
in CMOS d Pidie Psoc Asoc B fork 2-d*fork d>fork d? feLk/Asoc Psoc/(d? ferk)
(mW) (mW) (mm?) (bit) (GHz) (TOPS/s) (TMAC/s) | (TMAC/s/mm?) (fI/IMAC)
vl 28-nm [47] 256 28000 40000 331 8 0.7 91.76 45.88 0.14 871.8
v4 7-nm [48] 256 55000 78571% 400 8 1.05 137.62 68.81 0.17 1141.9

* Without including the external laser comb source power, Psoc covers all photonic/electronic devices/circuits power, heater power (Ppey), and laser injection power

(Pyyj) on the single monolithic SiPh chip.

T Including all electronic digital circuits power consumption on the single CMOS chip in the Busy-mode.
1 The Busy-mode power of TPUv4 is estimated by its Idle-mode power (= 55 W) and Busy-vs.-Idle power ratio of TPUv1 (= 1.43).

mgTM,ij (an integer) corresponds to its effective refractive index
ne(Aij), silicon propagation constant 3(A;), and the common
perimeter Lrry = 27 rrm + 2-Srrum [33]. These two criteria
are summarized in (16) and (17), respectively, as follows:

2
Ai;

————— = AAwDMm,j
ng (Aij) - Lrrm "

AApPSR-RTM,ij =

A
ng (Aij) - AAw iz

= Lrrv = (16)

21 - mprai; = B(rij) - Lrrv = ij “Neff (Aij) - Lrrm
ij

neys (Aij)

To satisfy both (16) and (17), all resonance wavelengths A;;,

j =1 ~d, of the entire WDM spectrum are determined by the

resonance mode requirements of x-RTM;; as shown as follows:

= Lrrm = “MRTM,ij (17)

mprae = <L (%i5) Aij
" ng (kij)  Alwpnij
= Neff ()“U) . )\.,L] (18)
One i ..
Neff ()"ZJ) - )\'Zj . %(JAJ) A)‘WD]W,ZJ

Note that each mgTnj; has to be a unique integer for j = 1
~ d since all constructive interferences simultaneously occur
in the same cavity, LrTy. In other words, the only way to set
distinguishable “d” resonance wavelengths A;; by (17) with a
common Lrry is to assign “d” individual mgryy jj. In summary,
the value of “d” with the requirements in (16), (17), and (18)
determines the distribution of A;; and Alwpw,jj of the entire
WDM wavelength spectrum for the MVM operation; then the
laser wavelengths and the radii of all z-MRM; and y-MRMj;
described in Section IV-D shall be designed accordingly to
match the power transmission spectrums as shown in Fig. 3(a).

By using the same example in Section IV-D with a few
iterations, the consecutive integer mrrwm ij, j = 1 ~ 32, are
chosen from 2321 down to 2290 so that Aj; and Ay, ij, j = 1
~ 32, can be determined to satisfy the targeted 0.5-nm WDM
isolation spacing with Lrry = 951.32 pum as summarized in
Table 1. About the area of x-RTMj;, if the radius rrrm of the

left/right-end half-circles is set to 5 um, then the length sgrys of
the top/bottom straight waveguides is 459.95 pum. Therefore, in-
cluding the primary racetrack resonator and peripheral keep-out
halo, the silicon area per RTM is a 480-pm x 20-pm tile.

VII. PERFORMANCE SUMMARY AND CONCLUSION

The primary performance metrics of linear-algebra com-
puting systems include computation throughput (TMAC/s),
computation density (TMAC/s/mm?), and energy consumption
(fI/MAC) [15], [19], [24]. Based on Section IV and Fig. 1,
the required counts of the building blocks in a completely
on-chip MPE-MVM can be scalable and parameterized into
functions of “d” (proportional to “d” or “d*”). After consol-
idating the building-block powers, areas, and bandwidths re-
ported in Section IV, which were simulated by the Cadence
design environment [46] with the GlobalFoundries 45SPCLO
PDK, into this scalable architecture, the total power and area
of the MVM accelerator can be calculated by summing the
building-block powers and areas multiplied by their correspond-
ing counts parameterized by “d” with additional margins for
on-chip signal/clock routing, buffering, supply/bias distribution,
and 45SPCLO design-rule-check (DRC) compliance.

According to the approach described above, the detailed
power/area breakdowns and computing performance metrics of
the MPE-MVM accelerator with its entire single-chip hardware
and standalone MVM functionality are summarized in Table II
to practically cover the overhead of the MPE integrations,
conversions, and calibrations, including all electronic/photonic
SoC building blocks with complete DACs/ADCs, on-chip digital
interface, clock distribution, on-chip calibration hardware, laser
injection power, and heater power, instead of only considering
the power/area of the photonic devices in the performance eval-
uations [15], [19], [24]. For the same reason of thoroughness
in practical hardware realization, the performance metrics of
Google Tensor Processing Units (TPU) reported in [47], [48]
are listed in Table II as well for comparison purposes since
these TPUs are also fully integrated SoCs possessing com-
plete MVM functionalities implemented by digital application-
specific integrated-circuits (ASIC). Note that the performance
metrics of the MPE-MMM and MPE-D-MMM accelerators can
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be reasonably simulated and calculated according to those of the
MPE-MVM accelerator because of the dimension scalability,
space-parallelism, and time-multiplexing approaches described
in Sections V and VL

The performance scalability with the dimensional parameter
“d” of the MPE-MVM accelerator listed in Table II shows that
the power/area overhead of electronic circuits in the MPE-MVM
is getting leveraged by the negligible photonic computing la-
tency and power consumption when “d” is scaling up. In the
cases of “d” > 8§, the MPE-MVM accelerator outperforms the
ASIC counterparts in both computation density and energy con-
sumption (the farthest right two columns of Table II). In particu-
lar, with the future advances in scaling the optical comb-line gen-
erations up to “d” = 256, the MPE-MVM accelerator can exhibit
about 12.6 x computation-density and 40.9x energy-efficiency
superiority over the advanced ASIC-MVM accelerator (TPUv4)
with the downside of lower data precision due to the “analog”
computing in photonics. Finally, it is important to note that many
novel SiPh devices and circuits are still being discovered and
engineered for future foundry manufacturing; potentially, the
performance metrics of the MPE accelerators can be further
improved and scaled with the development of next-generation
SiPh process technology.
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