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Abstract— Sampling-based motion planning methods for ma-
nipulators in crowded environments often suffer from expensive
collision checking and high sampling complexity, which make
them difficult to use in real time. To address this issue, we
propose a new generalizable control barrier function (CBF)-
based steering controller to reduce the number of samples
needed in a sampling-based motion planner RRT. Our method
combines the strength of CBF for real-time collision-avoidance
control and RRT for long-horizon motion planning, by using
CBF-induced neural controller (CBF-INC) to generate control
signals that steer the system towards sampled configurations
by RRT. CBF-INC is learned as Neural Networks and has two
variants handling different inputs, respectively: state (signed
distance) input and point-cloud input from LiDAR. In the latter
case, we also study two different settings: fully and partially
observed environmental information. Compared to manually
crafted CBF which suffers from over-approximating robot
geometry, CBF-INC can balance safety and goal-reaching better
without being over-conservative. Given state-based input, our
neural CBF-induced neural controller-enhanced RRT (CBF-
INC-RRT) can increase the success rate by 14% while reducing
the number of nodes explored by 30%, compared with vanilla
RRT on hard test cases. Given LiDAR input where vanilla RRT
is not directly applicable, we demonstrate that our CBF-INC-
RRT can improve the success rate by 10%, compared with
planning with other steering controllers. Our project page with
supplementary material is at https://mit-realm.github.io/CBF-
INC-RRT-website/.

I. INTRODUCTION

Despite the wide adoption of robotic manipulators in many
real-world applications, real-time planning of safe execution
paths for manipulators in crowded environments can still
be challenging due to high-dimensional complex dynamics.
Sampling-based motion planning methods, such as Rapidly
Exploring Random Trees (RRT) [1], Probabilistic Roadmaps
(PRM) [2], and their extensions [3]-[7] have demonstrated
their efficacy in generating collision-free paths in complex
environments. However, the high sampling complexity of
those methods is prominent for manipulators. Moreover,
those methods require accurate state estimation before plan-
ning, which often assumes static environments and precise
knowledge of the shapes and positions of obstacles.

The number of samples used in RRT can be reduced if
expanding a node has a higher likelihood of success, which
helps to reduce the node number for finding a solution.
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Fig. 1. An example of a Franka Emika Panda robot planning motions
using our proposed framework. We train a CBF-induced neural controller
and integrate it into the steer function in sampling-based motion planning.
The controller is used for safe exploration and steers the edge to collision-
free space without being over-conservative.

The expansion of a node will terminate when a collision
is detected. On the contrary to recklessly heading towards
the sampled state, using a safe steering function will sub-
stantially reduce the early termination of expansion. In this
paper, we are inspired by the use of control barrier functions
(CBF) [8], [9] in multiple robotics applications for safe
control to design such a steering function. Prior works [10]—
[13] have shown significant advancements in combining the
safe CBF controller with sampling-based motion planning
algorithms for low-dimensional systems. In the context of
safe control, CBF has demonstrated success in rather com-
plex robotic systems [14], [15], including manipulators [16],
[17]. However, the CBFs used in the above works are
typically manually designed as functions over the state of
the environment, requiring both extensive experts’ experience
and accurate estimation from sensory data. When applying
to robotic manipulator systems, the articulated nature of
robots also poses an extensive computation burden for state
estimation to handle the varying geometry of robots [16],
[18]. For the simplicity of construction, geometric shapes of
a robot are often over-approximated [18]-[21] and CBFs are
often selected in simple forms like signed distance or [16],
[18] or in quadratic form [22], [23]. The cost for simplicity
is that the CBFs may be over-conservative and a feasible
control signal is not guaranteed to be found. To address these
challenges, we are inspired by the recent advances in learning
CBFs for the efficient synthesis of safe controllers, which has
shown success in walking [24], flight [25] and multi-agent
setting [26], with some other attempts to extend these neural
CBFs to observation-feedback systems [27], [28].

In this work, we build upon the motion planning frame-
work RRT [1] and learn a CBF-INC to steer the system
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towards newly sampled configuration. CBF-INC has two
variants handling different inputs: state (signed distance)
and point cloud input from LiDAR. Given state input, our
framework CBF-INC-RRT increases the success rate by

and reduces the number of explored nodes by on the
most challenging test cases, compared with vanilla RRT and
other neural-controller-enhanced RRT. CBF-INC-RRT also
doubles the success rate and halves the explored nodes,
compared with the hand-crafted CBF-enhanced RRT method
by avoiding over-conservativeness. With point cloud input
setting, where many methods (like vanilla RRT and hand-
crafted CBF) are not directly applicable, CBF-INC-RRT
still improve the success rate by on challenging cases,
compared with planning with other steering controllers.
Contributions. Our contributions are summarized below: (i)
We present a CBF-INC specialized for robotic manipulators.
Our neural networks tackle high-dimensional observations
and complex geometric link shapes. To the best of our knowl-
edge, this is the first CBF-style controller taking raw sensor
input in high-dimensional manipulators. (ii)) We present a
framework - CBF-INC-RRT that incorporates the learned
neural CBF into the motion planning algorithm. Such a
framework preserves the completeness of traditional motion
planning methods while benefiting from the safe exploration
of CBF-INC. (iii) Through extensive experiments on 4D and
7D manipulators, we demonstrate that planning algorithms
using CBF-INC significantly outperform baselines, in terms
of success rate and exploration efficiency. We also show
CBF-INC generalizes to dynamic environments and evaluate
CBF-INC-RRT on hardware.

II. RELATED WORKS

Local Safety for robotic arms. Safe deployment in the real
world is crucial for general-purpose robotic arms. Various
non-learning techniques have been proposed to tackle the
collision avoidance problems on manipulators, ranging from
potential field methods [29]-[31], reachability analysis [32],
to CBF [17], [18], a trusted tool for ensuring safety in
control systems [8], [33]. These methods, including CBF
are usually hand-crafted via signed distance [16], [18],
[34], quadratic form [22], [23] or minimum uniform scaling
factor [17]. While effective for certain environments, they
require substantial design efforts and perfect knowledge of
the environment. For simplicity, CBFs designed for robotic
arms with multiple degrees of freedom (DoF) often use a
set of simple convex shapes to over-approximate the rigid
body links [18]-[21], leading to over-conservative policies.
Extending these approximations from one shape to another
is also not straightforward.

In contrast, data-driven methods, exploiting the power of
neural networks, have shown promise in addressing complex
geometric shapes of manipulators [35], [36], even when only
high-dimensional observations are available [37]. Recently,
learning-based CBFs have demonstrated potential in resolv-
ing these challenges on drones in multi-agent setting [26]
and visual navigation systems [27]. However, in robotic
manipulator systems, the adoption of neural networks in

CBFs is restricted to parameter search guidance [38] due
to the convoluted collision-free configuration space.
Inductive bias in sampling-based motion planning. One
stream of methods [39]-[42] has been proposed to improve
sampling-based planning methods by incorporating inductive
bias. The methods fall into two categories. One set of
methods seeks to find heuristic functions to prioritize the
samples to explore, including Fast Marching Trees [43],
sampling-based A* [44], and recent GNN-related works [42],
[45]. Some works also consider improving the sampling
strategy [39], [46]. However, these methods still suffer from
finding a control policy for the planned reference trajectory,
especially for complex dynamics. The other class of methods
conceives motion planning problems as sequential decision-
making problems and relies on neural policies [41], [42], [47]
such as imitation learning [48] or reinforcement learning [40]
in an end-to-end manner, aiming to find a collision-free
trajectory directly with a neural network. Some further
consider adding explicit safety constraints during training
to accelerate [35], [49]. Though these methods have shown
impressive results, they sacrifice the completeness guarantee
of many motion planning algorithms.

The most related works to this paper are [10]-[13], which
explore incorporating CBF into sampling-based motion plan-
ning. [11]-[13] proposed improvements on sampling meth-
ods and [12], [13] focused on optimal planning. Our method
only modifies the steer function in motion planning, and is
therefore able to work directly with many sampling-based
planners. While [11]-[13] work in simple 2D environments
with a hand-crafted CBF and [10] work on 2D car dynamics,
we propose a CBF-induced neural controller component and
conduct experiments with high-DoF robotic manipulators
in a highly cluttered environment. Another closely related
work is [36], which synthesizes a control policy for high-
DoF manipulators via a neural signed distance function and
quadratic programming (QP). The training of CBF-induced
neural function explicitly penalizes the infeasibility of QP,
improving the goal-reaching performance of controllers.

III. PRELIMINARIES

We consider a robot with control-affine dynamics
, where C is the robot configuration

and U is the control input, in a cluttered environ-
ment £. We assume both configuration space C and action
space U to be bounded. The robot perceives the environment
£ through an observation model & @
In this work, we consider two different observation models,
namely, a signed-distance observation model and a LiDAR-
based observation model, whose details are elaborated in I'V-
B. The state-observation space X  C O can be partitioned
into three subspaces: an unsafe set X where the robot
collides with or penetrates itself or environmental obstacles,
a safe set X thres X where
the robot is at least s away from the unsafe set, and a
boundary set ¥ X X X .

Given a start configuration  and goal configuration ,
satisfying & E X , we seek to
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find a feasible control sequence U that
steers the system from to Xgoal, While ensuring
£ X . The goal region Cgpql
is defined as £ goal for some pre-
defined radius goa1 . In this work, we build upon motion
planning algorithm RRT [1] and substitute the steer function
with a neural-network-based controller for control input.
Rapid-exploring random trees (RRT). RRT [1] tackles
the motion planning problem by starting with sampling a
set of configurations in the free space X X X.
The algorithm then attempts to build or expand a tree to
connect these nodes with the start configuration  and the
goal configuration . This two-step process is repeated until
a collision-free path connecting the two configurations is
found or until termination. Each edge on the tree has to be
collision-free, thus requiring collision checking at the edge
construction stage.
Control barrier function. CBF ensures safety in control
systems by enforcing the states of the systems to stay in the
safe set. Extended CBFs in state-observation space X’ are
scalar functions such that for some

X
X
X
u
(1)
where and denote the Lie derivatives, which

capture the rate of change of along the system trajec-
tories induced by  and , respectively. Since is also
a function of , the calculation of Lie derivatives requires
the calculation of — and — . And are small
margins to encourage the strict inequality satisfaction of
CBF conditions. It is proved in [8] that if the initial state
X and a Lipschitz continuous

X U selects actions from the set Kcpp
, then the trajectory

policy

does not leave the safe set X .

Here we can see a connection between motion planning
and control barrier function. As long as the controller ensures
the forward-invariant of the safety set, then the agent never
encounters collisions. Using such a CBF controller ensures
the collision-free constraint for motion planning.

IV. METHODS

Motivated by the connection between the motion planner’s
collision-free constraint and CBF’s safety guarantees, we
present a two-stage approach using a CBF-induced neural
controller that allows a robot to avoid obstacles and a motion
planner that guides the robot to jump out of stuck regions
and toward its goal. We first train a neural network CBF-
induced neural function (CBF-INF) for the robot. CBF-INF
is trained to satisfy all the constraints in (1). Next, we
synthesize a controller CBF-INC using the trained CBF-INF
and incorporate it into the motion planning framework.

A. Learning Framework for CBF-INF

Training procedures. We utilize an offline strategy to train
CBF-INF , where the training data is pre-collected.

Our training dataset is a combination of two different parts,
both are collected in various training environments : (i)
We gather rollout trajectories using classical controllers
(e.g. LQR controller). These trajectories are generated with
random initial and goal states. (ii) To ensure coverage of
less-explored spaces within the rollout, we uniformly sample
the robot’s pose in the configuration space. The presence
of observation allows that the training environments not
necessarily be the same as test ones and that CBF-INF can
easily generalize to new environments. CBF-INF is trained
to minimize an empirical loss function £ like [27]:

L

safe

x
unsafe x (2)
u
X
where are positive tuning parameters, is
,  safe> unsafe and are the number of points

in the training samples in A , X and X, respectively. As
the term u is linearly dependent on ,
the minimum value can be easily found within a bounded
action space U/ via linear programming (LP). The existence
of a feasible control signal in the last condition in (1) can
be demonstrated when the third loss term comes to . Note
that CBF-INF is trained as a Neural Network from finite
samples and therefore not a valid CBF before being verified
to satisfy the CBF constraints over the entire space. The latter
is a theoretically hard problem [50]. However, the learned
CBF-INF can be used as a steering function and provides
significant empirical improvements over vanilla RRT (shown
in Sec. V). We will also show in Fig 5 that the empirical
satisfaction rates of the CBF constraints over finite samples
are close to

Computing Lie-derivatives. Directly computing the third
condition in Eq. (1) requires the calculation of — and — .
We first assume the obstacle velocities are much smaller
than the links of manipulators in the dynamic scenarios,
so we can disregard the change of in between two com-
putational steps induced by the change of environment &
when computing Lie-derivatives. Furthermore, we replace the
exact calculation of — with numerical differentiation, i.e.,

— ———  where is a one-hot vector with
. This approach bypasses the explicit expression
of forward kinematics of manipulators with many degrees
of freedom and only demands a “’black-box™ access to the
numerical values of the kinematics and the Jacobian [22].

B. Specializing Functions for Manipulators: State-based and
LiDAR-based CBF-INF

In contrast to hand-crafted CBFs utilized on multi-DoF
robotic manipulators in [11], [16], [18], we aim to learn a
neural function that encodes the safety constraint of avoiding
both self-collision and collision with the exterior environ-
ment. Based on different observation models, we propose two
types of CBF-INF, both sharing the same training procedure.
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Fig. 2. Ilustration of observations. Left: sCBF-INF takes the signed
distance to the nearest obstacle as observation. Middle: For fully-observable
environments, oCBF-INF uses a point cloud sampled uniformly on the
obstacles as observation. Right: For partially-observable environments,
oCBF-INF observes the point cloud from a mounted LiDAR sensor.

State-based CBF-INF (sCBF-INF). The observation o in
SsCBF-INF is the minimum signed distance, d, between the
obstacles and any robot links. In this setting, it is easy for the
CBF-INF to determine, from the sign of d, whether the robot
is in a collision-free state with respect to the environment.
The only remaining challenge is to learn the self-collision
pattern, which solely depends on the configuration g. To
address this, we design the neural network to take the
concatenated vector g and d as input, and generate a scalar
as output, as in Fig. 3.
LiDAR-based CBF-INF (oCBF-INF). sCBF-INF relies
heavily on accurate distance information from the envi-
ronment, which is not available or costly to acquire in a
dynamic or partially observable environment. A more flexible
implementation is to define CBF-INF as functions of partial
observations, e.g., LIDAR. In the LiDAR-based setting, the
observation o is composed of N raw points sampled on
the surface of obstacles paired with their respective normal
vectors, similar to [41]. This observation is represented by
a finite set o = {(pi, ni)}icpr, -, vy € RV*6, with the 3
dimensional points p; and 3 dimensional normal vector n;
in the world frame. The point cloud can be retrieved using
the LiDAR sensor or a depth camera mounted on the robot.
For each link of the manipulator, we transform the point
cloud into its local frame, concatenate each point with a one-
hot vector of the link index, and then feed all the transformed
point clouds into a PointNet [51], which encodes the point
clouds while ensuring permutation invariance on the order
of points. The feature vectors from the PointNet are further
fed into an MLP, concatenated with the configuration ¢q. The
whole network architecture is shown in Fig. 3.

C. Integrating CBF-INF with Motion Planning

Sampling-based motion planning algorithms are widely
adopted to efficiently search high-dimensional spaces via
building a space-filling tree. Despite their guaranteed com-
pleteness, these algorithms explore the configuration space
via random shooting, and fine-grained collision-checking is
required for each edge. The edge will be discarded if any
part of the checking fails, even though a slight detour may
save the edge, which wastes the computation in such a
failed exploration. Our framework, however, encourages the
planner to explore the configuration space more wisely by
using safe controllers, i.e., CBF-INC. By incorporating the
controller into the motion planning algorithm, the likelihood
of successfully expanding a node is increased, which reduces

Fig. 3. The overall neural network architecture. Left: The architecture of
the sCBF-INF. Right: The architecture of the oCBF-INF.

the exploration cost given the controller’s reactivity to ob-
stacles.

Synthesize controller. We construct our controller CBF-
INC from CBF theory [8] that modifies any given reference
controller uygminay by solving the quadratic programming
(QP) problem:

u(g, 0,qy) = arg min ||u — Unominat (¢, 0, g¢)[|%
ucld

s.t. L¢h(g,0) + Lgh(g,0) - u+ah <0.

3)

Here, the controller seeks to minimize the squared difference
with the nominal control input within the action space U,
while satisfying the safety constraint.
Safe-steering RRT. In this study, we focus on Rapidly-
exploring Random Trees (RRT) [1] as a representative
sampling-based motion planner. In RRT, the steer function
generates a prospective edge, which extends the current
search tree toward the direction of a randomly selected point.
The steer function needs to conduct collision checking in
the process. Different from [11], which substitutes explicit
checking for the nearest neighbor and changes the original
framework, we propose CBF-INC-RRT, to use CBF-INC as
the steer function. This is a general approach that can be
applied to any sampling-based motion planners using a steer
function. Within our steer function, the robot rolls out a
trajectory using CBF-INC. The g, in (3) is set to be the newly
sampled point. The generated trajectory and control sequence
then serve as the edge added to the search tree. Details of
the complete algorithm are provided in the Appendix.
There may be concerns about the completeness of this
modified planning paradigm. However, we can still ensure
completeness by opting to use CBF-INF to discard unsafe
LQR actions instead of modifying them after a certain
number of exploration steps, as suggested in [13]. This
optional variation allows us to maintain the crucial aspect
of completeness while improving safety and efficiency.

V. EXPERIMENTAL RESULTS

Experiment setup. We evaluate our methods on a 4-DoF
Dobot Magician in simulation and a 7-DoF Franka Panda
both in simulation and the real world. Similar to [16], we
consider direct control over the joint velocities, i.e., ¢ = u. In
experiments, obstacles within the environment are depicted
as cuboids. CBF-INF is trained in environments with 4 fixed-
size obstacles with random poses. We test the method on
more challenging environments with 8 obstacles of random
sizes and poses unless specified otherwise. The nominal
policy upominal for the QP controller is selected as LQR. The
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simulations of continuous-time robot dynamics and control
frequency occur at Hz and  Hz, respectively.
Baselines. Apart from vanilla RRT (RRT) [1], we also com-
pare against RRT variants with the following steer controllers
in both state-based and LiDAR-based settings:

Reinforcement Learning (SRL&oRL) [52]: We design
the reward function to encourage goal-reaching and
penalize collision, then train the controller with DDPG.
Imitation Learning (sIL&oIL) [53]: Use behavior
cloning to mimic the planned trajectories generated
from an expert motion planner BIT* [54].

Some baseline methods require complete information of the
environment, thus only available in the state-based setting:

Hand-crafted CBF (hCBF) [17]: The construction of
this CBF adopts the minimum uniform scaling factor.
Only available for 7-DoF Panda robot.

Safe RL method OptLayer (sOpt) [35]: Add addi-
tional optimization layer to force the controller satisfy 1,
where is a signed distance function instead of CBF.

The baseline methods with steer controllers are abbreviated
with a suffix ’-steer’. We also conduct ablation studies evalu-
ating the controllers only. All neural controllers are designed
and trained using the same environment observations and
neural network architectures. The methods are evaluated on
randomly generated 1000 easy and 1000 hard testing cases,
based on the time required for BIT* [54] to find a solution.
All the experiments are conducted with a predefined node
limit: for the 4-DoF robot, exploration is restricted to a
maximum of 200 nodes, while the limit for the 7-DoF robot
is 500 nodes.

A. Motion Planning in Simulation

Evaluation metrics. For motion planning problems in the
section, we consider the following metrics: (1) Success rate
(SR): A problem is successfully solved only if a collision-
free path is found within the node limit. (2) Explored
nodes: the attempts of adding a node to the search tree,
regardless of success or not. (3) Total time consumption:
One common concern about learning-based methods is their
running speed due to the frequent calling of a large neural
network model at inference time. We separate this metric into
two categories: (3.1) online time, which is directly related
to control frequency and observation update frequency and
must be performed online during execution. This includes
neural network inference time, QP solving, and perceiving
observations; and (3.2) planning time, proportional to the
total timesteps when expanding the search tree, is the remain-
ing time consumption other than online time. This includes
planning, running the simulations, and performing collision
checking. Because online time highly depends on selected
parameters, we only report planning time in the main text.
Results for online time can be found in the supplementary.
Performance of state-based methods. Shown in Table I, we
see significant improvement in success rate and exploration
efficiency (explored nodes) using sCBF-INC-RRT in the
state-based setting. Remarkably, performance improvement

TABLE I
EXPERIMENTS UNDER STATE-BASED SETTING. PERFORMANCE ON
AVERAGE SUCCESS RATE (SR), NUMBER OF EXPLORED NODES ON 1000
TEST CASES, AND SUMMED PLANNING TIME ON 100 TESTING CASES,
AVERAGED OVER 3 RANDOM SEEDS.

(a) Results on 4-DoF Magician robot.

Easy Hard
method SR? (%) nodes| time(s) SR?T (%) nodes| time(s)
RRT 91.2 37.4 42.3 68.1 81.2 43.3
SCBF-INC-RRT 97.7 24.1 45.8 84.6 54.6 45.3
sIL-steer 89.4 43.0 55.2 58.2 99.6 80.1
sRL-steer 90.3 40.4 51.5 60.8 94.0 73.4
sOpt-steer 84.6 51.2 65.7 64.5 93.2 70.6
(b) Results on 7-DoF Franka Panda robot.
Easy Hard
method SR? (%) nodes] time(s) SR?T (%) nodes| time(s)
RRT 85.7 112.3  166.0 62.8 252.5 278.6
SCBF-INC-RRT 92.0 67.5 160.5 76.1 162.5 345.8
hCBF-steer 39.2 134.1 472.6 26.3 160.5 525.3
sIL-steer 39.1 324.9 459.0 25.3 400.5 547.2
sRL-steer 83.9 124.9 235.9 60.1 266.7 395.3
sOpt-steer 26.5 155.3  902.8 16.4 174.9 942.3
N oCBF-INC-RRT HEE oRL-steer olL-stcer WM oCBF-INC oRL HEE oIL
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Fig. 4. Motion planning experiments under LiDAR-based setting.

is much more pronounced on challenging hard testing prob-
lems. Regarding planning time, sCBF-INC-RRT performs
comparably with vanilla RRT and takes considerably less
time compared to sRL-steer, sIL-steer methods, and even safe
method sOptLayer-steer. It’s worth discussing why hCBF-
steer performs much worse than CBF-INC-RRT and even
RRT. First, hCBF is more conservative because it over-
approximates the geometry shapes of the robot. This limits its
performance, especially in cluttered environments. Second,
the QP controller in hCBF-steer sometimes cannot find a
feasible solution. Although we’ve attempted to relax the
optimization problem with a constraint violation penalty
term, this compromises the safety guarantee of hCBF-steer.
Performance of LiDAR-based methods. We evaluate al-
gorithms that integrate various controllers into steer func-
tions (e.g., oOCBF-INC-RRT) and those that solely leverage
controllers to address the planning problems (e.g., oCBF-
INC). The experiments are conducted in fully-observable
environments. In Fig. 4, we show that motion planning
methods significantly outperform end-to-end controllers re-
garding success rate, demonstrating that motion planning
can help improve the feasibility of finding a solution under
QP formulations. Among all the motion planning methods,
oCBF-INC-RRT outperforms oRL-steer and olL-steer on
success rate and number of explored nodes, especially in
hard tests. Regarding the total time consumption, our method
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Fig. 5. Left: Slices of oCBF-INF value for Panda, obtained by sweeping
across two joints, with all other joint states and obstacle positions held
constant. Right: Learning curves of constraint satisfaction rate on Panda.

does take a slightly longer time than vanilla RRT due to
frequent inference calls of neural network. However, our
method takes about s and S on average to compute
the control signals and step the simulation for a 1-second
period on Dobot Magician and Franka Panda, respectively.
This indicates our planning can be performed faster than
real-time, further establishing applicability to the real world.

B. Ablation Study in Simulation

We first visualize CBF contour in configuration space in
Fig 5. We also plot the learning curves of satisfaction rates
of each CBF constraint on our neural CBF-induced neural
controller-enhanced RRT. All the constraints are satisfied
over and on the validation sets for state-based
and LiDAR-based settings after training, respectively.

We then evaluate our controller oCBF-INC, by unrolling
its control output without integrating it into the motion
planning framework, over 1000 planning problems with
obstacles. This experiment showcases how different neural
controllers balance goal-reaching and safety. We conduct
experiments in two distinct environments: (i) the environment
is static and fully observable, where the observation contains

points uniformly sampled on the surfaces of obstacles;
(ii) obstacles are dynamic and move at a constant speed
and the environment is only partially observable, where the
observation is acquired by two 3D LiDARs mounted on the
manipulators.
Evaluation metrics. We evaluate the end-to-end controllers
based on three measures averaged over the testing problems:
(1) goal-reaching rate: A goal configuration is identified as
reached, only if the agent does not encounter any collision
during the rollout, and eventually reaches the goal within a
limited time horizon. (2) safety rate: the ratio of collision-
free states along the entire trajectory. (3) makespan: rollout
steps for succeeded cases.
Performance. Fig 6 shows the performance of both Dobot
Magician and Franka Panda robots in the considered environ-
ments. In the static and fully observable environment, oCBF-
INC outperforms baselines by approximately on the goal-
reaching rate and safety rate for the Magician robot and by
more than for Franka Panda. Although all algorithms
face a substantial performance drop in the dynamic and
partial-observable environment, our controller still notably
exceeds oRL and olL baselines. The makespan performances
are generally comparable across algorithms, while oCBF-
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Fig. 6. Safety and goal-reaching performance of LiDAR-based controllers
in an end-to-end manner (without motion planning module).

INC is slightly better. This demonstrates the method achieves
a great balance between efficiency and safety.

C. Hardware Demonstration

Finally, we validate our proposed method on a real
Franka Emika Panda controlled at  Hz, the same as in the
simulation. We randomly select several planning problems
in V-A. In order to avoid the floating blocks, we construct
the obstacles and vision modules in the simulation, then
synthesize real-world video with simulated obstacles, similar
to [17]. The components are communicated via ROS.

As shown in Fig 7 and supplementary video, our method
solves the planning problems successfully. On the right of
Fig 7, we also show the signed distance of the robot to
the environment. The experiments confirm that the planned
trajectory is safe and robust to the noise in execution.

SDF value (m)
=4
S

10 20 30
Time (s)

Fig. 7. Left & middle: snapshots of solving a motion planning problem with
our method. Right: the curve of minimum signed distance to all obstacles
along a trajectory. Videos are included in the supplementary.

VI. DISCUSSIONS AND CONCLUSION

This paper explores a direction for robotic safety control
by integrating CBF-induced neural controller - CBF-INC
into motion planning. Instead of looking for a certified
CBF, we train CBF-INF for robotic manipulators under
different observation settings and incorporate the synthesized
controller into sampling-based motion planning algorithms.
We evaluate the proposed methods in various environments,
including 4-DoF and 7-DoF arms, and in the real world. We
demonstrate that CBF-INC generalizes well to unseen sce-
narios and the overall framework outperforms other methods
in terms of goal-reaching rate and exploration efficiency.

However, there are several limitations of our paper: (1)
Since oCBF-INF takes the raw sensor data as input, the
performance is directly dependent on the sensor data quality.
Quantifying the input cloud’s uncertainty precisely remains
an open-ended problem. (2) oCBF-INF requires transforming
the input point cloud into each link frame, which poses
potential scalability issues for robots with higher DoF. (3)
Our computation of the Lie derivative assumes the moving
speeds of obstacles are small in dynamic scenarios. We hope
to relax this assumption in future work.
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