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Abstract: Social virtual reality platforms present new opportunities for embodied de-
sign processes. This paper illustrates a range of embodied design techniques made 
possible through social engagement with VR/XR technology. Drawing from a case 
study involving the prototyping of a conversation visualization system for VR meetings, 
we present several novel embodied design methods in VR (also applicable to XR). 
These include: new techniques for supporting embodied ideation; new ways of acting 
out and improvising scenarios together; and new opportunities for preparing and ma-
nipulating assets, environments, and low fidelity interactions for embodied design pro-
cesses. These novel techniques and approaches point to exciting new opportunities for 
expanding the repertoire of embodied design practice more broadly. 

Keywords: embodied design; bodystorming; virtual reality; social VR 

1. Introduction 
Embodied prototyping is a well-established approach that surfaces design insights through 
the process of thinking with-and-through the body. Encompassing an ever-expanding reper-
toire of tactics and techniques, embodied design methods have also evolved considerably 
over the past three decades, with refinement in areas of: movement, improvisation, contex-
tual enrichment, and working with props. In parallel, embodied design methods have ex-
panded by drawing upon rich intersections with fields of dance, somatics, theater, ethno-
methodology, phenomenology, and other fields that engage with embodiment and social 
context. As the field of embodied design has evolved, practitioners have also frequently 
drawn upon novel technologies as resources to enhance the sketching, prototyping, and en-
acting process. 

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
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Contributing to this evolution, VR (and XR more broadly) offers new opportunities for inno-
vation in the area of experiential and embodied design methods. Methods like bodystorming 
or embodied improvisation can be quite different when set in social VR environments. In 
part, this is due to the strange materiality, physics, and phenomenology of VR (and XR), 
which can be remarkably alien compared to analogues in the known world. For example, 
physics in VR and XR offers alternative approaches to movement, gravity, scale, and interac-
tion. Likewise, engagement with virtual assets in VR/XR offers striking differences compared 
to working with objects in the physical world, as objects can be scaled, duplicated, and repo-
sitioned anywhere in space. Moreover, resources such as virtual objects, environments, and 
interactive features can be prepared, integrated, or adjusted on the fly in ways that would 
not be possible in physical contexts. 

These differences of materiality, physics, and resource-readiness carry powerful significance 
for experiential prototyping methods. Sharing a VR environment as a creative palette ena-
bles different ways of mapping space (and spatial relationships), different ways of sketching 
experiences, and different opportunities for ad hoc simulations of possible scenarios. In this 
paper, we use a case study of an in-VR design process to gather initial insights about how 
this alien phenomenology of VR/XR can support embodied methods in novel ways. These in-
sights point to new forms of embodied ideation (for example, through sketching or 
bodystorming in/with VR/XR), and to new ways of preparing, arranging, and manipulating 
assets and environments to support the design process. 

1.1 Related work 

1.1.1 Experiential design methods: Embodied design as a form of “Sketching” 
Experiential and embodied design methods have a long track record in IxD and HCI. Proto-
typing quick mockups of software design has long been a part of HCI practice (Overmyer, 
1991). In the early 2000s, with the anticipation of a far broader range of computationally en-
abled interactions, the purview of sketching and prototyping methods expanded to address 
experiential aspects of technological systems (Buxton, 2007).  

Subsequently, researchers have developed a wide range of embodied design methods that 
foreground the value of social movement and improvisation in the design process (Fdili Ala-
oui et al., 2015; Höök et al., 2018; Loke & Robertson, 2013; Márquez Segura, Turmo Vidal, & 
Rostami, 2016; Oulasvirta et al., 2003; Schleicher et al., 2010; Wilde et al., 2017). These 
methods typically focus on engaging the body while designing, e.g. using gestures and other 
actions as a mode of exploration and reflection (Bekker et al., 1995; Hummels et al., 2007). 
Some frame embodied design as a form of collaborative “sketching,” or thinking 
with/through the body along with others (Márquez Segura, Turmo Vidal, Rostami, et al., 
2016). So-called ‘bodystorming’ also overlaps with these sorts of design techniques by in-
volving the body and contextual elements in the process of design ideation (Oulasvirta et al., 
2003) or to represent scenarios and use cases (Oulasvirta et al., 2003; Schleicher et al., 
2010). 
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Gathered objects and materials have typically played a key role in these sorts of methods. 
Buchenau and Suri (2000) and other design researchers, such as Sirkin and Ju (2014) and 
Brandt and Grunnet (2000) point to physical props as useful tools to guide and facilitate em-
bodied improvisation.  

Others have drawn on techniques from theatre, such as role-playing and improvisation (Ar-
vola & Artman, 2007; Brandt & Grunnet, 2000; Burns et al., 1994; Mehto et al., 2006; Newell 
et al., 2006; Sirkin & Ju, 2014; Vines et al., 2014). In some cases, these approaches overlap 
with more formalized experiential simulations, such as Wizard of Oz (Dahlbäck et al., 1993) 
techniques, by emphasizing various human-controlled tactics for enacting the actions of 
computational systems.  

1.1.2 Experiential design methods in/for VR/XR and beyond 
There is a long history of exploration of prototyping techniques and affordances in VR (Coo-
mans & Oxman, 1996; Dai & Göbel, 1994; Laurel et al., 1994; Moshell et al., 1995; UVa User 
Interface Group, 1995).  

However, while design and research on virtual reality (VR) and its precursor technologies 
spans nearly half a century, it has only been a mere decade since the first commercial VR 
headsets expanded access to a much broader set of creators. Along with this recent expan-
sion, practices of VR design methodology have evolved rapidly, both in terms of (i) designing 
for VR as well as (ii) designing with/in VR (whether for a VR experience or for some other 
medium/context).  

This paper focuses in particular on the latter (designing with/in VR), and we draw upon re-
lated work that approaches VR (and XR more broadly) as a medium for experiential design 
processes. Existing work has included:  

(1) Bodystorming and sketching through virtual reality (Vistisen et al., 2019) and 
mixed reality (Márquez Segura et al., 2024; Weijdom, 2022; Zhou et al., 
2019). 

(2) Service prototyping in VR (Boletsis et al., 2017). 

(3) Prototyping specialized application domains (Albarrak et al., 2023).  

(4) Prototyping and authoring in VR (Stadler et al., 2020; Zhang & Oney, 2020), 
along with specialized product domains like cars (Zimmermann, 2008), cakes 
(Mei et al., 2021), and architecture/interior design (Flobak et al., 2019; 
George et al., 2017).  

(5) Mixed reality motion capture for prototyping (Müller et al., 2021).  

(6) Collaborative 3D content creation (Chen et al., 2018).  

(7) Commercial tools like ShapesXR, Microsoft’s Maquette support immersive 
rapid prototyping within VR. 
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We draw, in particular, from several research projects have attended closely to the adapta-
tion of experiential design methods for XR. For example, Boletsis et al. (2017) demonstrated 
how virtual bodystorming and role-play in a collaborative VR environment can support ser-
vice design processes. They point to VR simulations as a technique that helps bridge the gap 
between the “actual service environment and its prototype” particularly in contexts that 
foreground human interaction within a specific spatialized context. Other relevant methods 
research draws from the legacy of theater includes explorations of performative affordances 
that combine virtual and physical experience—so called ‘frictional realities’ of Rostami et al. 
(2018). Another example is Weijdom’s (2022) performative prototyping methods for collabo-
rative mixed-reality bodystorming, puppeteering, and performance. Finally, we also draw 
from embodied speculative techniques such as immersive design fiction which explores 
speculative social worlds as a form of embodied co-imagining in VR (McVeigh-Schultz et al., 
2018a). 

1.2 Setting up the case study 
This paper focuses on the design processes of a small team designing an application for so-
cial VR. Here, rather than evaluate the effectiveness of the design, we aim instead to revisit 
the project as a case study. We will focus in particular on illustrating the embodied design 
methods we employed in several design ideation and testing sessions.  

Our design team comprised four people, one graduate student designer/developer, one 
post-doc, and one independent researcher who had become a professor by later design ses-
sions. Two were women and two were men. Ethnic heritage and nationality varied (although 
all were white presenting). All had at least intermediate experience as VR users. 

2. Case study 
This case study is based on several design sessions of a small team focused on designing a 
social VR application that visualized participants' speech over time. The original project goal 
was to help participants balance their conversational contributions during a VR meeting. Re-
search has demonstrated the value of improving parity in meetings through a range of feed-
back mechanisms (Woolley et al., 2010), and this project explored similar opportunities in 
VR. See Fernandes (2020) and Li et al. (2022) for more details about the original project. 

Two concepts for supporting conversational parity drove our design process: (1) visualizing 
speech as a series of colored spheres which spawn while a participant is talking, and (2) a si-
lent moderator agent who subtly intervenes when a participant has spoken too much. 

Both of the intervention-concepts were very dynamic in nature and required blocking out of 
where avatars and items would be in the space and a nuanced sense of timing. There were 
also questions about how these interventions would integrate in an ambient way into the 
conversation—being just salient enough, but not overpowering and disruptive. While the 
concepts evolved over successive prototyping and experiential testing sessions, for this case 
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study write-up we selected two design sessions to illustrate key takeaways from our design 
process for each of the two concepts.  

2.1 Concept 1: Visualizing speech for conversational balance 
For Concept 1, we worked with a custom social VR sandbox environment for prototyping a 
social VR conversation visualization and parity experience. This sandbox approach however 
only emerged organically as a response to series of challenges. Initially, we drew upon a 
strong concept (Höök & Löwgren, 2012) from previous experiments involving the spawning  
of tennis ball sized spheres from speakers’ mouths during speech events (McVeigh-Schultz et 
al., 2018b; McVeigh-Schultz & Isbister, 2021). Our team developed a simple prototype to re-
produce this concept in social VR using a combination of Unity with Vive headsets and an in-
tegrated Photon User Network (PUN). In an effort to better understand how to best visualize 
speech in VR meetings, our four-member team conducted a series of testing sessions for 
each subsequent iteration. These internal tests were treated as in-VR bodystorming session 
where we could experience the mechanics first-hand and think through the impact of design 
choices together.  

In an initial prototype, we began with a notion of balls the same color as the avatar popping 
out of the avatar’s mouth and piling up to provide an ambient cue of participants’ relative 
amount of speech over time (Figure 1). 

 

Figure 1 Illustration of two designers testing out initial VR prototype of ball spawning mechanic. 
Balls would spawn when each speaker spoke, with balls of the corresponding color emerg-
ing from the speakers’ mouth and falling to the ground. 

However, testing out this prototype together in VR, we found the balls fell to the floor and 
accumulated too haphazardly, rolling around everywhere in the meeting space and making it 
difficult to use their accumulation as a meaningful indicator of who had spoken more or 
most recently. This suggested to us that there may be more salient ways to make partici-
pants aware of their relative speech over time. As an alternative, we came up with the idea 
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of accumulating the balls into a more specific visualization area. But where should they accu-
mulate so everyone can see them? Up above the table seemed like a good candidate, but 
how high? And should they persist over time or slowly fade. If the latter, how soon should 
they fade?  

Unfortunately, for each question there was a subsequent proposal for a design iteration to 
test out. And each new iteration demanded software changes which had to be shared and 
then reloaded onto everyone’s machines to jump back into VR. Since each iteration needed 
to be tested with others (in order to assess its impact on social dynamics), the iterative pro-
cess was becoming incredibly cumbersome and slowing down our ability to bodystorm in 
spontaneous ways. Moreover, each new internal test session seemed to surface compound-
ing questions: where on the body should balls be spawning from? How large should the balls 
be? Should they be connected? How frequent should they spawn? How should balls respond 
to gravity (if at all)? And, how should we give the participants a sense of cumulative speech 
in relation to time (both in terms of a single speech event as well as in terms of speech over 
the course of the entire interaction)? The variables we were considering all felt interdepend-
ent and contingent and it was difficult to think about them in isolation. 

2.1.1 Using a VR “sandbox” prototype with reconfigurable parameters for bodystorming 
and embodied improvisation 
To address the more nuanced questions described above, we needed a more dynamic and 
embodied approach to prototyping in VR, one that would allow us to quickly reconfigure and 
test out alternative design decisions in an ad hoc way. Towards this goal, we developed a 
custom social VR sandbox for embodied design that allowed balls to spawn from controller 
positions manually through button presses. This modified social VR prototype enabled a 
more flexible, “sandbox” system, with multiple options for key interactive design choices 
that could be calibrated on the fly. For example, attaching the spawn-point of balls to the 
controllers enabled us to try out positioning the spawn-point in various locations—for in-
stance, locations on the body or in space (see Figure 2). This enabled us to quickly test out 
how different spawn positions might affect social dynamics, cognitive load, attention, eye-
lines, and options for ball-accumulation zones. Also, since the system was design to allow us 
to spawn balls manually using button presses (instead of automatically in response to 
speech), we were able to simulate a wide range of spawn rates (by Wizard-of-Ozzing these 
design choices manually on the fly). We could also make decisions about what speech-vol-
ume-thresholds should be crossed for a spawn event to occur and explore unique options 
for how to visualize crosstalk and interruptions. 
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Figure 2 Illustration of two designers manually testing out different spawn positions for speech-trig-
gered ball spawning. In this iteration, balls would spawn from the controllers and fall to the 
ground. 

In addition, we enabled movement up or down on the controller’s thumbpad to determine 
ball size, so that we could change this parameter and test out the social impact on the fly 
(Figure 3). Using this mechanic we experimented with how ball-size would impact other vari-
ables like spawn-position and spawn-rate. We also tested out mapping the diameter of the 
ball to the duration of a single speech event but ultimately set this option aside so that balls 
could be observed without obstructing the view of participants when interacting. 

 

Figure 3 Illustration of a designer manually changing the speech-ball size during a bodystorming ses-
sion. Moving the thumb up on the track-pad would increase ball-size. 
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By making these key parameters manually configurable on the fly, we ensured that our in-VR 
bodystorming sessions could be more fluid, responding to interrelated variables in more in-
tuitive ways that took into account social contingencies as they arose. Bodystorming in a VR 
prototyping sandbox, for instance, enabled us to play with dynamic parameters and under-
stand their interrelatedness and contingency. With this prototyping sandbox in place, our 
bodystorming sessions were more productive and enabled us to refine design choices re-
lated to the spawn rate, spawn position, and accumulation target, balancing the need to 
make speech a visually salient social cue (without obstructing eyelines). We ended up with 
an idea of columns (see Figures 4 and 5) that were table height. We moved from separated 
columns to a shared column that showed more easily the proportion and interleaving of 
speech (Figure 5).  

 

Figure 4 Early dynamic data visualization prototype, built after iterating in our bodystorming envi-
ronment.  

 

Figure 5 Later version of desert survival task, with participant avatars and conversation visualization 
(column of balls). Avatars were gathered around the task table. 

2.1.2 Using Wizard-of-Oz techniques to visualize individual speech-events alongside 
cumulative speech 
In final design phase, we translated the conversation visualization design into a custom mod-
ification of the Mozilla Hubs code base (Figure ). In adapting our design this time, we sought 
to make the duration of individual speech utterances more salient. 
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Figure 6 Cylinders visualize the conversation, growing upwards based on each participant’s duration 
of speech. 

Again, using a custom VR scene-design tool (Mozilla Spoke) we leveraged Spoke’s built in 
“spawner” features which enabled us to drop interactive 3D objects into the scene that were 
both grabbable and scalable. Spawning new interactive objects in this way was also available 
to designers at runtime for models from Sketchfab.  

Using this custom social VR environment, we explored the possibility that speech-spheres 
could increase in size while an avatar was talking. To simulate this experience, we desig-
nated one VR participant as a “Wizard of Oz” who would gradually scale-up colored spheres 
in front of a speaker in real-time.  

We found that would be too distracting for long duration speech events that grew quite 
large. Instead, we utilized the vertical dimension to accommodate elongating multi-colored 
tubes (Figure ) and a “tube system” that gradually moved upward (so that the current 
speech event was always spawning at the bottom of the system). This approach made the 
duration of individual speech events salient while also mitigating distracting large-
scale/long-duration problems we encountered with expanding spheres.  

Later, we shifted to a Hubs Cloud customized code base for development but continued to 
use embodied prototyping methods in parallel. For example, bodystorming sessions helped 
us explore relative positioning of tubes (initially to the side of participants but eventually po-
sitioned as a “chandelier” that gradually elongates above a round table).  

2.2 Concept 2: Intervening agent to support conversation balance 
A second concept for balancing participation in VR meetings involved an NPC agent we re-
ferred to as “the monster” which could intervene in various ways to make participants 
aware if someone was dominating the conversation. 

We found it was difficult to think and communicate about bodily orientations, eyelines, and 
inclusion or blocking of participants when we were “acting” as if we were those participants 
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while also trying to position other bodies and props. Hence, we would easily lose referential 
power when discussing those aspects. How would the monster behave when somebody was 
talking too much? Would it move towards that person? Would it stay behind that person? Or 
locate itself in front of them? How would it behave if somebody new started talking? Would 
it turn to that person, move towards them, or just look at them?  

Similar questions surfaced about social proxemics of the meeting participants and where the 
monster’s position during its intervention-state ought to be in relation to the others. We had 
questions such as: What determines the threshold between intervention and non-interven-
tion state and how should we determine the monster’s position and behavior for each state? 
If the monster comes closer to the one talking the most, how close? How does this affect 
their line of sight to the others in the conversation? People need to see the monster, but it 
shouldn’t be in the middle of the participants (which would be foregrounding it all the time). 
So, we decided to try having it move around the periphery, gradually get closer and look at 
the speaker, and finally turn the color of someone when they were talking too long. This ap-
proach created new challenges though in terms of calibrating how far from the group (when 
in background) and how close to the speaker (when in foreground) and whether to have 
cues of gaze and color be driven by current speaker vs. accumulated longest speaker. More-
over, we weren’t sure whether movement from background to foreground should be trig-
gered by duration of a single speech event (a longwinded comment for ex) or by the cumula-
tive dominance of a single participant over time. Multiple iterations to experiment with dy-
namics like these was cumbersome with the tool we had chosen (Unity shared code environ-
ment with Photon User Network) and required us all to reload each time and often trouble-
shoot bugs and other performance-related glitches that took time to solve.  

2.2.1 Preparing the VR sandbox 
To better address the questions and design challenges above, we prepared a social VR envi-
ronment with a range of preprepared interactable virtual assets that we could use to 
‘bodystorm’ in VR. This time we aimed to represent ourselves and other objects through 
miniaturized tokens (i.e. virtual assets including: possible agent—“monster”—bodies, avatar 
bodies, and objects that might spawn to form a visualization of conversation balance and 
time spent). We created small scale proxies of the VR participants and “monster” which we 
could rescale and reposition. We also created a range of primitives of different dimensions 
(cuboid and capsule shaped objects from Unity) which we recombined to communicate 
scale-model elements such as a table. We also decided that virtual assets gathered in our 
sandbox environment should not have regular physics and gravity but should rather be repo-
sitionable as static objects in space. This set-up enabled us to propose and experiment with 
various approaches to social proxemics and eyelines (as described below).  
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Figure 6 Bodystorming environment with placeholder avatars, agents, and primitive shapes for use 
representing data visualization elements.  

 

Figure 7 Early agent prototype for the conversation balance project, using ready-to-hand 3D asset.  

2.2.2 Using an in-VR prototyping “sandbox” with props to explore proxemics and behavior 
for an ambient agent (“monster”) 
Doing bodystorming within the VR sandbox described above helped us to explore how to 
create enough appropriate social signaling (gaze direction, interpersonal space) so that the 
monster could be positioned socially and make clear who might be dominating (or dropping 
out of) the conversation. Manipulating avatars and NPC at this smaller “doll scale” gave us 
an overhead view over a shared “play space” and enabled us to treat the various objects in-
play as shared resources for ‘collaborative imagining’ (Murphy, 2005). In other words, the 
various positioning of dolls and other virtual assets relative to one another in response to 
hypothetical social scenarios enabled us to externalize the mechanics of the monster and its 
various options for both ambient and intervention modes with nuance that otherwise would 
have remained tacit. In addition, altering avatar scale on the fly enabled us to explore an al-
ternative mechanic of changing the scale of avatars in relation to speech—either shrinking or 
growing in response to speech over time. 
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2.3 Key takeaways from the design process 

2.3.1 New ways of Preparing and Manipulating the Environment for Embodied Design 
For both concepts, challenges with our initial prototypes led to a preparatory design process 
in which we decided as a team what kind of features a social VR sandbox would need to ena-
ble us to do successful bodystorming together in VR. The design team also found it ex-
tremely useful to gather a set of virtual materials with lo-fi configurable interactive features 
to support ad hoc adjustments during embodied design. Having these materials ready-to-
hand within the VR context helped to both explain and try out ideas. By preparing our sand-
boxes with modular interactive features and unusual properties of physics and scale, we 
were able to refine and calibrate design choices on the fly in ways that would have been 
cumbersome—if not impossible—in a more traditional bodystorm rooted in the physical 
world.  

2.3.2 New Ways of Ideating and Acting It Out in VR/XR  
The team jumped into social VR to discuss ideas for the interventions and for the experi-
mental task frequently, throughout the design process. This helped keep the constraints and 
opportunity space of VR ready-to-mind, and allowed designers to illustrate ideas using the 
assembled props.  

Using Concept 1’s VR “sandbox” environment, we used a so-called “Wizard of Oz” approach 
to drive interactive mechanics and puppeteer virtual proxies by piloting these elements our-
selves (e.g. spawning and “tossing” balls at the right timing, or moving the ‘monster’ NPC 
around in space to simulate its reactions to others’ conversation). For Concept 2, working at 
“dollhouse” scale enabled us to operate these Wizard of Oz mechanics together in an ad hoc 
and hands-on way. This helped refine our thinking about issues such as timing and spatial 
constraints described above. Similarly, for Concept 1, we simulated conversation together 
while assigning one person to “Wizard of Oz” different speech-ball rates, size, spawn points, 
and accumulation zones. In these ways, we were able to tinker together with the way 
speech could be visualized and calibrate—and reflect on—the salience of this feature on the 
fly. 

For Concept 2, the prospective (re)positioning and talking through of various social contin-
gencies together enabled us to have a richer conversation about the architecture of space, 
dynamics of social proxemics, and geometries of eyelines. By working with scale-model prox-
ies for avatars, NPCs, and other virtual objects, we were able to jump to a 3rd person “doll-
house” view to manipulate, scale, and reposition the arrangement of proxy avatars, NPCs 
and other assets. Talking through these dynamics in relation to various social scenarios 
helped us work through details such as how interpersonal spacings might work and enabled 
us to add nuance to questions of how/whether/and in what contexts the “monster” would 
fade into foreground or recede into the background.  
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3. Discussion 
The approaches we have presented thus far take advantage of the unique ways that VR (and 
XR more broadly) afford interactions that depart from what is possible or convenient in the 
physical world. Experiences that would otherwise be costly to simulate can be easily created 
in VR. Moreover, experiences that would not be possible in the physical world — such as Al-
ice-in-Wonderland-style shrinking or expanding — are easily managed in VR. Reviewing the 
case study’s multiple design sessions, we detail below, with more specificity, the particular 
techniques and themes we believe can be useful to others going forward.  

3.1 Embodied ideation in VR/XR 
At a basic level, differences in physics, materiality, and interactive affordances make differ-
ent kinds of embodied design processes possible. Designers can utilize alternative rules of 
physics, for example, objects without gravity or momentum that can be positioned any-
where during embodied sketching and bodystorming sessions. Moreover, designers can ma-
nipulate such objects in real time to improvise the behavior of interactive systems or agents. 
These alternative physics also enable fluid movement between different experiential scales 
(for example, manipulating assets at “dollhouse” scale). Interactive features can themselves 
become a resource for embodied sketching, bodystorming, and improvisation (as when a 
custom ball-spawn trigger was created so that designers could test out various contexts and 
frequencies of ball-spawning during speech).  

3.2 Preparing the environment for embodied design in VR/XR 

3.2.1 Metadesign for embodied design in VR 
Due to the wide range of possible affordances in VR, some of the most important early de-
sign decisions involve making choices about the specific application, environment, and re-
sources to be utilized for in-world ideation. This adds a layer of abstraction to the early de-
sign process insofar as designers need to consider the specific application, virtual environ-
ment, affordances, assets, and other resources to support effective exploration. In the physi-
cal world, designers rarely start by redesigning the whiteboard or the sticky note prior to be-
ginning the design process, and while embodied design methods like experience prototyping 
might involve gathering props or crafting environments as design resources, abstract con-
cepts like physics and basic affordances of material objects don’t need to be considered in 
the same way they do in VR. This process of recursively designing VR environments for col-
laborative design process is one that we’ve come to refer to as ‘meta-design’ in VR.1 Meta-
design, here, denotes ‘designing an interactive system which will later be used to support 
embodied design processes.’ This preparatory design step includes decisions, for example, 

 
 
1 Note: the term ‘metadesign’ has a much more specific meaning in the context of the French social history of design as 
described in Busbea (Busbea, 2009), however, here we are using the term in a more colloquial sense as preparatory design 
to support a subsequent design process. 
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about what out-of-the box tools or semi-authorable environments best support the kind of 
embodied exploration needed for a particular design goal. 

3.2.2 Dollhousing 
We have described “dollhousing” as the process of arranging and manipulating prepared as-
sets at different scales in order to explore and externalize design choices related to, for in-
stance: environmental layout, proxemics, and theatrical blocking. Manipulating environmen-
tal assets at smaller scales can be particularly valuable as a way of doing environmental de-
sign. Moreover, doing this sort of design process as a collaborative process allows for team 
members to build on one another’s ideas and discover novel perspectives that one might not 
arrive at on their own. 

3.2.3 Virtual bricolage 
In VR/XR the cost of gathering virtual props, constructing environments, and mocking up in-
teractive simulations in a shared world is strikingly low. Here, bringing in 3D models found 
via online repositories of free models serves as the “dollar store” equivalent of finding props 
to use as resources for experiential prototyping. Meta-design preparation can often involve 
this kind of virtual resource gathering and environmental positioning as preparation for 
bodystorming and dollhousing in VR. We have come to refer to the arrangement and repur-
posing of 3D assets for embodied design as ‘virtual bricolage.’ 

3.3 Future work 
While we focused here on embodied ideation and bodystorming in VR as a mode of experi-
ential prototyping, a broader range of improvisational and theatrical methods and tech-
niques could have been explored, and there are likely opportunities for future contribution 
in this area. Venues such as conference workshops would be ideal for bringing together the 
larger community of experiential designers who do embodied design work using VR/XR 
tools. The broader discussion of embodied methods in XR could benefit from practitioners in 
adjacent fields such as architecture, interior design, theater, etc. What sorts of VR sandbox 
features might be most useful in these broader contexts? Where might we need to innovate 
new toolsets, and where could we adapt existing ones?  

4. Conclusion 
In this paper, we have presented a case study illustrating how social virtual reality environ-
ments can be particularly well suited to supporting embodied design processes. We have 
also articulated a set of approaches that can be used to enhance the embodied design pro-
cess, including: (1) techniques for embodied ideation in/through VR during bodystorming; 
(2) meta-design considerations for preparing a VR environment for embodied design (includ-
ing preparing props, designing sandbox environments, and customizing affordances; (3) vir-
tual bricolage techniques that leverage the availability of readily available 3D models, pre-
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fabricated environments, and other virtual assets as fodder for remixing in VR; and (4) “doll-
house" manipulations of scale to explore layout, proxemics, and theatrical blocking. These 
new ways of working represent—we feel—new, exciting possibilities for embodied ideation, 
bodystorming, and improvisation and ultimately represent a new mode of thinking in-and-
through VR/XR together. 

Despite the often-cumbersome nature of setting up shared VR prototyping environments 
from a technical and user experience perspective, we have come to love social VR as a me-
dium that can support embodied ideation. VR-based prototyping techniques like the ones 
we have outlined in this paper may help us as researchers and practitioners to more fluidly 
envision and anticipate both what is possible and perhaps more importantly, what may be 
desirable (or not) from an embodied perspective. Some in the broader design communities 
may find VR experiences to be disembodied, alienating, and strange, and posit that this 
means they will forever be niche experiences. But we instead embrace the strangeness of VR 
(see for example, McVeigh-Schultz & Isbister, 2021) as a productive resource that can sup-
port new ways of designing together and lead to valuable insights not always possible with 
more traditional tools. We hope this paper will be of value not only for designers working in 
VR, but also to the design community at large, who may subsequently consider using VR as a 
prototyping resource to support design for other application spaces both digital and physi-
cal. 
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