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Abstract— Stabilization of a linear system under control
constraints is approached by combining the classical variation
of parameters method for solving ODEs and a straightforward
construction of a feedback law for the variational system based
on a quadratic Lyapunov function. Sufficient conditions for
global closed-loop stability under control constraints with zero
in the interior and zero on the boundary of the control set
are derived, and several examples are reported. The extension
of the method to nonlinear systems with control constraints is
described.

I. INTRODUCTION

Constrained/bounded feedback stabilization of linear sys-
tems has been of interest for several decades [5], [9], [10].
Exponentially unstable linear time invariant systems cannot
be globally stabilized by bounded feedback but stabilizable
systems with no eigenvalues in the open right half plane,
such as chains of integrators, can be [9], [11]. Semi-global
and global stabilization techniques for systems with control
constraints have been developed [3], [8], [12] for continuous
and discrete-time systems. The actual construction of the
control laws can be quite involved, as exemplified by [13]
for spacecraft relative motion stabilization.

In this paper, we first consider the case of linear time-
invariant systems in which the system matrix can have
eigenvalues on the imaginary axis that are of the same
algebraic and geometric multiplicity (zero defect) and pos-
sibly other eigenvalues in the open left half plane. Under
a stabilizability assumption, we present an intuitive and
straightforward construction of globally stabilizing feedback
laws for generating control signals not exceeding specified
bounds or, under the assumption of no zero eigenvalue, even
satisfying “one-sided” control constraints.

Our approach in Section II-A for systems with eigenvalues
only on the imaginary axis is based on the classical variation
of parameters method for solving ODEs [7] due to Euler and
Lagrange. Applying the variation of parameters approach,
we obtain a variational system which is time-varying. We
then define a quadratic Lyapunov function candidate for this
variational system, from which a feedback law follows in a
very straightforward way. Finally, we appeal to the LaSalle’s
Theorem [6] to demonstrate closed-loop stability.

Since the variational system is time-dependent, the appli-
cation of LaSalle’s theorem requires special care and involves

1University of Michigan, Ann Arbor, MI 48109 USA
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re-writing the closed-loop system as an interconnection of
an autonomous generator subsystem and a nonlinear time-
invariant subsystem. With the additional restriction that there
are no eigenvalues at the origin, we also show that the sys-
tem can be globally stabilized with the “one-sided” control
constraints, i.e., when the set of allowed controls has zero on
the boundary rather than in the interior. Such results on the
“on-sided” global stabilization do not appear to be readily
available in the bounded feedback stabilization literature, to
the best of the author’s knowledge.

The construction of the control laws is then extended in
Section II-B to a more general case of linear time-invariant
systems which can have zero defect eigenvalues on the
imaginary axis and other eigenvalues in the open-left half
plane. Simulation examples are reported in Section III.

Remarkably, our approach extends to bounded feedback
stabilization of nonlinear systems. We discuss this extension
in Section IV and illustrate it with examples in Section V,
including spacecraft stabilization to L4 Lagrange point for
nonlinear Circular Restricted Three Body Problem (CR3BP)
dynamics [4]. Finally, Section VI contains concluding re-
marks.

II. STABILIZATION OF A LINEAR TIME-INVARIANT
SYSTEM

Consider a linear time-invariant system represented by the
model,

ẋ = Ax+Bu, (1)

which is to be stabilized to the origin subject to the control
constraints,

u(t) ∈ U , t ≥ 0. (2)

Here x(t) ∈ Rnx and u(t) ∈ Rnu .

A. Eigenvalues on the imaginary axis

We make the following assumptions.
Assumption 1: The eigenvalues of A are on the jω-

axis (inclusive of 0) of the complex plane and the Jordan
canonical form of A is diagonal.

Assumption 2: The pair (A,B) is controllable.
Assumption 3: The set U is closed, convex and 0 ∈ IntU .
Following the classical variation of parameters method for

solving nonhomogeneous ODEs [7] consider the representa-
tion of the solution to (1) in the form,

x(t) = eAtC(t), (3)



where C(t) is a vector of time-varying coefficients. Differ-
entiating both sides with respect to time, it follows that

ẋ = AeAtC + eAtĊ.

On the other hand,

ẋ = Ax+Bu = AeAtC +Bu,

leading to
eAtĊ = Bu,

and
Ċ = e−AtBu, (4)

which represents the time-dependent drift-free dynamics for
the coefficients.

Define a quadratic Lyapunov function candidate for the
variational system as

V =
1

2
CTPC, P = PT ≻ 0. (5)

Then the time rate of change of V along the trajectories of
(4) satisfies

V̇ = CTPe−AtBu.

Define a control law,

unom(t) = −KBTe−ATtPC, u(t) = ProjU [unom(t)] ,
(6)

where K > 0 is a scalar gain, ProjU denotes the minimum
2-norm projection on U and note substitution

C = e−Atx (7)

permits (6) to be expressed only as a function of x and t.
With (6),

V̇ = − 1

K
uT
nomu(t).

Since 0 ∈ U and U is convex and closed (Assumption 3),
while u(t) is a 2-norm projection of unom onto U , the
necessary conditions for optimality of u(t) for minimizing
g(ζ) = 1

2∥unom(t)− ζ∥2 with respect to ζ ∈ U imply

g′(u(t))(ζ − u(t)) = −(unom(t)− u(t))T(ζ − u(t)) ≥ 0

for all ζ ∈ U . Applying this for ζ = 0 yields

(unom(t)− u(t))T(0− u(t)) ≤ 0,

or
−uT

nom(t)u(t) ≤ −uT(t)u(t).

Thus

V̇ = − 1

K
uT
nomu(t) ≤ − 1

K
uT(t)u(t) ≤ 0. (8)

Under Assumption 1, the closed-loop system dynamics,

Ċ = e−AtBProjU

î
−KBTe−ATtPC

ó
, (9)

can be re-written in the time-invariant form,

Ċ = f(C, z), (10)
ż = g(z), (11)

for suitable defined f and g that are locally Lipschitz
functions of C and z, where z(0) ∈ Z and Z is a compact
invariant set for (11). The subsystem (11) can be constructed
by transforming A into the real Jordan canonical form, and
defining the states z to represent sin(ωit), cos(ωit) terms in
e−At for each block corresponding to ±jωi eigenvalues.

For instance, consider

A =

 0 1 0
−ω2 0 0
0 0 0

 ,

that has eigenvalues at ±jω and 0. Then,

e−At =

 cos(ωt) −sin(ωt)/ω 0
ω sin(ωt) cos(ωt) 0

0 0 1

 ,

and e−ATt = (e−At)T. Let

ż1 = ωz2, ż2 = −ωz1, ż3 = 0,

z1(0) = 0, z2(0) = 1, z3(0) = 1.

Then

z1(t) = sin(ωt), z2(t) = cos(ωt), z3(t) = 1,

and

e−At = F1(z1, z2, z3) =

 z2 −z1/ω 0
ωz1 z2 0
0 0 z3

 ,

while e−ATt = F2(z1, z2, z3) = (F1(z1, z2, z3))
T. The set

Z = {z : S(z) = 1
2∥z∥

2 ≤ 1} is such that z(0) ∈ Z and is
invariant as d

dtS(z(t)) = 0.
Theorem 1: Under Assumptions 1-3, the closed-loop

system,

ẋ = Ax+BProjU

î
−KBTe−ATtPe−Atx

ó
, (12)

is globally uniformly asymptotically stable at the origin.
Proof: Let 0 ≤ t0 ≤ t and x(t0) be given. Define C(t0) =

e−At0x(t0) and z(t0) ∈ Z be such that it generates e−At for
t ≥ t0. Then, trajectories of x(t) from (12) and from (10),
(11), (3) coincide.

Let V (t0) = 1
2C

T(t0)PC(t0). The set Ω =
{(C, z) : 1

2C
TPC ≤ V (t0), z ∈ Z} is compact and

positively invariant for (10)-(11). By LaSalle’s Theorem
(Theorem 6.4 in [6], Theorem 3.3 in [1]) all trajectories
(C(t), z(t)) of (10)-(11) emanating from Ω converge to
the largest positively invariant set, M contained in the set
M = {(C, z) : V̇ = 0}, i.e., (C(t), z(t)) → M as t → ∞.

Consider a trajectory of (10)-(11) on which V̇ (t) = 0 for
all t ≥ t0, and hence, from (8), u(t) = 0 for t ≥ t0. Then,
on such a trajectory, by (4), C(t) = C(t0) for t ≥ t0. Since
0 ∈ IntU , and u(t) is the projection of unom(t), unom(t) = 0
for all t ≥ t0. Hence for all t ≥ t0,

β(t)
∆
=

uT
nom(t)

K
= −CT(t)Pe−AtB = −CT(t0)Pe−AtB = 0.



Furthermore, dk

dt β(t) = 0 which implies

CT(t0)Pe−AtAkB = 0, k = 1, · · · , n− 1.

Thus at t = t0,

CT(t0)Pe−At0
[
B AB · · · An−1B

]
= 0,

which, under Assumption 2, implies that

CT(t0)Pe−At0 = 0.

Since P ≻ 0 and e−At0 is invertible, CT(t0) = 0 and C(t) =
C(t0) = 0 for all t ≥ t0. Thus M ⊆ {(C, z) : C = 0} and
C(t) → 0 as t → ∞.

Under Assumption 1, there exist α0 > 0 such that

∥eAt∥ ≤ α0, ∥e−At∥ ≤ α0 for all t ≥ 0.

Note that for any trajectory of the closed-loop system,

∥x(t)∥ ≤ ∥eAt∥∥C(t)∥ ≤ α0∥C(t)∥

and hence x(t) → 0 as t → ∞. As λmax(P )Inx
⪰

P ⪰ λmin(P )Inx
, where λmax(P ), λmin(P ) denote maximum

and minimum eigenvalues of P , respectively, and since
V (t) ≤ V (0), it follows that ∥C(t)∥ ≤

√
κ(P )∥C(t0)∥

(κ(P ) = λmax(P )/λmin(P ) is the condition number of
P ). Thus ∥x(t)∥ ≤ α2

0

√
κ(P )∥x(t0)∥, showing uniform

stability. Since (10), (11) is an autonomous system and Z
is compact, the time for C(t) to enter and remain thereafter
in a ball Bϵ2 around the origin of radius ϵ2 if C(t0) ∈
Bϵ1 , ϵ1 ≥ ϵ2 can be upper bounded by a finite upper
bound, τ(ϵ1, ϵ2), which is independent of t0 and z(t0). Since
∥x(t)∥ ≤ α0∥C(t)∥, ∥C(t0)∥ ≤ α0∥x(t0)∥, x(t) inherits the
same property implying global uniform asymptotic stability
at the origin. □

Remark 1: Closed-loop stability holds for any P ≻ 0,
K > 0 and P and K can be used as tuning parameters.
Since K > 0 can be arbitrary, the above results imply that
the control law provides an infinite (i.e., (0,∞)) gain margin.

Remark 2: Theorem 1 still holds if the minimum 2-norm
projection ProjU in (6) is replaced by a radial projection,

u = ProjU [unom] = max{ρ : 0 ≤ ρ ≤ 1, ρunom ∈ U} ·unom.

The following result pertains to a more general case when
0 is permitted to lie on the boundary of U , i.e., “one-sided”
constraints on u are allowed.

Theorem 2: Suppose in Assumption 3 the condition 0 ∈
IntU is replaced by 0 ∈ U . Let N ∈ Rnq×nu be such that
ProjU [u] = 0 ⇒ Nu ≤ 0 while the pair (A,BNT) is
controllable. If Assumption 1 is modified so that A has no
eigenvalues at the origin, then the conclusion of Theorem 1
holds.

Proof: The proof is similar to Theorem 1 with several
modifications of the analysis of the largest invariant set
contained in M = {(C, z) : V̇ = 0}. Under assumptions
of Theorem 2, V̇ (t) = 0 for all t ≥ t0 still implies that
C(t) = C is a constant, u(t) = ProjU [unom(t)] = 0
and hence Nunom(t) ≤ 0. If nT

i denotes the ith row of
N , i = 1, · · · , nq , then fi(t) = nT

i B
Te−ATtPC ≤ 0 for

all t ≥ t0. Note that under assumptions of Theorem 2, fi
is a linear combination of sine functions of different non-
zero frequencies and phases. The first and second indefinite
integrals of fi are then also linear combinations of sine
functions and hence must be bounded. From this it follows
(proof by contradiction) that fi(t) must be strictly positive on
some time interval of nonzero length unless fi(t) = 0 for all
t ≥ t0. Thus (BNT )T(e−ATtPC) = 0 for all t ≥ t0. Then,
by the same controllability-based argument as in Theorem 1,
it follows that C(t) = C(t0) = 0 for all t ≥ t0. The rest of
the proof is the same as of Theorem 1. □

As an illustration, consider the case nu = 2 and U =
[−a, 0]× [−b, b] where a, b > 0. Then ProjU [u] = 0 if and
only if u = [u1 0]T, u1 > 0, and we can choose N =ï

0 1
−1 0

ò
. As N is square and invertible, controllability

of (A,B) and of (A,BNT) are equivalent.
By extending the above observation to more than two

dimensions, we obtain the following result:
Theorem 3: Suppose either U = [−a1, 0]×· · ·×[−anu

, 0]
or U = [0, a1]× · · · × [0, anu

] where ai > 0, i = 1, · · · , nu.
If Assumptions 2 and 3 hold, Assumption 1 is modified so
that A has no eigenvalues at the origin, then the conclusion
of Theorem 1 holds.

Proof: Let U = [−a1, 0] × · · · × [−anu
, 0] (the other

case is analogous). Consider any u for which ProjU [u] =
0. Clearly, this implies ui ≥ 0 for all i = 1, · · · , nu.
Picking N = −Inu

, then Nu ≤ 0 for such u. As N is
invertible, controllability of (A,B) implies controllability of
(A,BNT). The result now follows by applying Theorem 2.
□

B. Eigenvalues on imaginary axis and in open-left half plane

Suppose we now allow eigenvalues in the open-left half
plane replacing Assumption 1 with:

Assumption 1′: The eigenvalues of A are on jω-axis or
in open-left half plane. The Jordan canonical form blocks
corresponding to purely imaginary eigenvalues are diagonal.

Remark 3: Note that under Assumption 1′, e−At can grow
unbounded as t → ∞ due to eigenvalues of A in the open left
half plane; hence the trajectories of the generator subsystem
(11) may not be bounded and LaSalle’s Theorem cannot
be applied to show stability of (9) at the origin. Note that
V̇ (t) ≤ 0 still holds for all t ≥ 0 and hence C(t) remains
bounded.

Remark 4: In the special case, when A has all eigenvalues
in the open half plane, eAt → 0 as t → ∞ and x(t) =
eAtC(t) → 0 as t → ∞ even if the convergence of
C(t) to zero cannot be concluded. Note that the growing
terms with time in e−At, which complicate control law (6)
implementation, can be mitigated by the periodic reset of
initial time (current time becomes 0 time) and of C(0).

To avoid issues highlighted in Remark 3, we proceed by
applying a similarity transformation,

x̄ = T−1x =

ï
x̄1

x̄2

ò



to system (1) so that

˙̄x =

ï
Ā11 0
0 Ā22

ò
x̄+

ï
B̄1

B̄2

ò
u, (13)

where all eigenvalues of Ā11 are in the open-left half plane
and all eigenvalues of Ā22 are on the imaginary axis. An
example of such a transformation is a transformation into the
real Jordan canonical form. The control law is now defined
for x̄2-subsystem based on the procedure in Section II-A:

unom(t) = −KB̄T
2 e

−ĀT
22tP̄22C̄2(t), u(t) = ProjU [unom(t)] ,

(14)
where K > 0 is a scalar gain, P̄22 ≻ 0, and

C̄2(t) = e−Ā22tx̄2(t). (15)

Assumption 2′: The pair (Ā22, B̄2) is controllable (or
equivalently (1) under Assumption 1’ is stabilizable).

Per Theorem 1, the control law (14)-(15) is stabilizing for
x̄2 subsystem, and C̄2(t) → 0 as t → ∞; hence, u(t) → 0
as t → ∞. Since ˙̄x1 = Ā11x̄1 + B̄1u, u(t) → 0 as t → ∞,
and Ā11 is a Hurwitz matrix, it follows that x̄1(t) → 0 as
t → ∞. We summarize the above observations formally as

Theorem 4: Under Assumptions 1′, 2′ and 3, the time-
dependent dynamic feedback control law given by (14)-(15),
globally uniformly asymptotically stabilizes system (1) at the
origin while satisfying the control constraints (2).

The results of Theorem 2 and 3 are extended in the same
way; we leave out the details.

III. EXAMPLES OF CONSTRAINED STABILIZATION OF
LINEAR SYSTEMS

We set P = Inx
, the nx × nx identity matrix in all the

subsequent examples.

A. Example 1

Consider an undamped mass-spring system with the actu-
ator dynamics represented by the third state and with

A =

 0 1 0
−1 0 1
0 0 −0.3

 , B =

 0
0
1

 ,

U = [−0.1, 0.1] and K = 2. The eigenvalues of A are
at ±j and −0.3. The similarity transformation puts A into
the real Jordan canonical form in (13) where x̄1 = x3,
x̄2 =

[
x̄21 x̄22

]T
, x̄21 = 0.7071x2 + 0.1946x3, x̄31 =

0.7071x1−0.6487x3. The time histories of states and control
input resulting from applying (14)-(15) and initial condition
x(0) = (1, 1, 1) are shown in Figure 1. The time histories of
C̄2(t) =

[
C̄21 C̄22

]T
and V (t) = 1

2 C̄
T
2 C̄2 are illustrated

in Figure 2.

B. Example 2

Consider two masses interconnected by a spring where
one of the masses is connected with another spring to the

Fig. 1: Left: Time histories of states in Example 2. Right: Time history of
control in Example 1.

Fig. 2: Left: Time histories of C̄21(t) and C̄22(t) in Example 2. Right:
Time history of Lyapunov function, V , in Example 2.

wall, and assume there is no damping. The model is given
by (1) with

A =


0 1 0 0
a21 0 a23 0
0 0 0 1
a41 0 a43 0

 , B =


0 0

1/m1 0
0 0

−1/m1 1/m2

 ,

a21 = −k1/m1 − 2k2/m1, a23 = 2k2/m1, a41 = k2/m2 +
k1/m1+2k2/m1, a43 = −k2/m2−2k2/m1, m1 = 1,m2 =
1, k1 = 5, k2 = 1. The eigenvalues of A are at ±3.0777j,
±0.7265j. The control inputs are forces applied to each
mass. The simulation results for K = 10, U = [−0.1, 0.1]×
[−0.1, 0.1] and x(0) = (1, 0, 0, 0) are shown in Figure 3.

Fig. 3: Left: Time histories of mass position states x1 and x3 with both
inputs in Example 2. Right: Time history of controls with both inputs in
Example 2.

The same controller with just the first input and one
sided control constraints such that U = [−0.1, 0] produces
responses in Figure 4.

IV. EXTENSION TO NONLINEAR SYSTEMS

We now consider an extension of the approach to a class
of nonlinear systems that can be represented by a model,

ẋ = F (x) +B(x)u. (16)



Fig. 4: Left: Time histories of mass position states x1 and x3 with only
the first input in Example 2 with U = [−0.1, 0]. Right: Time history of
controls with only the first input in Example 2 with U = [−0.1, 0].

Let x̄(C, t) denote the solution of the unforced system,

ẋ(t) = F (x(t)), t ≥ 0, (17)

where C is an nx-vector of constants that the solution
depends on. For instance, C can be chosen as a vector of
initial conditions, i.e., C = x(0). Note that

∂

∂t
x̄(C, t) = F (x̄(C, t)), t ≥ 0. (18)

Suppose we now seek the solution of (16) in the form
x(t) = x̄(C(t), t), where C is made time-dependent. Then,

d

dt
x̄(C(t), t) =

∂x̄(C, t)

∂C
Ċ +

∂x̄(C, t)

∂t

= F (x̄(C, t)) +B(x̄(C, t))u,

and, taking into account (18), this leads to the variational
differential equation,

Ċ = Φ(t, C)u, Φ(t, C) =

ï
∂x̄

∂C

ò−1

B, (19)

where the sensitivity matrix in (19) is assumed to be invert-
ible (which is a reasonable assumption given the solution
uniqueness). Given (19), and a Lyapunov function (5), we
can define a control law,

unom(t) = −KΦT(t, C(t))PC(t), u(t) = ProjU [unom(t)] ,
(20)

where K > 0 is a scalar gain. With V given by (5), this
leads to (8).

We sketch the closed-loop stability analysis procedure
that could be applied to classes of systems with specific
properties and enables us to highlight needed assumptions
below. The LaSalle’s-Yoshizawa’s theorem (Theorem 4.7 in
[1]) can be exploited to show ΦT(t, C(t))PC(t) → 0 as
t → ∞. Assuming that the matrix function Φ(t, C) in (19)
is persistently exciting for any constant C, i.e., there exists
∆ > 0 and ϵ > 0 such that for all t ≥ 0 and C ∈ Rnx ,∫ t+∆

t

Φ(τ, C)ΦT(τ, C)dτ > ϵInx
,

it can be shown, applying Theorem 14 in [2], that C(t) → 0
as t → ∞. Finally, assuming the solution mapping x̄(C, t)
satisfies x̄(0, t) = 0 for all t ≥ 0 and supt≥0 ∥x̄(C, t)∥ → 0
as C → 0 it follows that x(t) → 0 as t → ∞.

Remark 5: In the linear system case in Section II-
A with C = x(0), x̄(C, t) = eAtC. The persistence of
excitation condition on Φ(t, C) = e−AtB is satisfied since
the controllability gramian of (−A,B) is nonsingular over
any nonzero length time interval as (A,B) (and hence
(−A,B)) is, under Assumption 2, controllable. The condi-
tion supt≥0 ∥x̄(C, t)∥ → 0 as C → 0 follows by Assumption
1 on eigenvalues of A.

Remark 6: If an explicit functional representation of
the solution x̄(C, t) is not available, the sensitivity matrix
needed for control implementation can be computed by
numerical integration of the sensitivity differential equations.
For instance, let C = x(0) be the vector of initial conditions
of (17), and

S(t) =
∂x̄(C, t)

∂C
|C(t),t,

then

dS

dτ
=

ï
∂F

∂x
(x̄(C(τ), τ))

ò
S, S(0) = Inx , 0 ≤ τ ≤ t,

(21)
where (21) and (18) with x̄(C, 0) = C are integrated
together. Note that C(t) in (20) needs to be consistent with
x(t) so that x(t) = x̄(C(t), t). A correction, based on one
iteration of Newton’s method,

Ĉ(t) = C(t) + S−1(t)(x(t)− x̄(C(t), t)), (22)

and with Ĉ(t) replacing Ĉ(t) in (20) helps ensure this
consistency and feedback from the actual measurements of
x(t).

V. EXAMPLES OF CONSTRAINED STABILIZATION OF
NONLINEAR SYSTEMS

The implementation based on Remark 6 is used in the
subsequent examples.

A. Example 3

We consider predator-prey dynamics, represented by the
following model (in scaled units),

ẋ1 = −x2(x1 + 2), ẋ2 = x1(x2 + 1) + u,

where x1 and x2 are the deviations of prey and predator
populations, respectively, from their equilibrium values at
(2, 1), u is the control input corresponding to adding preda-
tors to the population, U = [0, 0.1] (i.e., predators once
added cannot be removed), and K = 10. The eigenvalues
of A matrix of the linearized system at the equilibrium
are at ±1.4142j. The responses to x(0) = (2.0,−0.8),
C(0) = x(0) are shown in Figure 5.

B. Example 4

We consider spacecraft stabilization to L4 Lagrange point
of Earth-Moon system based on the nonlinear Circular Re-
stricted Three Body Problem (CR3BP) dynamics model [4],
where nx = 6, nu = 3, distances and time are in standard
scaled units, K = 10, and U = {u : ∥u∥ ≤ 5× 10−5}.



Fig. 5: Left: Closed-loop phase plane trajectories (x2 vs. x1) compared with
the ones for u = 0 in Example 3. Right: Time history of control input.
Bottom Left: Time history of Ĉ1 and Ĉ2. Bottom Right: Time history of
V̂ (t) = 1

2
ĈT(t)Ĉ(t).

The equations of motion for the CR3BP with the origin
shifted to L4 Lagrange point are given as

ẋ1 = x4, ẋ2 = x5, ẋ3 = x6,

ẋ4 = 2x5 + x̃1 −
(1− µ)(x̃1 + µ)

r31

− µ(−1 + x̃1 + µ)

r32
+ u1,

ẋ5 = −2x4 + x̃2 −
x̃2(1− µ)

r31
− µx̃2

r32
+ u2,

ẋ6 = −x3(1− µ)

r31
− µx3

r32
+ u3,

(23)

where r1 = ((x̃1 + µ)2 + x̃2
2 + x2

3)
1/2, r2 = ((x̃1 − 1 +

µ)2 + x̃2
2 + x2

3)
1/2, x̃1 = x1 +

1
2 − µ, x̃2 = x2 +

√
3
2 . and

µ = mm/(me +mm) = 1.215059× 10−2 is the mass ratio,
with me being the mass of the Earth and mm being the mass
of the Moon.

As this example is higher dimensional, to reduce the
computation time, equation (21) is solved every 0.05 scaled
time units and S(t) is maintained constant between such
updates. Asymptotically stable responses to the initial con-
dition x(0) = (300/D,−300/D, 300/D, 0, 0, 0) where D =
384748 km are shown in Figure 6. Note that L4 is destabi-
lized by adding energy dissipation as it is at the maximum
of pseudo-potential [4]; hence our control laws are different
from “simply adding damping.”

VI. CONCLUDING REMARKS

Linear time invariant systems with controllable eigenval-
ues on the imaginary axis that have equal geometric and
algebraic multiplicity and other eigenvalues in open left
half plane are globally stabilizable subject to arbitrary tight
(and under assumption of no zero eigenvalue, even “one-
sided”) control constraints using a feedback law derived from
variational equations and a quadratic Lyapunov function.

Fig. 6: Top Left: Time history of position coordinates relative to L4 in
Example 4. Top Right: Time history of controls. Bottom Left: Time history
of Ĉi, i = 1, · · · , 6. Bottom Right: Time history of V̂ (t) = 1

2
ĈT(t)Ĉ(t).

The method can be extended to certain classes of nonlinear
systems.
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