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This paper proposes a new sampling-based kinodynamic motion planning algorithm, called
FMT*PFF, for nonlinear systems. It exploits the novel idea of dimensionality reduction
using partial-final-state-free (PFF) optimal controllers. With the proposed dimensionality
reduction heuristic, the search space is restricted within a smaller subspace, thus achieving
faster convergence compared to a regular kinodynamic FMT*. The dimensionality reduction
heuristic can be viewed as a sampling strategy preserving asymptotic optimality when combined
with uniform full-state sampling. Another feature of FMT*PFF is the ability to deal with
a steering function with inexact steering, which is vital when using learning-based steering
functions. Learning-based methods allow us to solve the steering problem for nonlinear systems
efficiently. However, learning-based methods often fail to reach the exact goal state. For general
nonlinear systems, we train a neural network controller using supervised learning to generate
the steering commands. We show that FMT*PFF with a learning-based steering function is
efficient and generates dynamically feasible motion plans. We compare our algorithm with
previous algorithms and show superior performance using various simulations.

I. Introduction

Motion planning, as a fundamental component of robot autonomy, has been studied extensively in the last three decades
to increase its efficiency and capability. Efficiency means faster convergence to better solutions. Efficient planning
algorithms are crucial for robots with limited computation power capability for replanning in changing environments.
Capability means dealing with more complicated planning problems. High-dimensional state space, nonlinear system
dynamics, and cluttered environments with nonconvex obstacles still pose great challenges for efficient kinodynamic
planning despite recent advances in the field.

Sampling-based motion planning algorithms, such as PRM [1] and RRT [2], have been developed to solve planning
problems in high-dimensional continuous state spaces by incrementally building a graph/tree through the search space.
The optimal sampling-based planning RRT* algorithm [3] almost surely converges asymptotically to the optimal solution.
RRT* is well-suited for planning in high-dimensional spaces and obstacle-rich environments. Many applications of
RRT* have been studied in recent years [4].

For motion planning of dynamical systems, sampling-based optimal kinodynamic planning algorithms (SBKMP)
such as Kinodynamic RRT* [5] and Kinodynamic FMT* [6] have been developed and consider differential constraints.
SBKMP requires any two points sampled in the planning space to be connected with an optimal trajectory. For robots
with differential constraints, the optimal trajectory between two states is obtained by solving a two-point boundary value
problem (TPBVP), which is a non-trivial undertaking for complex nonlinear systems. The solution to this local TPBVP
is also referred to as the steering function. Simulation-based methods such as SST [7] avoid solving the TPBVP by
using random control sampling and simulation. However, without the local optimal edges (trajectories) provided by the
steering function, the convergence of SST to a good solution is slow.

Solving TPBVPs efficiently for nonlinear systems is one of the bottlenecks of kinodynamic RRT*. Thus, researchers
have looked into more efficient ways to solve these TPBVPs. A steering function based on LQR is used in [8]. A
fixed-final-state free-final-time controller for linear systems that optimally connects any pair of states is introduced
in [9]. While an analytical solution of the TBPVP for linear systems is available, considering general nonlinear system
dynamics is difficult. Learning-based methods have the potential to solve TPBVP efficiently. To deal with nonlinear
dynamics, steering functions based on supervised learning and reinforcement learning are developed in [10] and [11]
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respectively, and integrated with a kinodynamic RRT* algorithm. In [12, 13], a goal-conditioned state-feedback neural
network controller for nonlinear systems is trained and used for solving the TPBVPs for RRT* problem formulations.

Another limitation of RRT* is the slow convergence rate of the solution to the optimal one, which is especially
evident for the kinodynamic planning case where the sampling space is not just the configuration space but the full state
space. Heuristic and informed sampling methods have been developed to improve the convergence rate. Informed RRT*
[14] focuses sampling to an informed subset that could potentially provide a better solution. Exploiting the benefit of
ordered search, FMT* [15] and BIT* [16] are shown to find better solutions faster than RRT*. However, most of these
methods only consider the geometric planning problem. Existing work on heuristics for improving the convergence of
kinodynamic motion planning is rather limited [17, 18]. In our previous work [19], the Kino-RRT* algorithm with a
dimensionality reduction heuristic is developed, in which the heuristic is obtained by solving a partial final-state free
(PFF) optimal control problem. Instead of sampling the full state space, Kino-RRT* only samples part of the state
space while the rest of the states are selected by the PFF optimal controller. By sampling in the reduced state space and
utilizing the PFF optimal controller, Kino-RRT* shows faster convergence. An analytical solution for the PFF optimal
control problem for linear systems is also derived in [19].

In this paper, we propose the FMT*PFF, which is built on our previous works [12] and [19]. We extend the
dimensionality reduction heuristic to learning-based planners and train neural network controllers to solve the PFF
optimal control problem. Compared to [12], the dimensionality reduction heuristic is used in FMT*PFF to improve
the convergence rate of the algorithm. Also, training a PFF neural network controller is simpler than the set-to-set
controller in [12]. Compared to [19], solving PFF using supervised learning allows us to deal with nonlinear system
dynamics more efficiently. Furthermore, while [12] and [19] are based on the RRT* algorithm, FMT*PFF is based on
the FMT* algorithm to benefit from FMT* algorithm’s ordered search.

The contributions of the paper are as follows: First, we propose a dimensionality reduction heuristic for accelerating
sampling-based kinodynamic planning for nonlinear systems. Second, we propose a neural network controller for
solving the partial final-state free (PFF) optimal control problem. The proposed PFF neural network controller is used
as the steering function in sampling-based kinodynamic motion planning algorithms; The FMT*PFF algorithm is
developed for planning with learning-based steering functions that cannot achieve exact steering. Finally, we provide
extensive simulations and comparisons with previous methods demonstrating the better performance of our method.

II. Preliminaries

A. Problem Statement
We consider the optimal kinodynamic motion planning problem formulated as the following optimal control problem
(OCP),

min
𝑢,𝑡f

𝐽 =

∫ 𝑡f

0
𝑐(𝑥, 𝑢) d𝜏, (1a)

s.t. ¤𝑥 = 𝑓 (𝑥, 𝑢), (1b)
𝑥(0) = 𝑥𝑠 , 𝑥(𝑡f) = 𝑥𝑔, (1c)

𝑢 ∈ 𝑈, 𝑥 ∈ 𝑋free, ∀𝑡 ∈ [0, 𝑡f] . (1d)

where 𝑥 ∈ 𝑋 ⊂ R𝑛𝑥 is the state, 𝑢 ∈ 𝑈 ⊂ R𝑛𝑢 is the control input, 𝑥𝑠 and 𝑥𝑔 are the initial state and goal state,
respectively. The free space is denoted by 𝑋free ⊂ 𝑋 , where at each 𝑥 ∈ 𝑋free, the system does not collide with any
obstacles in the environment. Finally, 𝑐(𝑥, 𝑢) is a cost function that we aim to minimize.

The goal of the optimal kinodynamic motion planning problem is to find a control trajectory 𝑢(𝑡), 𝑡 ∈ [0, 𝑡f], such
that the solution state trajectory 𝑥(𝑡) is obstacle-free, reaches the goal state, and minimizes a cost.

B. Partial-Final-State-Free Optimal Controller
Sampling-based motion planning algorithms such as RRT* and FMT* solve the problem (1a)-(1d) by growing a tree.
The state space is approximated by random samples. The transition between samples is achieved using optimal steering
functions. The sampled nodes and the connections between nodes define a graph. A trajectory tree is obtained by
searching over this graph.
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In kinodynamic RRT* and FMT*, the edge between two sampled states, 𝑥𝑎 and 𝑥𝑏, is constructed using a steering
function which is the solution of a TPBVP given by

min
𝑢,𝑡f

𝐽 =

∫ 𝑡f

0
𝑐(𝑥, 𝑢) d𝜏, (2a)

s.t. ¤𝑥 = 𝑓 (𝑥, 𝑢), (2b)
𝑥(0) = 𝑥𝑎, 𝑥(𝑡f) = 𝑥𝑏, (2c)

𝑢 ∈ 𝑈, ∀𝑡 ∈ [0, 𝑡f] . (2d)

Note that the obstacle constraint in (1d) is removed in this TPBVP.
In our proposed FMT*PFF, instead of sampling the full state 𝑥 from the full state space 𝑋 , we sample a partial state

𝑥 from a state space of reduced dimensionality 𝑋̄ . Let 𝑥 = [𝑥⊤1 𝑥⊤2 ]
⊤, where 𝑥1 ∈ R𝑛1 , 𝑥2 ∈ R𝑛2 , and 𝑛1 + 𝑛2 = 𝑛𝑥 . We

introduce the partial-final-state-free (PFF) optimal control problem as follows

min
𝑢,𝑡f

𝐽 =

∫ 𝑡f

0
𝑐(𝑥, 𝑢) d𝜏, (3a)

s.t. ¤𝑥 = 𝑓 (𝑥, 𝑢), (3b)
𝑥(0) = 𝑥𝑎, 𝑥1 (𝑡f) = 𝑥𝑐, (3c)

𝑢 ∈ 𝑈, ∀𝑡 ∈ [0, 𝑡f] . (3d)

Compared to (2c), instead of fixing the state 𝑥(𝑡f), only 𝑥1 (𝑡f) is fixed and 𝑥2 (𝑡f) is free in (3c).
Note that, after solving the problem (3a)-(3d), we obtain the full state trajectory which includes the full final state

𝑥(𝑡f). Thus, the PFF optimal controller chooses the remaining free final state to minimize the cost. If we set this full
final state 𝑥(𝑡f) as the terminal state in the terminal constraint in problem (2a)-(2d) and solve the problem (2a)-(2d), we
will get the same trajectory as in problem (3a)-(3d). Therefore, the partial state sampling and the PFF optimal controller
work as an intelligent heuristic for state-space sampling.

For linear systems and quadratic cost functions, the analytical solution of the problem (3a)-(3d) is derived in [19].
For general nonlinear systems and cost functions, solving (3a)-(3d) efficiently is the bottleneck for sampling-based
kinodynamic planning algorithms. Methods that integrate a numerical solver within a sampling-based planner to solve
(2a)-(2d) have been studied [20]. However, the long computation time makes them unacceptable for practical use. In
this paper, we use the PFF optimal controller as the steering function, and we train a neural network controller to solve
the PFF optimal control problem. We show that the proposed FMT*PFF algorithm with a neural network controller is
efficient and generates dynamically feasible motion plans.

III. The FMT*PFF Algorithm

The main differences between FMT*PFF and the original kinodynamic FMT* are: a) state sampling is performed in a
reduced state space; b) the use of the PFF optimal controller as the steering function. Furthermore, in our case, the PFF
optimal controller is approximated using a neural network.

The FMT*PFF algorithm is given by Algorithm 1 and a graphical illustration is given in Figure 1. We use 𝑥 to
represent a partial state in the reduced state space and 𝑋̄ to represent the partial state set. We use 𝑥 to represent a (full))
state in the (full) state space, and 𝑋 to represent the set of (full) states. Some primitive procedures are given as follows.
Sampling: The sampling procedure SamplePFF(𝑚) randomly samples 𝑚 partial states in the reduced state space.
The sampled partial states are collision-free in the corresponding reduced state space. For example, for a robot whose
state space includes the position space and the velocity space, SamplePFF samples positions of the robot that are
collision-free.
Near Nodes: The function Near(𝑥, 𝑋̄) returns all the partial states in 𝑋̄ that are contained in a ball of radius 𝑟 centered
at 𝑥. The function Near(𝑋, 𝑥) returns all the states in 𝑋 that are contained in a ball of radius 𝑟 centered at 𝑥. One simple
implementation of the distance function is the Euclidean distance in the partial state space.
Collision Checking: The function CollisionFree(𝜏) takes a trajectory 𝜏 (an edge segment) as an input and returns true
if and only if 𝜏 lies entirely in the collision-free space.
Cost: The procedure Cost(𝑥) returns the cost-to-come from the root node to 𝑥.
Segment Cost: The procedure SegCost(𝑥𝑖 , 𝑥 𝑗 ) returns the cost to go from 𝑥𝑖 to 𝑥 𝑗 . This cost is obtained by solving the
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Fig. 1 An illustration of the FMT*PFF algorithm. (a) 𝑚 new samples, shown as black dots, are sampled in the reduced state space using SamplePFF.
The starting state 𝑥𝑠 ( red dot) is added to the tree. Since it is the only state in the tree (and the set 𝑋open), 𝑥𝑐 is set to be 𝑥𝑠 . (b) The neighboring
states, shown in blue, are found. (c) Find the best parent in the tree for all neighboring states. The partial final-state free (PFF) controller is used for
steering. (d) Completed One iteration. (e) At some iteration of the algorithm, the state 𝑥𝑐 with the minimum cost-to-come in 𝑋open is selected. (f)
The neighboring states, shown in blue, are found. (g) Find the best parent in the tree for a neighboring state using SteerPFF. (h) The best parent is
found. The new state 𝑥new is added to the tree.

Algorithm 1: FMT*PFF
1 𝑣𝑠 .𝑥 ← 𝑥𝑠; 𝑣𝑠 .𝑥 ← 𝑥𝑠;
2 𝑉 ← {𝑣𝑠}; 𝐸 ← ∅; 𝐺 ← (𝑉, 𝐸);
3 𝑋̄unvisited ← {𝑥𝑔} ∪ SamplePFF(𝑚);
4 𝑋open ← {𝑥𝑠};
5 𝑥𝑐 ← 𝑥𝑠; 𝑥𝑐 ← 𝑥𝑠;
6 while 𝑥𝑐 ≠ 𝑥𝑔 do
7 𝑋open,new ← ∅;
8 𝑋̄near ← Near(𝑥𝑐, 𝑋̄unvisited);
9 foreach 𝑥near ∈ 𝑋̄near do

10 𝑋near ← Near(𝑋open, 𝑥near);
11 𝑥parent = argmin

𝑥∈𝑋near

(cost(𝑥) + SegCost(𝑥, 𝑥near));

12 (𝜏, 𝑥new) ← SteerPFF(𝑥parent, 𝑥near);
13 if CollisionFree(𝜏) then
14 𝑣.𝑥 ← 𝑥new; 𝑣.𝑥 ← 𝑥near;
15 𝑉 ← 𝑉 ∪ {𝑣};
16 𝐸 ← 𝐸 ∪ {(𝑣(𝑥parent), 𝑣)};
17 𝑋̄unvisited ← 𝑋̄unvisited \ 𝑥near;
18 𝑋open,new ← 𝑋open,new ∪ {𝑥new};

19 𝑋open ← 𝑋open ∪ 𝑋open,new \ {𝑥𝑐};
20 if 𝑋open = ∅ then
21 return Failure;
22 𝑥𝑐 = argmin

𝑥∈𝑋open

(cost(𝑥));

23 𝑥𝑐 ← 𝑣(𝑥𝑐).𝑥
24 return 𝐺;
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PFF optimal control problem with boundary conditions 𝑥𝑖 and 𝑥 𝑗 . We can train a neural network to predict this edge
cost.
Steering: The procedure SteerPFF(𝑥𝑖 , 𝑥 𝑗 ) solves the TPBVP using the PFF optimal controller, and it returns a trajectory
𝜏 that starts from 𝑥𝑖 and ends at 𝑥 𝑗 .

In Algorithm 1, every vertex 𝑣 is associated with a state 𝑣.𝑥 and the corresponding partial state 𝑣.𝑥. We initialize the
tree in Line 1-2. In Line 3, the 𝑚 partial states and the goal are added to the unvisited set 𝑋̄unvisited, which is a set of
partial states that have not been added to the tree. 𝑋open is the set of states that have already been added to the tree. They
are the frontier nodes of the tree that will be extended next. 𝑥𝑐 is the state in 𝑋open that has the minimum cost-to-come
(Line 22) and 𝑥𝑐 is the partial state associated with 𝑥𝑐. These are initialized in Line 5. If 𝑥𝑐 = 𝑥𝑔, the solution has been
found. Otherwise, we try to extend the tree.

In Line 8, the neighboring partial states of 𝑥𝑐 in 𝑋̄unvisited, 𝑋̄near, are found. For every 𝑥near in 𝑋̄near, we try to find its
best parent in 𝑋open (Line 9-18). In Line 10, the neighboring state of 𝑥near in 𝑋open, 𝑋near, are found. The best parent for
𝑥near that results in the minimum cost-to-come for 𝑥near is obtained in Line 11. The trajectory 𝜏 and the full state 𝑥new
are obtained in Line 12 using the PFF steering function. If 𝜏 is collision-free, the new vertex 𝑣 and new edge are added
to the tree, and the sets 𝑋̄unvisited and 𝑋open,new are updated (Line 13-18). 𝑣(𝑥parent) denotes the vertex associated with
𝑥parent and 𝑣(𝑥𝑐).𝑥 denotes the partial state associated with 𝑥𝑐.

A. A Neural Network Controller for PFF Optimal Control
The proposed FMT*PFF can directly work with the analytical solution of the PFF optimal control problem, a numerical
solver for the PFF optimal control problem, and a learning-based steering function for the PFF optimal control problem.
In this section, we describe how to train the neural network controller for computing the PFF optimal control.

We first generate the training data. For a dynamical system, we use numerical optimization solvers [21] to solve the
PFF optimal control problem given by (3a)-(3d) offline. Since we are interested in steering the system from different
initial states to the partial final state, we generate optimal trajectories with different initial states. The initial states are
uniformly sampled from an initial state set. We choose the partial final state to be the position, and let the remaining
state (heading angle, velocity, etc.) be free.

We utilize the translational invariance of the trajectories. If the goal is not the origin, we can translate the goal
position to the origin and translate the position of the starting state accordingly. After solving the optimal control
problem with the translated boundary condition, we obtain the trajectory of the original problem by translating the
solution trajectory back. Therefore, we choose the goal position to be at the origin (zero). Translational invariance
regarding the position is common for systems such as double integrators, cars, and UAVs.

Note that we only need to steer the system to nearby states given by the Near function in FMT*PFF. Thus, a “local”
PFF optimal controller is sufficient. This makes the learning-based controller using a neural network well-suited for this
task since we can only generate finite training data. When using the neural network for prediction, it is important to
make sure we are using it for interpolation instead of extrapolation. Extrapolation will diminish prediction accuracy.
For this purpose, the offline training data should cover the neighborhood used in the Near function.

Each trajectory returned by the numerical solver contains a sequence of control inputs and a sequence of states
indexed by time. We combine all the data points from all offline trajectories to form the final training dataset. Each
data point is a tuple (𝑥𝑖 , 𝑢𝑖). The goal of the neural network is to mimic the structure of the optimal controller. The
neural network controller, NNController : 𝑥𝑖 → 𝑢𝑖 , is a state feedback controller mapping from the current state 𝑥𝑖 to
the current control 𝑢𝑖 to be applied.

After training the neural network controller, it is used for online control and online trajectory generation. The
SteerPFF in Algorithm 1 is obtained by applying the neural network controller to obtain a trajectory. Given a novel
initial state, which should be inside the initial state set used in training data generation, we repetitively apply the neural
network control commands and simulate the system dynamics to obtain the trajectory that steers the system to the
goal state, where the goal position is the origin. We also train a cost-to-go neural network that predicts the segment
cost, SegCost : 𝑥1 → 𝐽, where 𝑥1 is the initial state, 𝐽 is the cost of the trajectory from 𝑥1 to the goal returned by the
numerical solver.
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Fig. 2 FMT*PFF planning results. In each figure, the blue line is the solution from the current tree. The figures in the first column show the planning
results of our proposed FMT*PFF algorithm with an increasing number of samples. The figures in the second column are the planning results of the
original kinodynamic FMT*.
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IV. Empirical Evaluation

We evaluate the proposed method using two examples. In the first example, we compare FMT*PFF with FMT* and
Kino-RRT using a 2D double integrator model. The analytical solution of the PFF optimal controller for linear systems
is used. In the second example, FMT*PFF is used for planning for a car model. Since the car model is nonlinear, a
neural network controller is trained to solve the PFF optimal control problem and then incorporated into FMT*PFF. Our
proposed method is general in that it can deal with various systems with nonlinear dynamics, providing that the PFF
optimal controller is obtainable using learning-based methods. Learning a controller to solve the steering function for
sampling-based motion planning itself is a research problem. Future work includes considering more nonlinear systems
such as UAVs.

A. 2D Double Integrator
We first compare FMT*PFF with the kinodynamic FMT* [6] and the Kino-RRT* [19]. For this purpose, we consider a
linear system and use the analytical solution for (2a)-(2d) and (3a)-(3d). The difference between FMT*PFF and the
kinodynamic FMT* is that kinodynamic FMT* samples the full state-space and solves (2a)-(2d) for steering functions
while FMF*PFF samples in the reduced state-space and solves (3a)-(3d) for steering functions. For comparison, we
set the tuning parameters of the algorithms, such as the neighborhood radius 𝑟, to be the same. Both Kino-RRT* and
FMT*PFF use the PFF optimal control, but they are based on RRT* and FMT*, respectively.

The state of the 2D double integrator is given by 𝑥 = [𝑝⊤ 𝑣⊤]⊤, where 𝑝 = [𝑥1 𝑥2]⊤ is the position and 𝑣 = [𝑥3 𝑥4]⊤
is the velocity. The control input is acceleration. The system dynamics is given by ¤𝑥 = 𝐴𝑥 + 𝐵𝑢, where

𝐴 =

[
0 𝐼2

0 0

]
, 𝐵 =

[
0
𝐼2

]
.

The cost function 𝑐(𝑥, 𝑢) = 1 + 𝑢⊤𝑅𝑢, where 𝑅 = 𝐼2.
The position is uniformly sampled within the boundary of the environment. The free final state of the PFF controller

is the velocity. Thus, FMT*PFF only samples the position space. For the kinodynamic FMT* algorithm, the velocity is
uniformly sampled in 𝑣 ∈ [−2, 2]2 m/s2. Note that a larger interval for the velocity essentially requires searching in a
larger state space, which will result in slower convergence. However, if the sampling velocity interval is too small, the
search is confined to a small state space that may not contain the optimal solution.

The planning results of the FMT*PFF algorithm and the Kinodynamic FMT* algorithm are given in Figure 2. By
sampling in the reduced state space and using a PFF optimal controller, FMT*PFF reduced the dimensionality of the
planning problem. Thus, FMT*PPF finds a better trajectory from the beginning and continues to find better solutions
given the same amount of planning time. For Kinodynamic FMT*, the probability of sampling good velocities to
decrease the cost is low.

The solution cost vs planning time comparison is given in Figure 3. We can see from Figure 3 that FMT*PFF also
has better convergence performance compared to Kino-RRT*. This is because FMT*PFF uses ordered search while
Kino-RRT* uses unordered random search. One drawback of FMT*PFF is that it is not an anytime algorithm. Still, the
benefit of FMT*PFF becomes more clear when planning with learning-based steering functions that cannot achieve
exact steering, since FMT*PFF does not use a rewiring procedure.

B. A Simple Car Model
A kinematic car model is modeled by the equations

¤𝑥 = 𝑣 cos(𝜃), (4a)
¤𝑦 = 𝑣 sin(𝜃), (4b)
¤𝜃 = 𝑢1, (4c)
¤𝑣 = 𝑢2, (4d)

where (𝑥, 𝑦) is the position, 𝜃 is the heading angle, 𝑣 is the speed, 𝑢1 and 𝑢2 are the control inputs.
We first generate offline training data by solving PFF optimal control problems using numerical optimization

solvers. The offline trajectory examples used for training are shown in Figure 4. We sample initial states from an
initial state set. The sampling intervals of 𝑥, 𝑦, 𝜃, and 𝑣 are 𝑥 ∈ [−4, 4] m, 𝑦 ∈ [−4, 4] m, 𝜃 ∈ [−𝜋, 𝜋] rad, and
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Fig. 3 Comparison of FMT*, FMT*PFF, and Kino-RRT* algorithm. Compared with FMT*, the dimensionality reduction heuristic in Kino-RRT*
and FMT*PFF improve their performance significantly. FMT*PFF also performs better than Kino-RRT* due to its ordered search.

Fig. 4 Offline generated trajectories for neural network training. The first figure gives the trajectories of the position. The last two figures show the
control trajectories.

Fig. 5 Trajectories generated using the neural network controller. The initial states are sampled from the initial state set. The goal of the
learning-based steering function is to steer the system to reach the goal position (the origin). By repeatedly applying the state-feedback neural network
controller and forward simulating the system dynamics, the system reaches a neighborhood of the goal.
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𝑣 ∈ [−2, 2] m/s, respectively. The reduced state space is the position space and 𝜃 and 𝑣 are free states. Thus, the goal
state is (𝑥, 𝑦, 𝜃, 𝑣) = [0 0 free free]. For this example, 10,400 trajectories are generated. State-action pairs from the
trajectories were used for neural network training.

Fig. 6 FMT*PFF planning results for the car example. The blue line is the solution in the current tree.

Fig. 7 Performance of FMT*PFF with a neural network controller for the car example.

After training the neural network, we tested the neural network controller using randomly sampled initial states.
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Some example trajectories obtained using the neural network controller are shown in Figure 5. Since the goal of the
neural network controller is to steer the system to reach the origin, one index is the error between the end position of the
trajectories and the origin. 1000 trajectories corresponding to sampled novel initial states are generated using the neural
network controller. 98% of the resulting trajectory reached a 0.3 neighborhood of the origin. If this end position error
is too large (greater than 0.3), the connection is not successful, and this edge will not be added to the tree. Note that
FMT*PFF does not require exact steering, which makes it suitable for learning-based steering functions. The final
trajectory obtained from the FMT*PFF algorithm is smooth and satisfies the differential constraint, while the trajectory
from [12] may have small gaps between edges.

The planning results of FMT*PFF using the neural network controller are shown in Figure 6 and Figure 7. Figure 6
shows the trees with a different number of samples and Figure 7 gives the cost vs time performance.

Finally, we use FMT*PFF to plan trajectories for the car model in various environment settings. We randomly
sample the number, size, and location of the obstacles. We also vary the starting point and goal point of the car. The
planning results are given in Figure 8. The FMT*PFF algorithm finds dynamically feasible trajectories using the neural
network controller.

V. Conclusion

We propose the FMT*PFF algorithm for optimal kinodynamic motion planning for nonlinear systems. The key idea is
the use of a partial-final-state-free (PFF) optimal controller to reduce the dimensionality of the sampling space and
accelerate kinodynamic motion planning. FMT*PFF planning in the reduced state space and has faster convergence. By
training a neural network model of the PFF optimal controller, FMT*PFF can plan trajectories for nonlinear systems in
cluttered environments with nonconvex obstacles. FMT*PFF can deal with learning-based steering functions that can
not achieve exact steering because no rewire is needed. We show that FMT*PFF is efficient and generates dynamically
feasible motion plans. Through numerical simulations and comparison with previous works, FMT*PFF are shown to
have better cost-time performance.
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