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Abstract

Vibrational spectroscopy enables critical insight into the structural and dynamic
properties of molecules. Presently, the majority of theoretical approaches to
spectroscopy employ wavefunction-based ab initio or density functional methods
that rely on the harmonic approximation. This approximation breaks down for
large molecules with strongly anharmonic bonds or for molecules with large inter-
nuclear separations. An alternative to these methods involves generating molecu-
lar anharmonic potential energy surfaces (potentials) and using them to
extrapolate the vibrational frequencies. This study examines the efficacy of den-
sity functional theory (DFT) and the correlation consistent Composite Approach
(ccCA\) in generating anharmonic frequencies from potentials of small main group
molecules. Vibrational self-consistent field Theory (VSCF) and post-VSCF
methods were used to calculate the fundamental frequencies of these molecules
from their potentials. Functional choice, basis set selection, and mode-coupling
are also examined as factors in influencing accuracy. The absolute deviations for
the calculated frequencies using potentials at the ccCA level of theory were lower
than the potentials at the DFT level. With DFT resulting in bending modes that
are better described than those of ccCA, a multilevel DFT:ccCA approach where
DFT potentials are used for single vibrational mode potentials and ccCA is used
for vibrational mode-mode couplings can be utilized for larger polyatomic sys-
tems. The frequencies obtained with this multilevel approach using VCIPSI-PT2
were closer to experimental frequencies than the scaled harmonic frequencies,
indicating the success of utilizing post-VSCF methods to generate more accurate

representations of computed infrared spectra.
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1 | INTRODUCTION

Vibrational spectroscopy is one of the most useful spectroscopic tech-
niques due to its unique window into the structure, dynamical behav-
jor, and bonding properties of molecules.? Vibrational interactions are
critical to the understanding of infrared absorption, reaction mecha-
nisms, and kinetics as well as characterizing the interstellar medium
with infrared spectrographs like the Near Infrared Spectrograph
(NIRSpec) on the James Webb Space Telescope. Using electronic
structure methods, calculated infrared transitions derived from the
Hessian can be utilized to predict thermodynamic properties
like the enthalpy of formation and reaction barriers via the vibra-
tional contributions to the molecular partition function at a given
temperature.?"® As well, computational approaches can aid in experi-
ments where the resolution is insufficient or there are difficulties in
isolating the molecule, such as for diatomics, amino acids, metal-
ligand interactions,” or even short-lived molecules like transition
states in a chemical reaction or radical complexes,?® facilitating the
interpretation and assignment of vibrational features.”~14
Computational chemistry methods generally employ a harmonic
approximation to predict vibrational spectra. The frequencies and
other properties are then typically adjusted by a scaling factor, to pro-
vide a global and approximate route to correct for anharmonicity for
low and high frequencies.?®>~1? While such an approach can be quite
useful, an anharmonic approach can provide a more realistic descrip-
tion of the vibrational properties, including the overtones.?°?* How-
ever, obtaining anharmonic vibrational frequencies is far more

1517 than obtaining harmonic frequencies,

computationally demanding
as anharmonic frequencies require the third or fourth derivative of
the energy, whereas harmonic frequencies only require the Hessian.
To achieve predictions of vibrational properties, electronic struc-
tures methods have been used to generate potential energy surfaces
(PESs), from which vibrational frequencies have been obtained that
are within several wavenumbers (cm™) of experiment,'®?2-2> enabling
the identification of vibrational fingerprints, that is, a set of vibrational fre-
quencies unique to every molecule. However, as indicated, these
methods entail high computational cost (memory, disk space, and CPU

1011 which can become particularly daunting due to the number of

time),
calculations needed to generate the grid points for the requisite PESs,
easily reaching tens of thousands to a million grid points.?22% Thus, the
combination of electronic structure methods with the vast number of grid
points required for a PES reduces their utility for predicting vibrational
properties within several cm™ ™.

There is continual development towards more computationally
efficient methods that yield vibrational frequency predictions within
several cm™! from well-established, reliable experiments. Efficient
processes targeting PES generation have been developed to reduce
the computational cost while yielding deviations from experimental
vibrations by several cm™?! or deviations less than 1 kcal mol~?! for
reaction barriers.?226"2  The correlation consistent Composite
Approach (ccCA)?°~3 is considered, as a route to alleviate the cost of
generating PESs. For example, the multireference wavefunction ccCA

(MR-ccCA) was utilized to analyze the potential energy curve of the
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torsional rotation of the carbon-carbon double bond in ethylene, pre-
dicting the barrier height of cis-trans isomerism and yielded errors
approximately 0.7 kcal mol~* from experiment.2” As an alternative to
utilizing multireference methods, completely renormalized coupled
cluster (CR-CC(2,3)) was implemented within the ccCA formalism, CR-
ccCA(2,3).28 This method utilizes a single reference completely renor-
malized coupled cluster that can correctly treat reaction pathways
such as the thermal pericyclic rearrangement of bicyclo[1.1.0]butane
to trans-buta-1,3-diene and chemical species, for example, diradicals,
that would normally require multireference methods.

In addition to ccCA, density functional theory (DFT) can be used at a
lower computational cost relative to the ab initio methods utilized for
vibrational spectroscopy.’® Density functionals have been largely
designed for main group thermochemical properties; however, DFT can-
not adequately describe noncovalent interactions, such as - stacking or
weak hydrogen bonding, crucial in larger polyatomic molecules without
empirical corrections like dispersion and could be significant when
describing weakly-bound ligands and noncovalent interactions between
two molecules.>%33

To account for anharmonicity computationally, strategies often
include a perturbative correction, such as VPT2, to the potential. Theories
like the local vibrational mode theory developed by Konkoli and

Cremer®*%7

utilizes mass-decoupled Euler-Lagrange equations to do
local model analysis (LMA) and the characterization of the normal modes
(CNM), which leads to a descriptor of the bond strength accounting for
various bonding interactions such as noncovalent interactions, hydrogen
bonds, and halogen bonds.*3#° For example, in a study by Quintano

et al,*°

the fingerprint normal vibrational modes of the base pairs of DNA
were quantified prior to and upon base pairing at the ®B97X-D/aug-cc-
pVTZ level of theory using water as an implicit solvent. Their analysis
showed how the interactions between C=C and C=0O bonds in nucleo-
bases does not significantly affect the C=C bond lengths or related struc-
tural and electronic density-based properties of the base pairs upon
pairing. Alternative methods for analyzing anharmonic corrections for
vibrational spectroscopy include using quartic force fields combined with

41,42

vibrational perturbation theory and re-parameterized semiempirical

methods*? targeting molecules relevant in astrochemistry.*?~4°

While local vibrational model theory is a powerful theory to
describe CNM, vibrational self-consistent field (VSCF) theory, which
was developed in the late 1970s, fully accounts for anharmonicity by
considering the vibrational Schrédinger Equation. Approximations are
made that make VSCF theory analogous to Hartree-Fock theory.*¢~5°
Studies implement VSCF theory on certain biologically pertinent

2251 \which are not typically

vibrations for amino acid peptide chains,
targeted with the rigorous ab initio methods utilized for potential
energy surfaces (PESs) of diatomics and small polyatomic molecules
like H,0 and formaldehyde.?>°253 |n a study by Roy et al.,?? a VSCF-
PT2 approach was utilized with both a B3LYP-D2 potential and a mul-
tilevel HF/MP2 potential to characterize anharmonic vibrational
motion of an opioid peptide [Ala?, Leu’]-leucine enkephalin (ALE).
They found that the B3LYP and multilevel HF/MP2 potential system-
atically underestimated and overestimated the experimental frequen-

cies for the OH and NH stretching modes for each amino acid,

ASUDOIT SUOWWIO)) dATRa1) d[qear[dde oY) Aq PaUIOAOS dI1e SI[IIHE YO 9N JO ST 10§ AIRIqIT SUI[UQ AJ[IA\ UO (SUOTIPUOD-PUB-SULIN} WO KS[1M " K1eIqrour|uo//:sd)y) SuonIpuoy) pue sua ], 31 298 “[4707/11/01] uo Areiqry suruQ A9[Ip ‘€£€£7990/2001°01/10p/wod Ad[im°Kreiqriaur[uoy/:sdyy woi papeojumod ‘91 40T XL869601



Journal of

55 | WILEY—

PATEL ET AL.

CHEMISTRY

respectively, by a few tens of cm~1. The average of the frequencies
compensates for the respective under and overestimation of frequen-
cies and yielded theoretical predictions within 10 cm™? of experiment,
which was better than the B3LYP and the multilevel HF/MP2 poten-
tials individually as well as scaled harmonic calculations, thus showing
the efficacy of VSCF theory towards predicting anharmonic vibrations
for systems as large as a pentapeptide.

In this work, ccCA and DFT have been used to generate PESs for
diatomic and small polyatomic molecules to predict structural and
vibrational properties such as frequencies and infrared absorbance
intensities in tandem with vibrational self-consistent field (VSCF) and
post-VSCF theory. The combination of electronic structure methods
such as ccCA and DFT with post-VSCF theory aims to reduce the
computational cost associated with generating accurate PESs for
anharmonic mode-mode couplings as well as calculating contributions

from anharmonic corrections to the potential.

2 | COMPUTATIONAL METHODS

The PVSCF program?45* was used for vibrational analysis and ORCA
4.0 was used for the electronic structure calculations necessary to
generate potential energy surfaces (PESs).>>>¢ The molecule set included
20 molecules: H,, CO, LiH, Ny, NO*, OH, NH, HF, BF, O,, SiO, H,0,
CO,, NH3, CoH,, CoHy, CoHg, cis-3-aminophenol, and trans-3-aminophe-
nol. These were chosen based on the availability of experimental data on
the frequencies of these molecules as well as other post-HF methods for
predicting anharmonic frequencies.3® Experimental vibrational frequencies
were obtained from Herzberg, Huber, and Shimanouchi.>”~>? Equilibrium
bond lengths for diatomic molecules were obtained from CISD/cc-pVTZ
calculations to locate the starting point for generating the potential using
an ab initio non-perturbative method and the initial Hessians were gener-
ated using RI-B3LYP-D3/aug-cc-pVTZ within the ORCA package. Since
the PVSCF program uses the Hessian as an initial guess, a Hessian gener-
ated with a more approximate method is sufficient for the purpose of this
study. For polyatomic molecules, B3LYP/cc-pVTZ geometries and hes-
sians were used since optimized geometries and the zero-point vibrational
energy are obtained at the B3LYP/cc-pVTZ level of theory as part of the
ccCA methodology.*°

The potentials are generated via an interpolation of 16 grid points
selected by PVSCF by a multimode expansion using curvilinear coordi-
nates. Curvilinear coordinates are a nonlinear function of Cartesian
coordinates where the coordinate lines are curved to follow the nor-
mal mode vectors. This allows for a more robust description of vibra-
tional motion.?® Potential energy curves (PECs) are generated for
diatomics while PESs that visualize the effect of two different vibra-
tional modes concurrently vibrating, or vibrational mode coupling, are
generated for polyatomic molecules. The extracted potential energies
and dipole moments are then run with the PVSCF program to obtain
the anharmonic frequencies and infrared (IR) intensities of each mole-
cule, respectively. For diatomic molecules, a Fourier Grid
Hamiltonian approach is used to calculate the single vibrational fre-

quency.®>%? For all polyatomic molecules, a vibrational configuration

interaction method (VCIPSI-PT2) is used to analyze the effects of
vibrational mode coupling.®® VCIPSI-PT2 utilizes vibrational configura-
tion interaction with perturbatively selected interactions (VCIPSI),
which reduces the computational cost compared to standard VCI

approaches while maintaining roughly the same level of accuracy.2¢%°

21 | DFT methodology

Density functionals come in numerous flavors based on the number of
parameters and the operations performed on the electronic density sur-
face to varying degrees of success. For example, B3LYP®*%° is heavily
parameterized for main group thermochemistry while TPSS®® has no
empirical parameters; yet both density functionals are popular and yield
low mean absolute errors for main group thermochemistry.®” For spectro-
scopic purposes, these functionals provide an avenue to examine other
cost-effective methods for predicting anharmonic vibrational frequencies
and the effect of parameterization of a functional on spectroscopic prop-
erties. Therefore, TPSS and B3LYP were used as the density functionals
in this work.

Dunning's standard and augmented correlation consistent basis
sets from double- to quintuple- (cc-pVnZ (VnZ) and aug-cc-pVnZ
(aVnZ),n = D, T, Q, 5) were used.®® These basis sets were built to sys-
tematically increase the types of functions included in the basis set,
which leads to a smooth convergence towards an infinite basis set
that would describe all possible space in which electrons exist. The
energy associated with an infinite basis set, or the complete basis set
(CBS) limit, is an extrapolated estimate of the results from the finite
basis sets used. With DFT, the standard CBS extrapolation formulas
may not be applicable as DFT may not behave variationally with
respect to increasing the basis set quality, that is, the Kohn-Sham
energy may not monotonically decrease or increase as a function of
the C-level of the basis set. Points that do not follow a monotonic
trend were screened out for extrapolating to the Kohn-Sham limit.
One such extrapolation scheme to extrapolate to the Kohn-Sham
limit, which is analogous to the CBS limit for wavefunction-based
methods, investigated in this work for DFT methods is the three-point
Feller extrapolation scheme.®’ The Feller three-point extrapolation
scheme (Equation 1) was used since this scheme allows the extrapola-
tion function to converge to a limit closer to the electronic energy that
corresponds to experimental values for thermodynamic properties like
enthalpies of formation, and uses the exponential form

E(n)=E. +Ae™n, (1)

where, E(n) is the energy value from the basis set, n is equal to the car-
dinal number of the basis set, and E., stands for the basis set limit
(Kohn-Sham limit or CBS limit). A and B are fitting parameters. The
effects of the Feller extrapolation scheme were examined to provide
insight into energies that would be obtained when using a more com-
putationally demanding basis set (such as 6-{ or higher). For poly-
atomic molecules with more than three atoms, only cc-pVTZ and aug-

cc-pVTZ was used.
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2.2 | ccCA methodology

The implementation of ccCA has been described in previous work.*°
As a quick overview, the HF energies are extrapolated to the CBS limit
using Equation (1) with B set to 1.63 from a study by Halkier et al.”®7*
The MP2 energies are extrapolated to the CBS limit with the Peterson
(P) (Equation 2), Schwartz-3 (S3) (Equation 3), Schwartz-4

(S4) (Equation 4), and an average of the Peterson and Schwartz-3

extrapolation schemes.”?"74

E(n) =Ee+Be (Y 4 Ce~ 1, (2)

B
E(’max):Em +—3, (3)

(Imax)

B

E(Imax):EooJriH, (4)
(Imax +§)

where, E, represents the CBS limit and B and C are fitting parameters
(Equation 2), and I,y is the highest angular momentum function in the
basis set (Equations 3 and 4). Corrections including the effects of
core-core correlation, core-valence correlation, and scalar relativity,
are included in the total ccCA energy. The zero-point vibrational
energy is not included as the goal is to generate a potential energy
surface for vibrational calculations.

Standard Cartesian, or rectilinear, coordinates were used for
diatomics and linear polyatomic molecules (CO,, C,H,). Curvilin-
ear coordinates were used for nonlinear polyatomic molecules
(H,O, aminophenol isomers). SCF energies were converged to

2930 ¢cCA elec-

1078 E, in all single point energy calculations.
tronic energies were used to generate all potential energy curves
for singular vibrational motion and surfaces for mode-mode cou-

pling, that is, simultaneous vibrational motion for two vibrational

CHEMISTRY

For C5H4, CoHg, and aminophenol isomers, DFT calculations were
used to generate all vibrational mode couplings, for example, all
324 vibrational mode couplings for C,H. Since the coupling strength
is largely independent of the choice of method used to generate the
PES, the number of vibrational mode couplings were decreased via a
screening threshold to isolate strongly coupled vibrational modes.**¢°
The PESs of the screened vibrational mode couplings were then calcu-
lated via DFT or higher level of theory like ccCA. In this work, this
approach to generate the PES of only the screened strongly coupled
modes is denoted as the FASTVCI approach. Selected vibrational
modes from coupling maps are provided in Supplemental Information.

3 | RESULTS AND DISCUSSIONS

The calculated frequencies for diatomics molecules are provided in
Tables S1-S3 and calculated frequencies for polyatomics are listed
in Tables S4-S8. The mean absolute deviation (MAD) was analyzed by
basis set, functional, and by number of atoms to note specific trends
or certain occurrences within the calculations. For ccCA potentials,
utilizing different extrapolation schemes did not significantly affect
the predicted vibrational frequency as shown in Table S1. Therefore,
for conciseness, only the frequencies predicted with ccCA-S4 poten-
tials are presented as ccCA-54 yielded the lowest errors of all extrapo-
lation schemes utilized.

3.1 | Diatomics

With DFT potentials at the complete basis set limit, the calculated fre-
quencies yielded absolute deviations that ranged from 0 to 149 cm™!
depending on the molecule and functional whereas with ccCA poten-
tials, the calculated frequencies yielded absolute deviations that ran-

ged from O to 22 cm™2. Figure 1 shows the absolute deviations from

modes.
1751 M
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FIGURE 1  Absolute deviation of 251
vibrational frequencies for diatomics using
TPSS/VooZ, B3BLYP/VooZ, TPSS/aVeoZ, 0- LL
B3LYP/aVeoZ, and ccCA-S4. H,  LiH

1 TPSS/VooZ
[ B3LYP/VeoZ
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experimental vibrational frequencies with the potential energy curves
(PECs) generated at the indicated level of theory, that is, DFT/VooZ or
ccCA. Examining functional choice, frequencies predicted with
B3LYP-generated potential energy curves (PECs) for H,, BF, HF, NH,
OH, O,, and SiO yielded smaller absolute deviations compared to
TPSS PECs as shown in Figure 1, which implies that TPSS yielded lower
absolute deviations for LiH, CO, N5, and NO™. For Ny, the predicted fre-
quency generated with TPSS aligned with those predicted with ccCA-
S4. Based on the choice of molecule, functional choice had a larger
effect on predicted vibrational frequency than basis set choice.

Using DFT in combination with the augmented correlation consis-
tent basis sets tended to produce lower MADs for experimental fre-
guencies in comparison to using DFT with the standard correlation
consistent basis sets. For B3LYP/VnZ and B3LYP/aVnZ, the MAD
decreased from 43 + 37 to 39 + 35 cm ™2, respectively, and 57 + 52
to 55 + 50 cm™* for TPSS/VnZ and TPSS/aVnZ, respectively, for the
set of diatomics. While these results are statistically indifferent veri-
fied through unpaired two-tailed t tests, Figure 1 shows how using
aVooZ lowers the deviations for LiH, HF, and OH by up to 50 cm™in
comparison to the increase in deviation by 4 cm™? for H,. When com-
paring the effect of basis set quality, all frequencies calculated using
the DFT/VTZ, DFT/VQZ, and DFT/V5Z potentials were statistically
indifferent from each other verified through unpaired two-tailed
t tests (see Sl for calculated frequencies at each level of theory).
Therefore, triple-{ quality basis sets may be useful as a compromise
between cost and accuracy for generating potentials describing vibra-
tional motion for polyatomic molecules.

Across all diatomics examined, ccCA yielded a MAD of
9 + 7 cm~! whereas B3LYP/VnZ and TPSS/VnZ yielded MADs of 43
+37 and 57 + 52 cm™?, respectively (Figure 1). This indicates that
using potentials generated with ccCA yield lower deviations for pre-
dicted frequencies than DFT, with the notable exception of SiO,
where using B3LYP regardless of basis set yielded frequencies closer
to experiment than ccCA by approximately 20 cm™%. With ccCA,
diatomics that have a larger difference in mass between the two
atoms and larger dipole moments (OH, BF, and HF) tended to yield
lower deviations from experiment for calculated frequencies with the
exception of NH, which yielded an error of 16 cm~L. PECs for homo-
nuclear diatomics yielded higher deviations with an increase in mass

1

as Hy, Ny, and O,, yielded errors of 5, 10, and 11 cm™ 7, respectively.

As well, PECs for LiH and NO™, heteronuclear diatomics with similar
mass and smaller dipole moments between the two atoms, tended to
—1

)

yield higher errors (8 and 11 cm™ ") among the ccCA results although

PECs for CO and BF yielded errors of 0 and 2 cm™2, respectively. This

would suggest that unlike DFT, there is no consistent trend between
the atomic masses and the frequencies generated with ccCA PECs
even though PECs at the ccCA level of theory generates lower errors
across all diatomics compared to DFT PECs.

The relative CPU time was measured for a few diatomics to show
the approximate cost of generating a PEC of 17 grid points with DFT,
ccCA, and CCSD(T,full)/aug-cc-pCV5Z where full denotes the inclu-
sion of all electrons for first-row main group diatomics in the correla-
tion space (Table 1). As expected, B3LYP calculations are more
computationally affordable than ab initio methods but yielded higher
deviations for the molecules used (Table 2). Also, generating a PEC at
the ccCA level, which aims to model energies at the CCSD(T,full)/
aug-cc-pCVooZ-DK level, is more affordable than using CCSD(T,full)/
aug-cc-pCV5Z by several hours depending on the molecule size. As
shown in Table 1 for example, ccCA yielded a percent CPU time sav-
ings of 99.16% for N, relative to CCSD(T,full)/aug-cc-pCV5Z. Inter-
estingly, the use of CCSD(T,full)/aug-cc-pCV5Z to generate the PES
yielded larger absolute errors (10 + 3 cm™1) than ccCA (6 +4 cm™?)
for these molecules. The main cause was that for CO, the ccCA and
CCSD(T,full)/aug-cc-pCV5Z potential yielded errors of 0 and 15 cm™2,
respectively, for the calculated fundamental frequency. The higher
absolute errors and large increase in CPU time between CCSD(T,full)/
aug-cc-pCV5Z and ccCA suggests that potentials generated with
ccCA are more accurate when using a VSCF approach.

3.2 | H,0,CO, and NH;

For DFT potentials, both functional choice and basis set quality
affected the accuracy of predicted frequencies and the type of vibra-
tion that is observed, that is, stretching, bending, or inversion. For
ccCA, the range in deviation is primarily due to the type of vibration
observed. In Figure 2, the DFT potentials are obtained at the
Kohn-Sham limit (VeoZ and aVeoZ) for H,O and CO, since there are

TABLE 1 Percent CPU time used relative to CCSD(T,full)/aug-cc-
pCV5Z to generate all 17 grid points of the PEC for select diatomics.
B3LYP/aVTZ ccCA
H, 1.19 9.34
LiH 0.11 1.18
CcO 0.03 0.99
N 0.02 0.84

TABLE 2 Calculated frequencies in

B3LYP/avTZ ccCA CCSD(T,full)/aug-cc-pCV5Z Exp 1
cm™~ for B3LYP/aVTZ, ccCA, and CCSD
Ha 4189 4157 4155 41622 (T,full)/aug-cc-pCV5Z for diatomics in
LiH 1372 1368 1348 1360 Table 1.
co 2186 2143 2128 2143
N, 2420 2340 2323 2330
MAD + STD 43 + 29 6+4 10+ 3
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FIGURE 2 Mean absolute deviation
of vibrational frequencies for H,0, CO,, [ TPSS/VnZ ]
and NH3 using TPSS/VnZ, B3LYP/VnZ, 1001 1 B3LYP/VnZ
TPSS/aVnZ, B3LYP/aVnZ, and ccCA-S4. I TPSS/aVnZ
For H,0and COy n = . For NHg,n=T. = B B3LYP/aVnZ
A standard Cartesian coordinate system % 801 1 [
for displacing CO, (linear) while a g e
curvilinear coordinate system is used for =
HQO and NH3 = |
8 60
2
=
g
= 40
=
S
O —
p=
201
. =

only 3 and 4 vibrational normal modes (3 and 7 vibrational mode-
mode couplings, or the PES describing two vibrations occurring simul-
taneously), respectively. H,O, CO,, and NH3 yielded a larger range of
deviations from experimental frequencies than the diatomics, waver-
ing from 2 to 294 cm~! with DFT potentials and from 2 to 57 cm™?!
for ccCA potentials. For NH3, the vibrational mode-mode coupling
potentials were generated at the triple-( level based on the results for
the diatomic molecules, small polyatomic molecules, for example, H,O
and CO,, and the number of vibrational mode-mode coupling poten-
tials required for six normal modes. All vibrational mode-mode cou-
pling potentials consist of 256 grid points.

In Figure 2, the MAD is the average across all frequencies per
molecule for each method (B3LYP/VnZ, B3LYP/aVnZ, TPSS/VnZ,
TPSS/aVnZ, and ccCA). For DFT, the choice between aVnZ and VnZ
altered the curvature of the potentials enough to yield larger varia-
tions in the errors for calculated frequencies between the molecules
except for H,O. When aVnZ was used in H,O, the error across all
vibrations was the same as VooZ, regardless of functional choice. This
indicates that when using DFT to generate potentials for vibrational
calculations, augmented basis sets properly characterize both bending
and stretching behavior for small polyatomic species.

Functional choice was a larger factor in terms of general curva-
ture of the potentials as B3LYP-generated potentials yielded devia-
tions for calculated frequency approximately 20-60 cm™* lower than
TPSS-generated potentials. For H,O, CO,, and NH3, TPSS potentials
inadequately described both symmetric and asymmetric stretching
modes with errors ranging from 70 to 225 cm™!, whereas B3LYP
potentials yielded errors in the range of 3-55cm™. In comparison,
the bending vibrational modes yielded errors ranging from 19 to
42 cm~? for TPSS potentials.

With ccCA, the stretching modes for H,O vyielded deviations
within 2 cm™?! of experiment, whereas the calculated bending mode
was ~20 cm~? larger than the experimental frequency. The differ-

ence of 20 cm™? is most likely due to the weak coupling between

H,0

Co, NH,

the bending and stretching modes and may be corrected through
coupling all three vibrational modes together simultaneously. For
CO,, ccCA potentials did not properly characterize the vibrational
motion of the out-of-plane bending, and stretching normal modes
with deviation of 40, 37, and 56 cm™?, respectively. This may be in
part due to the use of a standard Cartesian coordinate system for
displacing the molecule in vibration whereas the deviations are
generally lower when using a curvilinear coordinate system as is
the case for H,O.

For NH3, ccCA potentials utilized for VCIPSI-PT2 predicted the
vibrational motion corresponding to NHj inversion to within 10 cm™2
and N—H stretching modes within 15 cm™2. The pyramidal inversion
vibration creates a symmetry change from Cj, to the D3y, point groups
and is characterized by a small reaction barrier (~5 kcal mol™2). This
analysis indicates that when using a curvilinear coordinate system,
ccCA potentials yield lower errors for stretching modes opposed to
bending modes, such as for H,0.

When considering the single mode potential energy curves for
H,0 and CO,, the O—H symmetric stretching potential for ccCA more
closely resembles the potential generated with B3LYP whereas the
C—O symmetric stretching potential for ccCA energetically lies in
between the potentials generated with B3LYP and TPSS (Figure 3),
which explains the observed trend of the MADs for all vibrational
motions with respect to the smaller polyatomic molecules. The other
single mode potentials for the asymmetric stretching and bending
motions for both H,O and CO, were very similar in shape. For H,0,
CO,, and NHs, the DFT potentials for the symmetric stretches were
the largest contributor to their performance in terms of lower
deviations from experimental frequencies. In hybrid functionals,
varying the percentage of exact exchange derived from the
Hartree-Fock method using Kohn-Sham orbitals have been shown
to affect the magnitude of both thermodynamic and spectroscopic
properties, for example, the pK,”> and the pre-edge energy in

X-ray Absorption Spectroscopy,’® respectively, indicating that the
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FIGURE 3 The single mode potential
energy curves for the O—H symmetric
stretch in H,O (left) and the C—O
symmetric stretch in CO, (right) with
ccCA, B3LYP/VooZ, and TPSS/VooZ.

FIGURE 4 Mean absolute deviation
of vibrational frequencies for CoH,, CoHg,
and CyHg using TPSS/VTZ, B3LYP/VTZ,
TPSS/aVTZ, B3LYP/aVTZ, and ccCA-S4.
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exact exchange parameter within B3LYP is a larger contributor to
the predicted curvature of the single mode potential energy curves
than the empirical parameterization of a functional and the local
kinetic energy effects. Therefore, hybrid DFT functionals are bet-
ter candidates than local DFT functionals for generating potentials

similar to potentials generated via ccCA.

3.3 | Hydrocarbons

PESs for C,H,, CoHy, and CoHg were generated with basis set super-
position error (BSSE)-corrected energies. With ccCA, only strongly
coupled vibrational modes, which are depicted within mode-mode
coupling maps (see Sl), are considered for C,H,4 and C,He. By remov-
ing non-essential vibrational coupling elements from the potential, a
FASTVCI approach is attained. By utilizing this approach, the compu-
tational time to generate all vibrational potential energy surfaces for
ethene is reduced by approximately a factor of 6 (12 out of 78 cou-
pling modes for C,H,; were calculated with ccCA) for ethene as only

the potential energy surfaces for all the strongly coupled vibrational

modes (shown as shaded squares in Figure S1) were generated with
ccCA. For ethene, vibrational modes 9-12 characterize the C—H
stretching modes (both symmetric and asymmetric). In general, sym-
metric and asymmetric vibrations are strongly coupled largely due to
the effect each type of vibration has on the other.

In contrast to C,H4, which exhibited stronger coupling modes for
the C—H stretches at approximately 3000 cm™?, C,H only had one
strong coupling mode in this region, which is the coupling between
C—H symmetric and C—H asymmetric stretches. Other modes that
were strongly coupled include the rotational barrier of C,H¢ around
the C—C bond and C—C stretching. Including the coupling strength
screened out 67 vibrational mode-mode couplings, leaving 11. This
effectively reduced the computational cost of generating the full 2D
surface by approximately 93%.

For the hydrocarbons, there is a noticeable improvement among
frequencies predicted with DFT potentials relative to ccCA potentials
(Figure 4). TPSS provided a smaller absolute deviation in ethyne, while
B3LYP was preferred for ethene and ethane. The results for the
hydrocarbons are consistent when comparing the basis set and mole-

cule choice in that DFT/aVTZ potentials yielded lower errors for
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calculated frequencies relative to using DFT/VTZ potentials when
using VCIPSI-PT2 to compute the frequencies.

BSSE-corrections were necessary for the PESs of the hydrocar-
bons since the simultaneous torsional and stretching motions of the
C—H and C—C bonds caused an additional lowering in the calculated
potential energy when not counterpoise-corrected, which in turn
increased the mode-mode coupling strength and affected the conver-
gence behavior of the VCIPSI-PT2 calculations. As an effect of BSSE
on the potentials, the deviations from experimental frequencies with
the ccCA potentials monotonically increased as a function of the
number of C—H bonds from C,H, to C,Hs For the non-
counterpoise-corrected potentials, this resulted in most of the mode-
mode couplings involving a C—H stretching motion to have a high
coupling strength, and generally increased the coupling strength of
torsional-torsional vibrational couplings. When corrected for BSSE,
the C—H stretching modes are no longer highly coupled to all tor-
sional motions within C,H,, CoH4, and CoHg. For example, in CoHg,
only the coupling between C—H symmetric and C—H asymmetric
stretches was strongly coupled in addition to a few of the rotational
and torsional motions.

Considering all observed frequencies, DFT potentials yield lower
MADs from experimental frequencies than ccCA. For C,H,, the differ-
ence in magnitude between total MADs of frequencies predicted with
DFT and ccCA potentials was approximately 5 cm™2. Yet for CoH,
and C,Hy, this difference increases to 10-15 cm™? primarily due to
the large deviations in the C—H stretching vibrations around
3000 cm™! for ccCA potentials as well as the number of strongly
coupled vibrational modes that include a non-IR active symmetric
C—H stretching mode used for the FASTVCI approach. The observa-
tion of larger deviations in the C—H stretching vibrations is also con-
sistent with other composite strategies that utilize perturbative
anharmonic corrections,”” which suggests that for molecules like
C,H4 and CyHg, a softer potential as generated via DFT for the non-
IR active symmetric stretches is more characteristic of the vibrational
motion as shown in Figure 5. Figure 5 illustrates the ccCA and TPSS
potential for the non-IR active symmetric C—H stretching mode and
an IR-active C—H stretching vibration.

CHEMISTRY

With ccCA potentials, the C—C stretching mode for CoH,, CoHy,
and C,H¢ yielded errors for predicted frequencies with VCIPSI-PT2 of
17, 21, and 7cm™ 2, respectively, all of which are IR inactive. This
would suggest that ccCA potentials are more adequate for describing
vibrations involving covalent single bonds than double or triple bonds.
This is also supported in part by the low deviations observed for H,O
and NHs; and high deviations for CO, observed for stretching modes.

To correct for this discrepancy between frequencies generated
with DFT potentials and ccCA potentials, a multilevel approach can be
utilized where the coupling elements from ccCA potentials can
be added to the frequencies generated via the uncoupled DFT poten-
tials for each vibration. This is denoted as DFT:ccCA in this work. To
illustrate this concept for ethene, where the shape of the single mode
PECs for both the individual non-IR active C—C and C—H symmetric
stretches differ between ccCA and DFT (Figure S3), the frequencies
are obtained where the mode-mode coupling elements from ccCA
potentials are applied to the single mode PECs generated with TPSS/
VTZ. As shown in Table 3, when using TPSS single mode PECs in tan-
dem with ccCA mode-mode coupling potentials, the error decreases
to 24 cm™?! from 57 cm™! when using ccCA single mode and mode-
mode coupling PECs and potentials, respectively.

While the difference between using TPSS and ccCA mode-mode
coupling potentials with single mode PECs was only 1 cm™?, ccCA
mode-mode coupling potentials lowered the predicted frequency rela-
tive to using TPSS mode-mode coupling potentials, which lowered the
deviation as TPSS potentials overestimated the C—H stretching
modes (modes 9-12 in Table 3). Overall, a multilevel approach may be
useful when one method generates a single mode PEC more repre-
sentative of the vibrational motion indicated by the predicted fre-

quency and for larger polyatomic systems.

3.4 | Aminophenol

For cis-3-aminophenol and trans-3-aminophenol, the NH, torsion,
318.5 and 329 cm™?, respectively, and OH wagging vibrations,
307 and 316 cm™?, respectively were examined.” Each chosen

0.20

0.15
Z0.10
m
0.05
FIGURE 5 The single mode potential
energy curves for the C=C symmetric
stretch (left) and C—H symmetric stretch 0.00
(right) of ethene generated with ccCA and 60 -40 -20

TPSS/VTZ.
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TPSS:TPSS TPSS:TPSS CCCA-S4:ccCA-54 TPSS:ccCA-S4 :tﬁ;";is?ng avccc::be. r';TtiZO:icf‘ “Tepnscsie::gr

Mode Exp All FASTVCI FASTVCI FASTVCI ccCA for single mode and vibrational
1 826 821 827 834 827 mode-mode coupling potentials.

2 949 976 988 975 991

3 943 963 981 979 977

4 1023 1046 - - -

5 1236 1229 1238 1233 1239

6 1342 1354 1363 1360 1363

7 1444 1455 1468 1462 1467

8 1623 1628 1636 1649 1652

9 2989 3030 3050 3143 3043

10 3026 2992 3004 3104 2998

11 3103 3087 3113 3221 3105

12 3106 3118 3145 3247 3132

MAD 18 25 57 24

Note: The use of PECs/PESs is denoted as single:coupled. All potentials are BSSE-corrected. Mode 4 did
not strongly couple to any other vibrational mode and hence are excluded from FASTVCI calculations.

vibration was coupled to all 38 other normal modes for DFT calcula-
tions. With ccCA, only strongly coupled vibrational modes determined
through the DFT calculations were included in vibrational analysis.
Coupling maps depicting strongly coupled vibrational modes are
included in the Supplemental Information. For cis-3-aminophenol, in
terms of coupling strength, only 6 of the 78 mode-mode coupling
potentials were analyzed with ccCA, again reducing the cost by
approximately 92%. For trans-3-aminophenol, in terms of coupling
strength, only 12 of the 78 mode-mode coupling potentials were ana-
lyzed with ccCA, reducing the cost of generating the full 2D surface
by approximately 84%. These vibrations were chosen since these had
distinct vibrational features that separated from the IR spectra.

Calculated frequencies obtained with ccCA potentials yielded a
lower deviation for experimental NH, torsion and OH wagging vibra-
tional modes than frequencies obtained with DFT potentials. This is
shown in Table 4. B3LYP/aVTZ yields lower deviations than TPSS/
aVTZ for both the NH,, torsion and OH wagging vibrational modes for
both cis-3-aminophenol and trans-3-aminophenol. For ccCA poten-
tials the NH, torsional mode was better characterized for cis-
3-aminophenol with an error of 5.5 cm™~* and the OH wagging motion
was better characterized for trans-3-aminophenol with an error of
1 cm~L. While the deviations obtained with ccCA potentials are lower
than 10 cm™? for trans-3-aminophenol, this approach can be utilized to
spectroscopically differentiate between aminophenol isomers that differ
by the direction of the OH bond relative to the NH, substituent.

When using a multilevel approach for the aminophenol isomers,
utilizing ccCA single mode PECs and B3LYP/aVTZ mode-mode cou-
pling potentials (ccCA:B3LYP) for all mode-mode couplings between
the NH, torsion and all other vibrations as well as between the OH
wagging and all other vibrations (75 total mode-mode couplings)
yielded lower deviations than if only ccCA mode-mode coupling

potentials were used for cis-3-aminophenol for the few strongly

TABLE 4 Vibrational frequencies predicted with VCIPSI-PT2 for
selected vibrations of cis-3-aminophenol and trans-3-aminophenol.

Exp B3LYP/aVTZ  TPSS/aVTZ  ccCA-S4
cis-3-aminophenol
NH, torsion 3185 322 345 313
OH wag 307 300 296 275
trans-3-aminophenol
NH, torsion 329 333 351 322
OH wag 316 330 325 317

coupled modes isolated. The deviations for both the NH, torsion and
OH wagging decreased by 2 cm™2. For trans-3-aminophenol, the use
of this multilevel approach increased the deviation by 2 cm™?. This
may be in part due to how the predicted frequencies using B3LYP/
aVTZ potentials were higher than those predicted with ccCA
potentials.

The computed infrared (IR) spectra use the frequencies generated
via VCIPSI-PT2 for potentials generated with ccCA and DFT
(Figure 6). To show the efficacy of the VCIPSI-PT2 predictions, the
generated spectra is compared to harmonic B3LYP/cc-pVTZ frequen-
cies scaled by 1.0066 per the study by Merrick et al.)” The intensities
for all frequencies are based on the harmonic calculation. Focusing on
the area of the fingerprint region where the NH, torsion and OH wag-
ging motion occur (200-400 cm™Y), the computed spectra shows
peaks in the 200-300 cm~? range indicating torsional motion among
the C atoms in the ring. For the NH,, torsion and OH wagging motions
for cis-3-aminophenol, the VCIPSI-PT2 frequencies with ccCA poten-
tials were more closely aligned to experiment than both the scaled
harmonic frequencies and VCIPSI-PT2 frequencies with potentials
generated with B3LYP/aVTZ. The frequencies obtained via the ccCA
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FIGURE 6 Infrared spectra for cis- 100
3-aminophenol (top) and trans-
3-aminophenol (bottom) obtained with
VCIPSI-PT2 frequencies with ccCA and 80
B3LYP/aug-cc-pVTZ potentials as well as =
B3LYP/cc-pVTZ harmonic frequencies £
scaled by 1.0066. A Lorentz broadening § &Y
of 20 cm™* was applied. IR intensities £
were normalized with the most intense é 40
peak in the fingerprint region. The E
experimental frequencies and relative
intensities from Reference 9 are shown 20
for comparison.
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potentials with VCIPSI-PT2 combined with the IR intensities gener-
ated via VSCF yielded a more accurate representation of the spectra
than the scaled harmonic frequencies and its respective IR intensities.
Therefore, calculating the computed IR spectra with VCIPSI-PT2 fre-
quencies with ccCA PESs and a full description of the mode-mode
couplings would be more representative of the experimental IR spec-

tra than using scaled harmonic frequencies.

4 | CONCLUSIONS

Overall, with ccCA potentials, the mean absolute deviation for calcu-
lated frequency from experiment was lower than with DFT potentials.
Functional choice had a more significant effect on the predicted fre-
guency than basis set for potentials generated with DFT. For
diatomics, TPSS potentials tended to properly characterize molecules
that exhibit covalent triple bonds and B3LYP potentials tended to
yield lower absolute errors in frequency from experiment for polar
molecules. This trend held with the small polyatomics and hydrocar-
bons. When considering timings, ccCA vyielded lower deviations than
CCSD(T,full)/aug-cc-pCV5Z with up to 99% CPU time savings for
diatomic molecules.

For H,0O, CO,, and NHs, the predicted frequencies between
potentials generated with ccCA and DFT yielded similar errors across

all vibrations. DFT predicted the bending behaviors better than ccCA

1
Wavenumber (cm )

whereas ccCA predicted the stretching behaviors better than DFT.
The use of a curvilinear coordinate system yielded lower errors rela-
tive to using a standard Cartesian coordinate system as indicated by
the deviations observed for H,O and CO,.

For hydrocarbons, DFT characterized the C—H stretching behav-
ior better than ccCA as the errors for DFT potentials were lower than
for ccCA potentials for C—H stretching modes. Trends observed for
all molecules examined indicate that B3LYP/aVTZ is the more favor-
able DFT method and basis set combination in terms of generating a
PES for vibrational motion when coupled with VCIPSI-PT2 to com-
pute frequencies. A multilevel approach that utilizes the single mode
PECs with DFT and the coupled vibrational modes generated with
ccCA vyields lower absolute deviations from experiment than if only
DFT were utilized, and therefore provides a framework for expanding
to larger polyatomic systems and for molecular systems where one
method generates PECs that yield lower deviations than another, as
was the case with the hydrocarbons.

For aminophenol, the errors obtained with VCIPSI-PT2 were
lower than those for scaled harmonics, indicating the success of utilizing
this approach to characterize specific vibrations for polyatomic systems.
The FASTVCI approach of only utilizing strongly coupled vibrational
modes saves computational resources when generating potentials with
electronic structure methods. B3LYP potentials serve as a good approx-
imation for both the NH, torsional mode and OH wagging mode for

both the cis-3-aminophenol and trans-3-aminophenol isomers. For cis-
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3-aminophenol, the ccCA potentials yielded lower deviations for the
NH,, torsion where the opposite is true for trans-3-aminophenol.
Overall, ab initio composite strategies and in some cases DFT can
be utilized for depicting vibrational behavior of small polyatomic mole-
cules present in the interstellar medium and can be used in tandem
with post-VSCF theory as a gauge for predicting anharmonic vibra-
tions without the harmonic frequencies with frequency scaling factors

applied and perturbative corrections.
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