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We prove that there exists a constant y.rj; ~ 0.17566 such that if G ~
G(n, 1/2), then for any & > 0 with high probability G has a equipartition
such that each vertex has (Yt — €)/n more neighbors in its own part than
in the other part and with high probability no such partition exists for a sep-
aration of (it + €)+/n. The proof involves a number of tools ranging from
isoperimetric results on vertex-transitive sets of graphs coming from Boolean
functions, switchings, enumeration of graphs with a given degree sequence,
and the second moment method. Our results substantially strengthen recent
work of Ferber, Kwan, Narayanan, and the last two authors on a conjecture
of Fiiredi from 1988 and, in particular, prove the existence of fully-friendly
bisections in G(n, 1/2).
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1. Introduction. In this paper we consider the circumstances under which the random
graph G(n, 1/2) can be partitioned into two nearly equal size sets A U B such that every
vertex in A has more substantially more neighbors in A and analogously for B. We formalize
this with the notion of an H-friendly equipartition.

DEFINITION 1.1. Given a graph G with n vertices an H -friendly equipartition is a par-
tition A1 U Ay = V(G) such that ||A1| — |A2|| <1 and deg(v, A;) > H + deg(v, Aj 1) for
all choices of i € {1,2} and v € A;. (Here we take indices (mod 2), which we do without
further notice.)

We now define a constant i, which will be used throughout the paper.

DEFINITION 1.2.  Define yit > 0 to be the constant such that

log?2 + sup(—a? +log(Pz~n0.[Z = (v +a)v/2])) =0.

aeR

REMARK. Noting that y — log2 + supaeR(—Ot2 + log(Pz~n0,H[Z > (¥ + oz)\/i]))
is a strictly decreasing function; therefore, y.; is unique. Furthermore, one can prove via
numerical computation that 0.2484195 < yrit < 0.2484196 (Claim B.11).

Our main theorem proves, conditional on a numerical hypothesis Assumption 1.5, that
an H-friendly partition in G(n, 1/2) exists with H being order € (4/n) and pins down the
precise leading order behavior for the best-possible H.

THEOREM 1.3. Fixe > 0,and let G ~ G(n, 1/2). Given Assumption 1.5, with high prob-
ability G has a (Yerit/ N2 — €)/n-friendly equipartition. Furthermore, with high probability
G does not have a (Yerit/ N2 + €)/n-friendly equipartition.

We state Assumption 1.5 precisely in Section 1.2.3 and discuss a rather careful floating-
point verification of Assumption 1.5, which is carried out in Appendix B and which gives
a procedure to reduce the verification of Assumption 1.5 to a series of nonexact integration
computations. We then verify the most delicate of these numerical computations using inter-
val arithmetic; the necessary numerical procedure and implementation details are discussed
in Section 1.2.3 and in Appendix B.
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1.1. Background on friendly partitions. Questions about friendly bisections and the anal-
ogous concept of friendly partitions (where one drops the condition that the partition is eq-
uitable) have been studied under a host of names, as recognized in recent work of Behrens,
Arpino, Kivva, and Zdeborova [5]; these include satisfactory graph partition [4, 24], gener-
alized matching cuts [25], local minimum cut [2], and assortative partitions [5]. By comple-
menting the graph, one is also naturally led to considering the partitioning problem where
one aims to have more neighbors across the cut instead of fewer; this variant has similarly
gone under a host of different names.

Our primary motivation comes from seeking to understand the behavior dictating an old
conjecture due to Fiiredi [19] from 1988, which was popularized by its inclusion in Green’s
list of 100 open problems [26], Problem 91. Fiiredi conjectured the existence of a bisection
where only n — o(n) vertices on both sides are required to be O-friendly; note, in particular,
that this conjecture is weaker even than the existence of a O-friendly bisection. This conjecture
of Fiiredi was recently resolved in work of Ferber, Kwan, Narayanan and the last two authors
[16]. However, as mentioned in [16], based on computer simulations, and even to Fiiredi,!
the stronger conjecture that there exists a partition where all nodes are friendly appeared
plausible.

This conjecture is also closely related to the existence of gapped states in the Sherrington—
Kirkpatrick (SK) model [44], predicted in work of Treves and Amit [45]. To state the model
precisely, consider the random symmetric matrix J, where entries are equally likely to be
+1. Treves and Amit consider the gap of a signing X € {+1}",

1
T }g[l,g Z Jijxixj.
and conjectured that such a signing X exists for gap at least 2y.;. A straightforward transla-
tion via assigning edges of G(n, 1/2) to the state 4+1 and assigning the partition according to
the vector X in the obvious manner, Theorem 1.3 immediately gives a rigorous proof of the
existence of such states (in fact, with | )", x;| < 1).

Finally, recent work of Behrens, Arpino, Kivva, and Zdeborova [5] conjectures, based on
the replica method in statistical physics, that the analogue of Theorem 1.3 holds when the
underlying graph G is a sparse random regular graph. When translating the predictions of
these authors into the dense regime corresponding to G(n, 1/2) (see [5], Section 3, Gapped
states in spin glasses are computationally hard to find), the results of Behrens, Arpino, Kivva,
and Zdeborova [5] suggest that gapped states such that

ﬁ znel[lfg Z Jijxixj = ex/n

are likely computationally difficult to find for any & > 0. Furthermore, the proof of Theo-
rem 1.3 implicitly proves that states, which are (yerit/~/2 — €)+/n-friendly, exhibit the over-
lap gap property (OGP) whp; in particular, there exists [B1, 82] € (0, 1/2) such that whp
any two H-friendly partitions do not differ on a fraction of nodes between 8 and B>. The
overlap gap property (and variants) have been used to provide evidence for the computation
hardness of numerous constraint satisfaction problems (see, e.g., [9, 11, 22, 23, 29, 39]); we
refer the reader to [20] for a recent survey on the key role of the overlap gap property in op-
timization over random structures. In particular, this evidence in part explains why we divert
from the constructive approach, adopted in [16] (which gives an O (n?)-time algorithm to

I'We thank Benny Sudakov for this remark.
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compute a partition where (1 — ¢)n nodes on both sides are friendly), and instead opt for a
nonconstructive approach based on the second moment method.

We note here briefly that, in fact, [5] suggest a frozen 1-RSB structure for the space of
H -friendly partitions and providing further mathematical proof of these predictions remains
of interest. In particular, is it true that for H > ¢4/n that nearly all valid H -friendly partitions
have no other H-friendly partition within linear hamming distance (e.g., they are isolated)?
Furthermore, this naturally leads to the fascinating question of whether there exists a polyno-
mial time algorithm to compute a y /n-friendly partition in G(n, 1/2) for y > 0; in partic-
ular, the work of [5] (based on evidence in the sparse graph analog) suggests that the above
is likely computationally difficult, and giving evidence based on the overlap gap property or
more recent variants would be enticing.

1.2. Discussion of techniques. The proof of Theorem 1.3 broadly proceeds via the sec-
ond moment method on the number of H-friendly partitions. The first and second moment of
the number of H -friendly partitions is computed via specially adapting machinery developed
in the context of enumeration of graphs with a given degree sequence. However, it appears
likely that the underlying moments do not match up to a (1 + o(1)) factor but only a constant
factor.

Thus, we can only show that the number of H-friendly partitions will be nonzero with
some positive constant probability directly, and, therefore, we require separate tools to boost
the constant probability result to high probability. For this we rely on a specially tailored
isoperimetric result, which is ultimately derived from recent work on Talagrand’s conjec-
ture in Boolean function analysis. As such, the proof of Theorem 1.3 breaks into a series of
essentially separate steps, which we now discuss in detail.

1.2.1. Vertex-adapted isoperimetry in graphs. As mentioned, we prove that the first and
second moment of the number of bisections, which are (crit/ V2 - €)+/n-friendly, match
up to a constant factor. Therefore, an application of Paley—Zygmund inequality implies the
existence of a partition in Theorem 1.3 with at least constant probability. We wish to boost
this to 1 — o(1) probability. Before delving into precise statement proved, let F denote the

n
family of graphs on {0, 1}([2]) with a (Verit/ /2 — €) /n-friendly partition, and let us consider
n

what naive considerations provide for. Simply viewing a graph as an element in {0, 1}([2]),
an application of the edge isoperimetric inequality on the hypercube shows that at least 1 —
¢ fraction of graphs are within an edit distance of O.(n) edges from a graph in F. This
immediately gives a partition with at most Og(y/n) many (yeri/~/2 — €'/?)/n-unfriendly
vertices. While this is a promising first step, this proof ignores the underlying S, -invariant
nature of F (since the property of having a (yerit/~/2 — €)+/n-friendly partition is a graph
property).

We are thus led to the idea that the optimal vertex isoperimetric statement might be that

n
given a family of graphs on {0, 1}([2]) of constant density, if we are allowed to modify at most
O, (1) edges at each vertex, we may reach nearly all graphs. However, one can consider A so
that the probability G(n, 1/2) has maximum degree at most A is €. By a result of Bollobas
[8], one can see that we must be allowed to modify roughly order log(1/e)/n/logn edges
at some vertex to have a chance at reaching a 1 — ¢ fraction of all graphs.

Our main isoperimetric result (Theorem 2.2) proves that the above example is the worst
possible up to an absolute constant. This immediately allows one to derive the necessary sharp
threshold result, since modifying o(,/n) edges at every vertex leaves a graph essentially un-
changed with respect to having an (yeit/v/2 — &) /n-friendly partition. Furthermore, we note
that, while this is certainly not the first use of Boolean functions to establish a sharp threshold
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theorem (see, e.g., [7, 17, 18]), the underlying property considered here is not monotone on
the Boolean cube and statement is also novel in proving isoperimetry with respect to a metric
(maximum degree distance) that is tailored to the problem at hand.

The proof of this isoperimetric result proceeds via an iterative application of Talagrand’s
inequality [14, 15]. By using (a variant of) Talagrand’s inequality applied to symmetric func-
tions, one finds that, given a family a graphs with density in [¢, 1 — ¢], it must have many
points of reasonably large (positive) sensitivity, that is, graphs such that modification of many
edges will yield many new graphs. Specifically, we obtain a trichotomy of possible good
properties (Lemma 2.6). Using this one can consider a sequence of “expansion moves” of the
underlying family F of graphs, depending on which case we are in at each step. We can use
this to show that it is possible to expand the family to double its density without traversing
very far in the relevant metric (maximum degree distance), which is the key Proposition 2.3.
Proving closeness in the metric requires one to reverse the expansion process and “trace back-
ward” how a graph may have been added to the family under consideration. This isoperimetry
argument is carried out in Section 2 and is independent from the remainder of the paper.

Finally, we note that the main isoperimetry result can also be used to rederive the threshold
of the symmetric binary perceptron (originally proven by Abbe, Li, and Sly [1] and indepen-
dently Perkins and Xu [37]); we comment on this relation further in Section 2.1.

1.2.2. Second-moment computation. For the remainder of the paper, the focus is on prov-
ing that if X, is is the number of y \/n-friendly partitions, then EX )2/ S (Ex y)z for y < Yerit
(see Lemmas 3.2 and 3.3). We will actually only prove such a statement in the neighborhood
of the critical threshold; this is an artifact of our verification of Assumption 1.5, and extend-
ing the range of y in this computation naturally extends the range of validity of Lemmas 3.2
and 3.3. Before proceeding further, it is worth noting that the matching of the first and second
moment of the number of solutions all the way to the critical threshold is by no means a priori
obvious; in particular, this relies on the frozen 1-RSB nature of the model, which suggests
that near criticality the associated solution space consists of subexponential size clusters.

To get a sense for EX,,, note that it suffices via linearity of expectation to compute the
probability that a given partition is y /n-friendly. At a heuristic level, one can replace each
edge with a Gaussian random variable of mean 1/2 and variance 1/4. Such a Gaussian model
has every edge having matching mean and variance to indicator random variable of edges in
G(n, 1/2). Note, however, in this Gaussian model that the degree sequence of the vertices in
G(n, 1/2) form a multidimensional Gaussian vector, and a straightforward computation im-
plies that the degrees can be expressed in terms of the sum of this vector as well as a collection
of independent random variables, one for each vertex. This heuristic, which explicitly appears
in work of Riordan and Selby [40], Section 3, was used to compute the log-probability that
a given graph in G(n, 1/2) has maximum degree bounded by n/2. As such, this approach
is not directly useful since the exp(o(n))-order multiplicative error term is far to large to be
directly useful (we remark that however if one only asks for a friendly partition with up to
o(n) exceptions such a moment based computation is sufficient due to the edge isoperime-
try argument sketched in the Section 1.2.1). However, the work of Riordan and Selby was
substantially refined in work by McKay, Wanless, and Wormald [33] to give the asymptotic
probability that a graph in G(n, 1/2) has maximum degree bounded by n/2. These results in
turn relied on powerful tools of McKay and Wormald [34], which enumerate dense graphs
with sufficiently regular degree sequences.

In our setting, recall that EX,, is determined by the probability that a fixed equipartition
is y4/n-friendly, which is an event defined by a system of inequalities regarding different
degrees between two sets of vertices. Similarly, EX )2, can be reduced to looking at the prob-
ability that two fixed equipartitions are simultaneously friendly (which is a function only of
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the “overlap” between them). Thus, one would hope to use the Gaussian heuristic of Riordan
and Selby as well as McKay, Wanless, and Wormald to convert the necessary calculations of
moments into a multidimensional Gaussian integral.

The key difficulty, given the results of [34] within the work of McKay, Wanless, and
Wormald [33], is summing over all degree sequence with a given maximum degree; in the
work of McKay, Wanless, and Wormald [33], this is accomplished by modeling the degree
sequence with a tilted binomial distribution and reducing the question to local central limit
theorem considerations for these distributions. Such an approach, while in theory possible
for our problem, appears rather unsuitable since one would require (for the second moment)
tracking 10 different tilting patterns and the computations quickly appear to become com-
pletely infeasible. We instead adopt a framework given in the work of McKay and Wormald
[35] (extended to bipartite graphs by McKay and Skerman [32]), which models the degree
sequence of G(n, 1/2) by first sampling some p near 1/2 (which controls the total edge
density) and then treats each degree as independent binomial distribution conditional on
the total sum being even. One may note that this result, in fact, immediately makes pre-
cise the heuristic degree distribution given in the previous paragraph. This is used in work
by McKay and Wormald [35] to (say) compute the asymptotic distribution of the median de-
gree in G(n, 1/2). However, directly as stated, the work of McKay and Wormald [35] is not
suitable for exponentially rare events. Instead, a sufficiently close examination reveals that a
modification of their methods allows one, although losing constant factors in the probability,
to handle such exponentially rare events. This is modification is handled in Section 4.

Using the results in Section 4, a direct but lengthy computation reduces computing the
first and second moments to explicit three and 10 variable Gaussian integrals. While in the-
ory one could apply a grid search to compute the maximum of these integrals, this appears
computationally intractable. Instead, we use an observation of Gamarnik and Li [21], which
considered friendly partitions in regular constant degree random graphs and noted that a cer-
tain Gaussian optimization problem could be simplified via using the log-concavity of tail
probabilities of Gaussian random variables. Via a delicate application of these techniques the
first and second moment (involving careful uses of symmetry present in combination with
the log-concavity) can be reduced to the problem to checking the optima of a univariate and
a three-dimensional functions (which appear in Assumption 1.5) match in an appropriate
manner.

Finally, we remark that, implicit in the above discussion, we have assumed that the results
of McKay and Wormald [34] (and the extension to bipartite graphs by McKay and Skerman
[32]) apply uniformly to all degree sequences; unfortunately, they only naturally apply to
degree sequences where the maximum and minimum degrees are within O (n!/2%%) of the
median degree. As such, we use switchings a priori to prove that the contribution of atypical
degree sequences, even conditional on the exponentially small probability of a given pair of
overlapping partitions being y +/n-friendly, is small. A similar strategy was used in the work
of McKay, Wanless, and Wormald [33], but that work relies on the fact that the event of being
below a given maximum degree is monotone in all the edges, and this is used crucially in their
argument. When considering a pair of overlapping partitions, one encounters more complex
constraints, and thus a more involved argument is necessary.

The argument instead proceeds by using the subset of edges, which are naturally de-
creasing or increasing with respect to the constraints, in order to prove that, with super-
polynomially high probability, at most a O (n~!/2*") fraction of vertices will exactly meet
the threshold constraints. Then under the event that there are very few such critical vertices,
a relatively straightforward switching argument can then be used prove the necessary maxi-
mum and minimum degree events; the fact that there are few critical vertices is used here in
order to prove that one has essentially the expected number of switches.



PERFECTLY FRIENDLY BISECTIONS 2287

1.2.3. Verification of Assumption 1.5. We now finally state the crucial numerical compu-
tation. We first formally define a series of special functions which will appear throughout the

paper.
DEFINITION 1.4. Fix y € R. Then

Fi(a):=log2 —« +10g (Pz~n0. 1)[Z > (y —i—oz)\/_

fB,a): _P\/72 +,/ Z2>y+a/\\/721

Fa(B. a1, a2) :=2log2 — 2Blog B — 2(1 — B)log(1 — B) — 203 — 243
+2Blog f(B,a1) +2(1 — B)log f(1 — B, x2).

Zz>V+04

The crucial computational claim, which is verified with a computer assisted computation,
is the following claim.

ASSUMPTION 1.5. Fix &;5 =102 and Y € [Verit — €15, Yerit + €1.5]. We have that

sup (B, a1, a2) =2sup Fi(a)
B€[0,0.001] acR
O[],OQGR

and

sup F(B,ay,a2) =4 sup Fi(a).
B€[0.001,0.999] aeR
al,azeR
Furthermore, let a(y) := argmax, g Fi (). Then the Hessian of F>, evaluated at (1/2, a(y),
a(y)), is strictly negative definite, and the unique optimizer of F,(B, a1, o) for B €
[0.001, 0.999] occurs at (1/2, a(y), ax(y)).

As stated, Assumption 1.5 asserts an equality between two presumably transcendental
quantities, and a bit of care is required in verifying such an assumption. An equivalent manner
of phrasing Assumption 1.5 is that the maximum value of F>(8, o1, ®2) occurs either at
(1/2,a(y), a(y)), at (0,0, x(y)), or at (1,x(y),0). Naively, this suggests verifying that
F> is concave in the neighborhood of these points and then performing a grid search in the
remainder of the parameter space. However, such a procedure appears to be computationally
prohibitive, and thus we opt for a more delicate approach. The crucial feature of F» (8, a1, a2)
is that it is strictly convex for fixed 8; therefore, at least for fixed g, one can simply produce
a pair of values (a1, a) and certify that F>(8, a1, ap) is sufficiently small, with sufficiently
small derivative in «, a» that it cannot reach the desired supremum.

To handle a range of B simultaneously, we produce a majorant for F(a1, ) which
handles a range of 8 uniformly. Furthermore, this majorant has a particular structure that
allows one to produce a near-optimum for F (o, @) via a certain Newton iteration-type
procedure, thus allowing for efficient optimization. This allows one to essentially han-
dle 8 ¢ [0,0.001] U [0.495, 0.505] U [0.999, 1]. Due to symmetry, it suffices to handle
B €10,0.001] U [0.495, 0.50].

For the first interval, one can verify that, for all relevant (o1, «p), we have F (0, o1, otp) >
F(B, a1, ap) via a direct mathematical argument; such an argument is plausible, as in the
neighborhood of 0 the derivative in 8 of F (8, o1, ®z) is —oo (this is a manifestation of the
model exhibiting frozen 1-RSB behavior). Finally, for 8 € [0.495, 0.5], one can use a similar
numerical procedure to the initial parts handling 8 not near 0, 1/2, 1 to localize (a1, a2)
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to a certain small ball around the desired optimizer, and one can computationally verify via
grid-search that the Hessian is negative definite.

The various numerical claims in Appendix B are carried out in Python 3, using numpy and
scipy, and then separately in mpmath, which use floating point arithmetic and python-
flint which is a rigorous library for interval arithmetic. (We note here that python-
flint is wrapper for the interval arithmetic package Arb package in C+—+ [30].) We give
formal proofs for all claims in the numerical appendix, except Claims B.19 to B.21 which are
used to verify Claim B.4; these numerical computations have only been verified in numpy
and scipy and separately in mpmath. This is due primarily to the authors not being aware
of any package which has rigorous multidimensional numerical integration; however, the
necessary bounds only require estimates to two or three decimal places and are not nearly
as sensitive as the others. We have attached Python code in the arXiv listing; the computer
assisted portions of Claims B.1 to B.3 are carried out in InitialLocalizationVia-
Convexity.py, and the computer assisted portion of Claim B.4 is carried out in Veri -
ficationOfHessianConditions.py and IntegralSupplement.py.

1.3. Notation. We use standard asymptotic notation throughout, as follows. For functions
f=/f(n)and g = g(n), we write f = O(g) or f < g to mean that there is a constant C such
that | f(n)| < C|g(n)| for sufficiently large n. Similarly, we write f = Q(g) or f = g to
mean that there is a constant ¢ > 0 such that f(n) > c|g(n)| for sufficiently large ». Finally,
we write f < g or f = ®(g) to mean that f < g and g < f, and we write f = o0(g) or g =
w(f) to mean that f(n)/g(n) — 0 as n — oo. Subscripts on asymptotic notation indicate
quantities that should be treated as constants.

Furthermore, logarithms are natural, unless a base is specified. For an integer £ > 0, we
write log® x for the k times iterated logarithm log - - - log x. Then log* x for x > 1 is defined
as the unique nonnegative integer k so that log(k)x € [1, e). Finally, we write C27 or ca¢
to mean that there is such a positive absolute constant which makes the relevant proposition
hold as stated, but we do not care to specify an explicit value.

1.4. Organization of the paper. In Section 2 we prove the main vertex adapted isoperime-
try result Theorem 2.2. In Section 3 we reduce Theorem 1.3 to a pair of moment computations
(Lemmas 3.2 and 3.3). In Section 4 we provide the necessary comparison of degree sequence
to a degree sequence models. In Section 5 we use switchings to eliminate the contributions
for degree sequences which are atypical. In Section 6 we state and prove the necessary log-
convexity claims which are used in the proof of Theorem 1.3. Finally, in Section 7 we prove
Lemmas 3.2 and 3.3.

In Appendix A we compute precisely various tails of binomial coefficients which are
used in the main moments claims, and in Appendix B we carry out the mathematical part
of computer-assisted verification of Assumption 1.5.

1.5. Concurrent work. In concurrent work Dandi, Gamarnik and Zdeborova [12] prove
an analogue of Theorem 1.3, allowing for o(n) exceptional vertices (identifying the same
constant y.it). The proof proceeds via the Lindeberg exchange method to reduce the problem
to a question on sparse graphs. Here they then extend work of Gamarnik and Li [21] to prove
the desired result for sparse graphs; here sparsity is used in a crucial manner, as it allows one
to compute various probabilities in the configuration model.

2. Concentration of friendliness via Boolean functions. We now prove the desired
expansion result regarding subset of graphs under the metric of max-degree differences at a
vertex.
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DEFINITION 2.1. For any two graphs on a fixed (labeled) vertex set V, let
d(G,H)=A(GAH),
where A denotes taking the graph with edge set equal to the symmetric difference of the given
edge sets, namely, (E(G)\ E(H))U (E(H)\ E(G)) and where A denotes maximum degree.

Note that d(G, H) trivially defines a metric on the set of graphs. The main result of this
section is the following expansion result.

THEOREM 2.2. Let G be a family of graphs on a labeled vertex set V, that is, &,-
invariant,® and let ju(-) be the uniform measure on labeled graphs on n vertices> Let ¢ €
(0, 1), possibly depending on n. Suppose that u(G) > ¢, and let

Gr = {H: mind(G. H) =T},
Then
Gy 5 tog(1 /) ynTogn) = 1 — €.

REMARK. This theorem is optimal up to a constant factor (both in n and & dependence)
due to considering graphs in G(n, 1/2) with maximum degree below a fixed threshold, using
the result of Bollobas [8] on this distribution.

REMARK. An analogue of this result holds for properties of bipartite graphs with sides
n, m satisfying n = ®(m) which are G, x &,,-invariant.

We first make a preliminary reduction.

PROPOSITION 2.3. Let € € (0, 1/4). Let G be a family of graphs on a labeled vertex set
V, that is, &, -invariant, and let (1 (-) be the uniform measure on labeled graphs on n vertices.
Suppose that 1(G) > ¢, and let

gr = [H: glengld(G, H) < T].
Then
M(gcmﬂ/n/logn) > 2e.

We briefly sketch the reduction.

PROOF OF THEOREM 2.2, GIVEN PROPOSITION 2.3. Iterating Proposition 2.3 allows
one to immediately prove u(Gciog(1/e) ujiogn) = 1/2 for an appropriately chosen absolute
constant C. To boost from probability 1/2 to 1 — ¢, let Go = G 1og(1/6)n7Togn- Suppose that
u(Go) =1—34 for 8 € (0, 1/2]. Consider the graphs which are distance at least C/n/logn in
distance away from Gy; call it G;. Applying Proposition 2.3 implies that (G;) < §/2 (since
the C+/n/logn-neighborhood is disjoint from Gp). Iterating this procedure O (log(1/¢))
times gives the claimed result. [J

To prove Proposition 2.3, we will require a number of standard definitions from Boolean
function analysis.

2G can be equivalently be viewed as a family of unlabeled graphs.
3Equivalently, 1(S) = PG~G(n,1/2)[G € S].
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DEFINITION 2.4. Given a function f: {0, 1}* — {0, 1}, define the influence of the ith
variable to be L;[ f] =P[f(x) % f(x @ e;)], where e; is the ith basis vector and & is F»
addition. Furthermore, define the total influence of a function f to be I[f1= 3 ;cp Lilf]
Finally, define the positive sensitivity of a function f at a point x to be

0 if =1,
SFO=1Y fx@e) if f(x)=0.
i€[n]

We will need the following variant of a strengthening of Talagrand’s inequality, which
follows from the proof given by Eldan, Kindler, Lifshitz, and the first author [15], Theo-
rem 1.2. The only change required is noting that [15], Lemma 3.1, can be replaced with

EL/s7 ()] =/ Siepn f{iD2.

THEOREM 2.5. For any function f: {0, 1}" — {0, 1},

1
: ——
B o) 2 v g4 )

In particular, leie[n] I; [f]2 <n~ Y4 then
E[,/s;?(x)] > var(f),/logn.
[n]
2

In fact, we will only apply Theorem 2.5 for functions f on the set of graphs {0, 1}( )
which are symmetric under relabeling the vertices. Therefore, we have that /;, ;,)[ f]1s inde-
pendent of the pair (i1, i). From this we now derive the following trichotomy for functions
f which are symmetric.

[n]
LEMMA 2.6. Let ¢ € (0,1/4] and f: {0, 1}(2) — {0, 1} such that Ef € [e,1 — ¢].
Then if f is symmetric under the natural G, -action, then one of the following holds, where
we sample x from the uniform measure on labeled graphs (v

Infl Pls} (x) > 0] = c268+/Togn/n.
Inf2 There is an integer j € [ (logyn)/2], [log, (3) 1] such that

2VP[sf(x) € [27,277]] = cr66+/n(logn)’.
Inf3 There are integers £ € [2,log"n — 1], j € [llogyn 4+ 30log“*Vn], |logyn +
3010g(e) n|] such that
2j/2]P’[s}“(x) € [27,2/M1] = cr6e4/logn/ (log® n)z.

PROOF. Note that we may assume 7 is larger than an absolute constant (not dependent
on ¢). Suppose that Infl fails, that is, IP’[sj[ (x) > 0] < c2.6e+4/logn/n where the constant will
be chosen later. Furthermore, note that

Liog; (3) Liog, ()
1= > 2Psfme[2, 2] Y 2P[sfwyel2/, 27 ] +n 2
j=0 j=Lllogym)/2]

If I[f] > n'/?>(logn)®, then there exists j € [| (log,n)/2], |log, (5)]1 such that
VP[s}(x) €[2/,27H1]] 2 V/n(logn)’,
which will satisfy Inf2 for appropriately chosen ¢ 6 > 0.
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Thus, if we further assume that /nf2 fails, then in the remaining case we may assume
I[f] < n'?(ogn)®, Plsf (x) > 0] < ca68+/Togn/n, and w; :=2/P[s} (x) € [2/,2/71]] <
ca68+/n(logn)’ for all j € [|(logyn)/2], [log, (5)]1. Using that f is symmetric, we have

Z I(il,iz)[f]2 = (Z)

ine(')

1
I[f1P? <n™ 12

Thus, we have by Theorem 2.5 and the condition on E f that E[,/ s}L(x)] 2 e4/logn. Note
that

liog; (3)]
E[stw]= 3 277w,
j=0
and that
[log, n4-100]

Z 2-,/2wj < 2(10g2n+100)/2]p[5;(x) > 0] < ca684/logn.

j=0
Furthermore,

Liog, (5)]
Z 2_1/2wj < 2_(1°g2"+3Ologl°g")/2cz_6sﬁ(logn)5 < 6e(log n)~L.
j=|log, n+30loglogn |

Combining these three inequalities, we have (choosing c» ¢ appropriately small) that

[log, n+30loglogn]

2.1) > 2712w > e /logn.

j=llog, n+100]

Now, £ € [2,log*n — 1], j € [[logn 4+ 301og“TV n |, |logn +301og™® n]] cover the interval
of values of j between |log, n+ 100] and |log, n 4+301loglogn ]. Thus, if none of the desired
indices satisfy Inf3, then the total contribution on the left of (2.1) would be bounded via

|log, n+30loglogn |
. c2.68+/logn
Z 2—1/2wj < Z 268V 708N < e2.684/logn,

)
j=|logy n+100 telogin—1] 1087

which provides a contradiction to (2.1) if ¢; ¢ is sufficiently small. [J
Given these facts, we are now in position to prove Proposition 2.3 and hence Theorem 2.2.

PROOF OF PROPOSITION 2.3.  We define a series of expansions of Fo = G as follows,
each of being an G, -symmetric Boolean function. For each i > 1, if w(F;—1) > 2¢, we stop.
Otherwise, suppose that u(F;—1) € [¢,2¢). Let fi_1 = 1x_,, and note that f;_; is a sym-
metric Boolean function:

Algl If IP’[S}LI (x) > 0] > cp6e/Togn/n, define F; = F;_1 U {x: s};l (x) > 0).

Alg2 Else if there is j € [L(logy n)/2], [log, (5)]] satisfying

VP[s} () e[2/, 2741 = cr66+/n(logn)?,

then define F; = F;—1 U {x: S};_l(x) e [2/,2i+1).
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Alg3 Else if there are £ € [2,log*n — 1], j € [[logyn + 30log“* V], [logyn +
301og® n]] such that

2j/2P[s};71 (x) € [2j, 2j+1]] > cp6€4/l0g n/(log(e) n)z’
then define F; = F;_1 U {x: s.—ftfl(x) €2/, 2/+1).

By Lemma 2.6 at least one of these situations occurs so this is well-defined. Note that at each
stage of this expansion, symmetry of f;_; implies that f; is also symmetric. Combined with
the fact 2e < 1 — ¢, we see the application of Lemma 2.6 is always valid. Additionally, note
that every H € F; is either in F;_; or obtained from a graph in F;_; by flipping an edge in
or out.

Note that s};_l (x) > 0 is only possible for x ¢ F;_i. Thus, w(F; \ Fi—1) 2 e/logn/n if

Algl occurs, u(F; \ Fi_1) = e/n(logn)’ /27 if Alg2 with parameter j occurs, and u(F; \
Fi—1) 2 e4/log n/(2j/2(log(z) n)?) if Alg3 with parameters £ and j occurs.

Since we stop the process once the density is at least 2e, there must be at most
O (y/n/Tlogn) steps of Algl, at most O (27 /(\/n(logn)) + 1) steps of Alg2 for each pos-
sible parameter j, and at most O(2//2(log'® n)?/./Togn) steps of Alg3 for each possible
choice of parameters ¢, j, where the implicit constants are independent of €. Thus, the pro-
cess described above must eventually stop at some time ¢ with w(F;) > 2¢. We now prove
any graph in F; is close to Fo in graph distance in the sense of Definition 2.1, which will
finish.

Let us consider some H € F;. Let H; = H. Additionally, let R; for j € [[(log,n)/2],

llog, (5)11 and Ry, for £ € [2,log*n — 1] and j € [[logyn + 30log“™Vn], [logyn +
301og“ n]] be “record graphs,” which start as the empty graph on V = V(H). Fori € [t]in
decreasing order, we perform the following:

Alg0’ If H; € F;_1, let H;_| = H;. Decrement i, and restart the loop.

Algl’ Otherwise, if further F; \ F;_| was generated using Alg/, let H;_ € F;_1 be chosen
to be one of the graphs distance 1 (a single edge flip) from H; arbitrarily.

Alg2’ Else if F; \ F;_1 was generated using Alg2 with parameter j, let H;_; € F;_ be
chosen to be one of the graphs at distance 1 from H;. If possible, we choose it with the
additional property that if e; is the differing edge, adding e; to record graph R; does not
increase the maximum degree of R;. (If ¢; is already present in R, adding it in leaves R; the
same.)

Alg3’ Else if F; \ F;_1 was generated using Alg3 with parameters ¢, j, let H;_1 € F;_1
be chosen to be one of the graphs at distance 1 from H;. If possible, we choose it with the
additional property that if e; is the differing edge, adding e; to record graph R; does not
increase the maximum degree of R;.

This is clearly well-defined since every JF; \ F;_ is generated via one of Alg/ to Alg3 and also
any graph in F; \ F;_1 is generated by flipping an edge of some graph in F;_{. Furthermore,
we have Hy € Fo=G.

Forall i € [t], let e; be the differing edge between H,_1, H;. Clearly, HyA H; is a subgraph
of the union of all these edges; call it R (HyA H; may be a strict subgraph of R if say at one
step we flip an edge, and at another step flip it again). It suffices to bound the maximum
degree of R. Let R* be the union of edges from Alg/, and let R, R} ; be the final values of
the record graphs R, Ry ; for the various parameter choices.

The edges e; corresponding to Algl are at most O (4/n/logn) in number by the earlier
analysis, and hence A(R*) = O(y/n/logn).

For Alg2 with parameter j, let k = 2/, and recall that there are at most O (k/(y/n(logn)’) +
1) corresponding relevant steps i. For j such that k < n(logn)?, this amounts to
0 (y/n/(logn)?) total edges, so certainly A(R;f) = 0(/n/(logn)?).
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For j such that n(logn)? < k < n?, consider any relevant step i. We have a graph H; € F;
and a current record graph R;, and we choose H;_; € F;_ at distance 1 from H;. Let A =
Lv/n/(log n)?|. If A(R;) < A before step i, then clearly A(R;) < A after step i. Otherwise,
A(R;j) > A before step i. By the definition of Alg2, there are at least k choices of H;_1 €
Fi_1 atdistance 1 to H;. Equivalently, there are at least k choices of e;. If all of these choices
have at least one endpoint with degree at least A in R;, then R; has at least k/n vertices of
degree at least A, and hence at least (kA)/(2n) total edges. This contradicts our bound of
O (k/(y/n(log n)?) + 1) on the number of steps of Alg2 with parameter j. That is, there will
always be a choice which maintains the maximum degree once if it ever hits A. Thus, we see
that A(RY) < A= 0(y/n/(logn)?).

Finally, for Alg3 with parameters £, j, let k =2/, and recall that earlier analysis showed
that there are at most O (vk(log'® n)?/ «/ log n) total relevant steps i. We can perform a sim-

ilar argument as the previous case. Let Ay ; = K n(log®® n)*/,/2/ logn where K is a suffi-
ciently large absolute constant. By the definition of Alg3, there are at least k choices of H;_
or, equivalently, edges e;. If all of these choices have at least one endpoint with degree at
least Ay j in Ry j, then Ry ; has at least (kAy j)/(2n) total edges. This violates our bound
on the number of relevant steps i as long as K was chosen sufficiently large. Hence, a similar
argument, as in the analysis of Alg2, shows that A(RZ j) <Ay j.

Finally,
llogy (Z)J log*n—1 [log, n+3010g([) n|
AR AR+ 3 AR+ D, > A(R})
Jj=Ldogy n)/2] =2 j=|log, n+301og+V

log*n—1 @) 4
n n n(log’ n
< [ +(logn) - [2+ > (o m
logn (logn) i \/ 2Llogy n+3010g+ V) 10
log n—1 ) N4 log*n—1
(log Knl) < n I+ Z 1 < n .
logn logn P 2 21510g“* D n logn = log®n logn

We are done, since this establishes that every H € F; satisfies A(HAHp) = O(/n/logn)
for some H € G and since u(F;) >2¢. [

2.1. Applications beyond the present work. We finally elaborate on a remark made in
Section 1.2.1 stating that Theorem 2.2 may be used to derive the threshold for the capacity
of the symmetric binary perceptron. Recall that the threshold for the symmetric binary per-
ceptron with parameter « (with Bernoulli disorder) is defined via taking a series of random
vectors X1, ... € {1}" and asking for the first time 7 at which there does not exist y € {+1}"
such that [(x;, y)| < k/n for all i € [t]. The work of Aubins, Perkins, and Zdeborova [3]
establish (based on the second moment method) the existence of a continuous function o (k)
such that with high probability the threshold is less than (« (k) + o(1))n and with €2(1) prob-
ability the threshold is at least («(x) — o(1))n, if the disorder is Gaussian and their technique
applies in the case of Bernoulli disorder as well. Treating the vectors xi, ..., X, asanm X n
adjacency matrix of a bipartite graph, the remark following Theorem 2.2 regarding bipartite
graphs immediately implies that, at («(x) — o(1))n whp, there exists a vector y such that
[{xi, y)| < (k + o(1))+/n. Via continuity of «(x), this establishes the sharp threshold for the
symmetric perceptron model. We also note that an essentially identical argument proves that
the number of solutions for a given m concentrates on the exponential scale. (We note sharp-
ness and counting solutions was shown without Theorem 2.2 by Abbe, Li, and Sly [1] for
Bernoulli disorder and Perkins and Xu [37] for Gaussian disorder.)
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We note that in general arguments in the flavor of Theorem 2.2 in the context of percep-
tron model can prove sharp thresholds, given “monotonicity of the activation functions with
respect to deformation” in an appropriate sense. If one can prove a priori that the (not neces-
sarily sharp) threshold is continuous with respect to an appropriate ‘“‘deformation parameter,”
then Theorem 2.2 or similar arguments may apply to achieve sharpness. General results of
this nature were established in work of Xu [47], with a substantially simplified proof given in
work of Nakajima and Sun [36]. We note here that the techniques of Perkins and Xu [47] and
Nakajima and Sun [36] rely on the “row by row” independence of the perceptron model and
hence appear fundamentally unsuited to give sharpness for our situation. We remark the work
of Xu [47], similar to our work, uses Boolean function techniques and, in particular, relies
on work of Hatami [28]. Finally, the work of Abbe, Li, and Sly [1] is based on an analogue
of small subgraph conditioning for dense graphs and at the very least requires one to be able
to compute the moments underlying Theorem 1.3 to a multiplicative 1 + o(1) accuracy. This
appears to be nigh computationally infeasible. Furthermore, one would need to show asymp-
totic normality for subgraph counts in various associated degree-constrained models (which
has only recently seen progress [43]).

3. Setup for second moment calculation. We now define the necessary definitions for
the remainder of the paper.

DEFINITION 3.1. Let G ~ G(2n, 1/2) and V denote the vertex set of G. Furthermore,
let X, denote the number of equipartitions V =Y U Y, of G such that, for every vertex
y € Y1, we have degy, (y) > degy, (y) + vy /n and for every y € Y» we have degy, (y) =
degy, (y) + y/n. We will always consider y € [—1, 1] with the property that y /n € Z.

The two crucial computations give a precise (up to constant) asymptotic for E[X, ] and
E[X2].
¥

LEMMA 3.2. Suppose that |y| < 1 and y+/n € Z. Then with notation as in Defini-
tion 3.1,

2 2n
£, = (%) (spesl-s2F.wualz= 0 +013)

aeR

=47 (2:> exp<2n sup F (Ol))-

aeR

LEMMA 3.3. Suppose that Assumption 1.5 holds. Fix n > 0, and suppose v € [Yerit —
€1.5, Yerit + €1.5] and y \/n € 7. Then with notation as in Definition 3.1,

2
)
EXJZ/ Sp T+n)"EX, +167" <nn> exp(n sup Fz(ﬂ,al,a2)>.
B<l0.1]
ocl,ocze]R

REMARK. We certainly believe that Lemma 3.3 holds for all y; the restriction on the
range of y in consideration comes precisely from Assumption 1.5.

We now prove Theorem 1.3, given Assumption 1.5 and Lemmas 3.2 and 3.3. In the follow-
ing argument, we will not be too sensitive about y 4/n being an integer, as it is inconsequential
here, but we note that in Section 7, where Lemmas 3.2 and 3.3 are proven, one must be careful
about integrality concerns.
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PROOF. Choose ¢ > 0 sufficiently small, and note direct numerical computation ver-
ifies 0 < yerit < 1/2. We first prove that, with high probability, G ~ G(2n, 1/2) has no
equipartitions where each vertex has at least (Vcrit/ V2 + e)m more vertices in its own
part than in the other side. Note that y supaeR(—oz2 +Pzno,nlZ = (y + a)V/2)) is
trivially a strictly decreasing function. Therefore, by Lemma 3.2 and Definition 1.2, the num-
ber of (Yerit/~/2 + €)v/2n-friendly equipartitions in expectation is exponentially small. By
Markov’s inequality there are no such equipartitions with probability 1 — exp(—2.(n)). The
analogous result for odd numbers can be deduced as follows: if there exists a sufficiently
friendly partition in G(2n — 1, 1/2), then adding a vertex with uniformly random neigh-
bors to the smaller part, making the total number of vertices even, gives a partition which is
(Yerit/ N2 + € /2)v/2n-friendly with probability €2(1) (namely, approximately the probability
that the extra vertex is sufficiently friendly), a contradiction to the even case.

We next prove that, with high probability, G ~ G(2n, 1/2) has a (Yerit/v2 — €)v/2n-
friendly equipartition whp. Let ¥ = yeric — €/2. By sup, g F1(«) decreasing as y increases
and the definition of ycri¢, along with Assumption 1.5, we know that sup,, g F1(cr) > 0; hence,
sup gepo,1] F2(B, a1, a2) = 4Fi(a). Then Lemmas 3.2 and 3.3 with n sufficiently small in

op,00€R
terms of ¢ demonstrates

EX? <. (EX,)%.

y ~E

Therefore, since X, takes on nonnegative integer values, we have P[X,, # 0] = Q,(1). That
is, we have at least a constant lower bound on the desired probability. The next step is to use
the techniques of Section 2 to boost this probability to 1 — o(1).

Let P be the property of graphs on 2n vertices defined by having a (ycrit — €/2)-friendly
bisection. We have u(P) = Q.(1) by the above analysis, borrowing the notation from Sec-
tion 2. Then Theorem 2.2 implies w(P ﬁ(log”)_1/4) =1 — o(1). But notice that under the
metric defined in Definition 2.1, at every vertex the set of neighbors differs by at most
Vn(logn)~/* additions and deletions when moving from a graph in P to P Ji(logn)—1/4-
Therefore, a (y.it — €/2)-friendly bisection, guaranteed in P, will certainly remain at least
(Verit — €)-friendly in P Jr(logn)=1/4- The result follows for graphs with 2n vertices.

Finally, to prove this part of Theorem 1.3 for graphs with 2n — 1 vertices, simply add a
vertex with uniformly random neighborhood to form G(2n, 1/2), find a (ycrit — £/2)-friendly
bisection, and then remove the extra vertex and check that the result is still (ycri¢ — €)-friendly.
We are done. [

In the remainder of the body of the paper, we focus on proving Lemmas 3.2 and 3.3.
4. Degree models.

4.1. Enumeration of graphs with a given degree sequence. We will first require the fol-
lowing results regarding enumeration of graphs with a given degree sequence due to [34] and
[10], respectively.

THEOREM 4.1 ([34]). There exists a fixed constant € = €41 > 0 such that the foll_ow-
ing holds. Consider a sequence d = (dy,...,d,) with even sum such that, writing d =
(1/n) 3", di, we have:

o |di —d| <n'/**¢ for1<i<n,and

e d>n/logn.
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Writing m =dn/2 € Z, p =d/(n — 1), and y22 ={1/(n— 1)?) Yo (di — d)?, the number
of labeled graphs with degree sequence d is

_ 1 V3 nn—1)/2\ (n(n— D\ ' & (n—1
1/4 - 2
(10 ))e"p<4 4u2(1—u)2>( m )( 2m ) 1;[1( d )

THEOREM 4.2 ([10]). There exists a fixed constant € = €47 > 0 such that the following

holds. Consider a pair of sequences (s = (s1,...,8,),t = (t1,...,tn)) with identical sums
such that, writing's = (1/n) 37 s;i and t = (1/n) Y"1, t;, we have:
e n/(logn)'/?> <m < n(logn)'/?,

o |si—5|<n'/* e forl<i<nandl|t;—1| <m'**¢ for 1 <i <m,and
e 5>n/(logn)'? and 1 > m/(logm)'/?.

Writing (= Yy si/(mn) = 1L 4;/(mn), y2(8)* = (1/(mn)) Y/ (si — 5)%, and
v (t)? = (1/(mn)) Y — 1)2, the number of labeled bipartite graphs, whose partition
classes have degree sequences s and t, is

ol )0 ) () )

We now define a plethora of degree sequence models for random graphs that will be needed
for the computations. At a high level, the work of McKay and Wormald [35] and McKay
and Skerman [32] demonstrate that degrees of random graphs look independent, conditional
on, for example, total edge count. These models provide a way to encapsulate these facts
quantitatively; however, the precise result in [32, 35] are not sufficient for our work, and we
will require a number of suitable modifications.

DEFINITION 4.3 (Degree sequence domains). Let I, ={0,...,n — 1}, E, be the even
sum sequences in this set and I,f be the sum £ sequences. We will typically denote elements
of these sets by d. Let I, , ={0,...,n}" x {0, ...,m}", E, » be the sequences with equal
sums on both sides, and E,fm be the sequences with equal sums £. We will typically denote
elements of these sets by s of length m and t of length n. We will denote random variable
versions of these by capital boldface instead.

DEFINITION 4.4 (True degree models). D’ is the degree sequence distribution of
G(n, p), which is a random variable supported on E, C I,. DZ”” is the degree sequence
distribution of a bipartite graph with m vertices on one side and n on the other, each
edge included independently with probability p, which is a random variable supported on
Em,n - Im,n-

DEFINITION 4.5 (Independent degree models). 55}, is the distribution of n independent
Bin(n — 1, p) random variables, supported on I,. B[",’*” is the distribution of m independent
Bin(n, p) and n independent Bin(m, p) variables, supported on I, ;.

DEFINITION 4.6 (Conditioned degree models). & is the distribution of ), conditioned
on having even sum, supported on E,. EJ'" is the distribution of B))", conditioned on having
equal sums on both sides, supported on Ep, ;.

DEFINITION 4.7 (Integrated degree models).  Z7) is the distribution sampled as follows.
Sample p' ~ N (p, p(1 — p)/(n* — n)), conditional on being in (0, 1). Then sample from 5;,.
Iy" is the distribution sampled as follows. Sample p' ~N(p, p(1—p)/(2mn)), conditional
on being in (0, 1). Then sample from E[T,’".
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The key reason these degree models will prove crucial in our analysis is that they allow,
losing a constant, an estimate for the probability that a random graph or bipartite graph has a
particular degree sequence:

LEMMA 4.8. Fixe € (0, 48] and C > 0. Let a sequence de7" be (C, e)-regular if:

Al sup;cpldi — (n — 1)/2] < n'/2Fe,
A2 ) e ldi — (n — 1)/2]? < Cn?,
A3 2| Zie[n] di.

Then there exists C' = CA/L8(C’ &) such that, for all (C, €)-regular c_i, we have

1 Ppy D= d] <
C'~ Py [D=d]

172

LEMMA 4.9. Fixe € (0,e49],0 >0, and C > 0. Let a pair of degree sequences (5,1) €
7™M x 72 be (C, 0, €)-regular if:

Bl 6 <ni/ny <671,

B2 Yietn) i = Lielny lis

B3 |si —ny/2| < n1/2+€forl € [n1],

B4 |t; —ny /2] < ”1/ +8f0rl € [n2],

B5 Y icinlsi — n2/2)? + Yiemy ti — n /21> < Cn%.
Then there exists C' = thg (C, 0, &) such that, for all (C, 8, &)-regular (s, 1), we have

| Ppum[S=5AT=i]

— < = <C.
c' PIflz/lz.nz[S=§/\T=t] o

These lemmas follow from Theorems 4.1 and 4.2 and some basic computations, which we
now provide. We will need the following technical binomial coefficient estimate.

LEMMA 4.10. For|t|§n4/5,
—1 2 6 2 4
n n 1 ¢ t 2t 4¢
<n/2+t>(n/2> _<1+0(2+ﬁ+n_5>)e"p(_7_%>’
PROOF. Note that
( n )( n )—1_ (n/2)1?
n/24+t)\n/2) " m/24+0)(n/2—1)!
1 n2 21\ —(1/2+1) 2\ —(/2—=1)
=(1+0(- — 1+ — I——
( + (n>> n2—4t2< +n) ( n)
(1+0(1 N z2)> ( n<4z2 N 81t +0<t6))
= — — exXp(—=\| —= 1 7
n  n2 p 2\ n2  3n* no
(1+0(1+z2+16>) ( 212 4t4)
= — — — €X - — T
n n2 P n 3n3

using Stirling’s formula. [
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Now, we prove Lemmas 4.8 and 4.9.

PROOF OF LEMMA 4.8.  Let N =n(n—1)/2and 2m =} [, di. Applying Theorem 4.1
and noting that the associated statistics satisfy yzz, ® = Oc¢(1) under the given conditions A/

and A2, we have
—1 n
_N (2N N n—1
Py, D =dl=c.e 2 <2m) (m)ﬂ( di>
i=1

A LAY T

i=1

(4.1)

The second part comes from

—1 2N N om—N 2
() (o < - mc oo S50)

by Lemma 4.10, since m = N/2 4+ Oc (N 3/4) follows from A2 and Cauchy—Schwarz.
On the other hand, the definition of Z7 12 and [35], Lemma 2.2, demonstrate

n

7 n—1 ! 2 n2m N2N—2m
Py =0=T1(" ;") [ 15— ()1 =)

i=1

(4.2) -\/gexp( 4N(p' —1/2)%)dp
A]‘[ ”‘1 / \/iexp (—4N(p' — 1722 (p)2"(1 = )N 2" ap.

It suffices to prove that the expressions (4.1) and (4.2) are within multiplicative constants.

To compute the desired integral, we set 2m = N + y+/N (recall that |y| <c N'/4) and
let p' =1/2 + z/(2V/'N), zo = —/N, z1 = +/N. Then the integral under question can be
reparametrized as

T(m) = % : t(2)dz.,

where
1(2) = exp(—2% 4 (N 4+ yV/N)log(1/2 4 2/ 2V N)) + (N — yv/N)log(1/2 — 2/ 2v/N)).

We break into a number of cases in order to show this integral is, up to constants, of size
22N exp(2m — N )2 /(2N)). We first bound the contribution to the integral from z such that
lz| > 2|y| + N'/4. Note that

il ) sl 5)
<(N+y\/_)1og(2+#ﬁ)+(]v y«/—)log<§—%>

<—2Nlog2+ 2y2;
hence, we have

t(z) <27V exp(—z* +2y?),
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and thus the contribution from |z| > 2|y| + N!/4 is trivially seen to be negligible, compared
to the target value. Now, when |z| < 2|y| + N!/4, we find from Taylor series that

2 2 4 2
2N y —4(z—y/2) 5 z7y
t(z) =2 exp< > +0<N+7>>

Noting that z = Oc(N'/#) in this range, up to a constant multiplicative factor depend-
ing on C, we see this trivially integrates to give the desired result noting that exp((2m —
N)?/(2N)) =exp(y*/2). O

PROOF OF LEMMA 4.9. Let N =njny and m =3} _;(,,5i- Applying Theorem 4.2 and
Lemma 4.10, similar to the proof of Lemma 4.8, we have m = N/2 4+ O¢c(N 3/4) and find

N —l no 2 ni
_3 s TN —-N
IP’D,:/,Z,@ [S=5AT=1]=cge2 <m> I1 (s,- ) l_]‘[l (li >

i=1

2m — N2\ 2 o\ 22 /n

—2N Ar1/2 ( 2 1

=Ch.e2 N exp<—2N > | | <s) | |1 (h‘)'
=

i=1 !

4.3)

On the other hand, the definition of I;l/lénz demonstrates

e N Y (1)
M (O, ) Jo \zay2) TP\ ape”

(4.4) (P (1 —pH2™=™
P[Bin(N, p') = Bin(N, p)] °¥

= N/ ( (1/—2)2([7/ _ 1/2)2> (p/)Zm(l _ p/)Z(N_m) dp/’

where the second line uses that P[Bin(N, p’) = Bin(N, p')] = ©(1/+/N) for p’ € [1/3,2/3]
and that the integrand is so small, when p ¢ [1/3, 2/3], that it contributes only lower order
terms.

Therefore, it suffices to prove that 4=N exp(2m — N )2 /(2N)) and

1 N 1/2 N ) om ) o /
ron= [ (zaan) - oel(aptr = 1RO

are within constants (of each other). We now proceed in an identical manner to the proof of
Lemma 4.8. Let 2m = N + y+/N, p’ = 1/2 + z/(2+/N), and note that

1 VN
T(m):ﬁ/_ﬁt(z)dz,
where
t(z) = exp(—z2 + (N + yV'N)log(1/2 + z/(2V/'N)) + (N — yv/'N)log(1/2 — z/ 2V N))).

This is the same situation as the end of the proof of Lemma 4.8, and we finish in the same
way. [
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5. Eliminating atypical degree sequences. In order to apply Lemmas 4.8 and 4.9, we
need to eliminate degree sequences, which are too atypical. This involves eliminating graphs,
where the largest degrees are n'/>*" bigger than the smallest and graphs for which there
exists a subset S such that 3, .y ) | deg(v, §) — |S1/2]> > Cn? for C sufficiently large.

To eliminate high and low degrees, we use switchings in the style of [33], Section 4; how-
ever, the work of [33], Section 4, uses that the class of graphs considered is downward-closed.
In our model, however, there are constraints which are “two-sided” for various vertices, and,
therefore, our analysis is more delicate. The crucial observation is that conditional on the
graph not containing a very dense subgraph, only an n~1/2+" fraction of vertices can be crit-
ical with respect to the constraints (see Lemma 5.9). This itself is proved via switchings, but
under this assumption a straightforward argument proves the necessary degree bounds.

The second condition is substantially easier to guarantee and only requires noting that
for sufficiently large C the above occurs with (very) exponentially small probability. The
necessary statement essentially appears in [16], Lemma 4.11, but with an extra disjointness
condition that we easily remove.

5.1. Eliminating highly irregular subgraphs. We first show that it is typical for the degree
sequence of G(n, 1/2) and all its dense subgraphs in an appropriate sense to have variance of
order n. This will hold with sufficiently high probability that it will be robust to conditioning,
even on very unlikely events.

We will require a version of the classical Bernstein inequality.

THEOREM 5.1 ([46], Theorem 2.8.1). For a random variable X, define the Vr1-norm
I X lly, =inf{z > 0: E[exp(|X|/1)] < 2}.

There is an absolute constant ¢ = c5.1 > 0 such that the following holds. If X1, ..., Xy are
independent random variables, then

al 12 ¢
P X;|>t|<2ex <—cmin< , ))
[Z ’ ] ’ N IXIE, maxil Xilly,

i=1
LEMMA 5.2. Given ¢, K > 0, there is C = C5,(K) > 0, so the following holds. Let
G ~G(2n,1/2), and let Evig be the event that for some S C [2n], we have

3" (deg(v, $) — I81/2)* = Cn?.
ve[2n]
Then P[Epig] < exp(—Kn) for n large.

forallt > 0.

PROOF. Suppose there is some S with
3" (deg(v, $) — 181/2)° = Cn?,
vel2n]

with C large to be chosen later. Let 7 be a uniformly random subset of S and U = S\ T.
Let us denote by E the result of averaging only over the randomness of 7. Then given some
v € [2n],

Er[Llygr(deg(v, T) — |T|/2)2 + Lygu (deg(v, U) — |U|/2)2]

Er[(deg(v. T) - |T1/2)* + (deg(v. U) — |U|/2)’]

Er[(deg(v, S) — 1S1/2)*],



PERFECTLY FRIENDLY BISECTIONS 2301

where the first line comes from the fact that deg(v, U), deg(v, T') are determined purely by
the information of 7 N (S \ {v}) and that v ¢ T and v ¢ U then conditionally occur with
probability at least 1/2, and the second line follows from Cauchy—Schwarz and S =7 U U
with T, U disjoint. Summing over v, we find that

Br[ ¥ (Luer(deatv. T) = 1712 + Lgu (degtvo, 0) — U1/2)") | = O

ve[2n]

hence, there is some 7 C S such that Zve[zn]\r(deg(v, T) — |T|/2)2 > Cn2/8. That is, if
Evig holds, then one of 22" possible T satisfy this inequality. Therefore, by the union bound
and adjusting the value of K appropriately, it suffices to understand for a fixed T the chances
of ¥y cppapr (2deg(v, T) — |T|)? = Cn?/2 occurring.

Now, note that over the randomness of G(n, 1/2), each (2deg(v, T') — |T])? is distributed
as X2, where X is the sum of |T| independent Rademacher variables (uniform on {#1}).

Furthermore, as we vary v € [2n] \ T, these variables are independent. We easily check that
||X2||1/,1 = O(|T|) = O(n), and hence by Theorem 5.1, we have

IP’[ 3 (2deg(v,T)—|T|)22t:|5Zexp(—Q(min{tz/n3,t/n})).
ve2n\T

Plugging in t = Cn?/2 and choosing C sufficiently large compared to K, the result follows.
O

Next, we show friendly partitions are not super-exponentially unlikely (in particular, al-
though conditioning on having two fixed partitions be friendly will tilt the probability space,
the event £y,r from Lemma 5.2 with appropriately chosen parameters will still hold).

LEMMA 5.3. Given c > 0, there is C = Cs3(c) > 0 such that the following holds for all
|v| < 1. Fix a pair of equipartitions of [2n] = A1 U A> = B1 U B, such that cn < |A1 N By| <
(1 —c)n. Sample G ~ G(2n, 1/2), and let £, be the event that deg(v, A;) > deg(v, Aj4+1) +
y/nforall v e A; and deg(v, B;) > deg(v, Bi+1) + y+/n for all v € B;. Then for n large,

P[&] = exp(—Chn).

PROOF. Let us consider the event £ that, for every i, j € {1,2} and v € A; N B}, we have
deg(v, A;i N Bj) — |A; N Bj|/2 € [4y/n, 84/n], and further for every (i, j') # (i, j), we have
deg(v, Ay N Bjr) — Ay N Bjr|/2 € [—/n, /n]. Itis easy to check that &, is satisfied in such
a circumstance. We now compute a lower bound for P[£] using Theorems 4.1 and 4.2.

Notice that there are four degree sequences for each G[A; N B;], call them (d,S”’ ) JveA;n B;

and 12 degree sequences for each G[A; N Bj, Ay N Bj/], call them (dé"]”/’],))veAinBj
(switching the roles of (i, j), (i’, j/) gives the degrees on both sides of a given pair of parts).
The event £ is merely a system of constraints on the elements of these degree sequences. Let
us consider any sequence of values satisfying the constraints given by £ and such that the two
following additional properties hold:

© 2| cang; ds V) foralli, j € {1,2);
o Tuenns &) = pea,np, di T foralli i, j € (1,2 with G, ) # (@ ).
We easily see that there are at least (Q2(4/n))®" many choices of degree sequences with this

property: each individual value deg(v, A; N B;) for v € [2n] and i, j € {1,2} has at least
J/n choices, and it is easy to see that at least a exp(—n) fraction of all these choices satisfy
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the above constraints. To solve the parity constraints, it is easy to see around half of the
sequences d,gi’j ) work for each i , j. To solve the equality constraints, one can check that most
pairs of sequences (dl(,i’j’i/’j/))veAinBj and (dl(,i/’j/’i’j))veAi/mBi/ have sums differing by say
O (nlogn), due to variance considerations, and then modifying. O (y/n(log n)?) values in both
sequences by approximately /n/logn each will allow for the appropriate balancing. The
fraction of possible sequences attained from this procedure is at least (1/ ﬁ)o(ﬁ(IOg")z) >
exp(—n).

Furthermore, Theorems 4.1 and 4.2 apply to these degree sequences. If we let n;; = [A; N
Bj| and 2m;; = ZveA,ﬂBj dﬁ"’j), then Theorem 4.1 applied to (dé"’j))veAmBj leads to u =

1/2+ 0(1//n), y22 = ©(1) and, therefore, on the order of at least

ij(nij — D/2\ (nijni; — D\~ nij —1

veEA;NB; v

2

One can check that each binomial coefficient in the product is Q(2"%/~!/./n), while the
two initial binomial coefficients when divided contribute at least exp(— K n)2 " %ii=1/2 for
some constant K depending only on c. Multiplying, we have a contribution of at least say

many possibilities for the graph G[A; N B|], given this degree sequence.
Similarly, the number of choices for G[A; N B, Ajy N Bj/] can be seen to be at least say

exp(—2Kn) - 255 (1//m)"0 4"
Multiplying over four graphs G[A; N B;] and six graphs G[A; N Bj, Ay N Bj/], this be-

2n
comes at least exp(—20K n)2( 2 ) (1//n)¥" total. Multiplying by the number of choices of
2n
degree sequences from earlier, we have at least say exp(—40K n)2( 2) total choices of real-

izations G ~ G(2n, 1/2) satisfying the desired property £ (and hence &), if K was chosen
sufficiently large. The desired result immediately follows taking C = 40K, which depends
onlyonc. [J

As an immediate consequence we have the following proposition.

PROPOSITION 5.4.  Given the setup and notation of Lemma 5.3, there is K = K54(c) > 0
such that the following holds. Let G ~ G(2n, 1/2), and let Eyy be the event that

3" (deg(v, S) —1S1/2)” < Kn®
ve[2n]

forall S C [2n]. Then P[Evar|E2] = 1 — exp(—n) for n large.

PROOF. Let C = Cs3(c), and apply Lemma 5.2 with K replaced by 1 4 2C53(c). We
have P[Epig|E2] < Pl&vigl/PIE2] < exp(—(2C + 1)n)/exp(—Cn) =< exp(—n), and the result
follows. [

5.2. Eliminating high degree vertices. We require a tail bound of the binomial random
model, based on the first value in the tail, and a generalization of this estimate to arbitrary
upward-closed families of sets.
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LEMMA 5.5. For 0 <{ <n, we have that
n
n(e) e 1
Y= () n NG
PROOF. For £ <n/2 + /n, we have that (j) <2"//n and Y }_, (;) 2 2", and hence

the result follows. For |£ — n/2| > n/5, the result is trivial. Finally, when n/2 + /n < { <
n/2+n/5, we have that

%‘;‘W(m(ﬁ)

£

1

§ |

(C+1)/(n—L—t+1)""

.
§ é

(14+161€ —n/2|/n)~" = n/lt —n/2|. -

«.
Il
=}

LEMMA 5.6. Let F be an upward-closed family of subsets of [n], that is, if F1 € F and
F> D Fy, then Fy € F. Let F; be the elements of F of size £. Then
n
| el SO le=n2 1

\Fel + 1 Feqtl ++1Fl ~ X, ()~ n NS

PROOF. Every size £ set within F has exactly ( E) size s sets in F, containing it by the
upward-closed condition. Furthermore, every size s set within 7 has at most (;) size £ sets
in F contained within it. Therefore, (?_f)|]—"g| < (;)|Fs| for all £ < s < n. The result easily
follows, noting that (“~})/(}) = (*)/(%) and then using Lemma 5.5. [J

s—{ s

Now, we prove various structural properties hold whp for friendly partitions in G(2n, 1/2).

PROPOSITION 5.7. Fix n > 0, and consider |y| < 1. Fix an equipartitions [2n] = A1 U
Aj. Sample G ~ G(2n, 1/2), and let &) be the event that deg(v, A;) > deg(v, Ajy1) + y/n
forall v € A;. Let Eineg,1 denote the event that there exists a vertex v € [2n] and i € {1, 2}
such that | deg(v, A;) —n| > nl/2+n, Then for n large,

P[Eirreg,l |51] =< n—w(l).

PROPOSITION 5.8. Fix ¢,n > 0, and consider |y| < 1. Fix a pair of equipartitions of
[2n]=A{UAy = B1UBy suchthat cn < |A1NB1| < (1 —c)n. Sample G ~ G(2n, 1/2), and
let & be the event that deg(v, A;) > deg(v, Ajy1) + y/n for all v € A; and deg(v, B;) >
deg(v, Bi+1) + y+/n for all v € B;. Let Eirreg,2 denote the event that there exists a vertex
v e 2n] and i, j € {1,2} such that |deg(v, A; N Bj) — |A; N B;|/2| > n'/>*1. Then for n
large,

IPJ[girrf:g,Zlfs‘Z] =< niw(l)-

To prove these propositions, we need the following estimate on “critical” vertices in
friendly partitions.
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LEMMA 5.9. Fix ¢ > 0 and a positive integer k, and consider |y| < 1 with y \/n € 7. Fix
a pair of equipartitions of [2n] = A1 U Ay = By U By such that cn < |A;1 N B1| < (1 —¢)n.
Sample G ~ G(2n, 1/2), and let &, be the event that deg(v, A;) > deg(v, A1)+ y+/n forall
v € A; and deg(v, B;) > deg(v, Bi11)+y+/nforallv € B;. Let £ be the event that this holds
just for A. Define a vertex to be critical for A if v € A; and deg(v, A;) =deg(v, A;j+1) +y/n,
and let the number of critical for A vertices be X. Then

E[X¥&] Scx n*/* forbe{1,2).

PROOF. Let Y be the number of critical for A vertices inside A1 N B;. We will show
E[Yk|52] Sek nk/2, By symmetry we will find the same holds for each A; N B}, which will
imply the result for b = 2. The case for b = 1 is similar, so we forgo the details.

Let us further reveal the values deg(v, A; N Bj) for all i, j € {1,2} and v € V(G) \
(A; N Bj). Thus, the remaining randomness is over G(A; N B}, 1/2) for each i, j € {1, 2},
and we condition these graphs on certain degree inequalities. Notice that the four parts
are independent since we have revealed the information of the degrees between the parts.
Whether a vertex is critical thus also only depends on its degree within a part. Let us fo-
cus on the part Ay N By, which will allow us to control Y. The graph G[A; N B;] is a
uniform random graph satisfying various lower bounds on the degrees of its vertices. For
each vertex, given the revealed information of the degrees to the outside, the conditions
deg(v, A1) > deg(v, A2) + y/n and deg(v, By) > deg(v, By) + y+/n lead to precisely these
conditions on deg(v, A; N B;). If the latter inequality provides a sharper inequality than the
former, then v will not be critical for A. If the former inequality is sharper, then it can be
critical for A precisely when it equals the minimum allowed value.

Let G be the information of all edges in G outside of A; N B;. We have by linearity of
expectation that

E[Y(Y —1)---(Y —k+ 1|, G]

(5.1) < Z Plvy, ..., v are critical for A|&;, G].
Vlyeens vk€A1NBy
distinct
Now, given a choice of vy, ..., vk, let us further reveal everything in the graph G[A; N By],
except the edges between {vy,..., v} and A; N By and furthermore reveal the edges in-
ternal to {vy, ..., vr}. The remaining random portion is a uniformly random bipartite graph
between {vy,..., v} and (A; N By) \ {v1, ..., vx} subject to certain lower bounds for de-

grees on both sides (coming from our original inequalities). We now consider the maximum
probability that vy is critical given the neighborhoods of v, ..., vg. Let us think of the pos-
sible neighborhoods of vy (disregarding the revealed part among {va, ..., vx}) as subsets of
(A1 N By) \ {vy, ..., vt}. Since the conditioned information only gives lower bounds on cer-
tain degrees (which may or may not force certain vertices to connect to v to meet their
“quota”), we see that the family F of possibilities is upward-closed. By Lemma 5.6 we find
that the resulting probability that v is critical is at most

€ — (A1 N Bi| —k)/2| 1
0( - + JC_)

where £ is the lower bound on the size of N(v) N ((A1 N B1) \ {v1, ..., vx}) coming from the
condition deg(v, A1) > deg(v, A2) + [y+/n]. That is,

€ =deg(vi, Ay) — deg(vi, A1 N By) — deg(vi, {va, ..., ue}) + [y/nl.
Since k is constant, the bound becomes
0<|deg(v1, Ay) —deg(vy, A1 N By) — |A1 N By]/2] . 1 )
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Multiply over vy, ..., vg to obtain a bound on the probability that all of vy, ..., vi are critical
(note that the above is a bound on vy, even conditioned on any outcomes for the other vertices,
so this is valid). Plugging into (5.1), we find

E[Y(Y —1)--- (Y —k+1)|&,G]
|deg(v, A2) — deg(v, A1 N By) — |41 N Bil/2] 1 )"

SIS p T

veA1NB;

k
Sn* P47 (Y |deg(v,A2)—deg(v,A1ﬂBz)—|A1mBl|/2|>
veEA|NB

k/2
sn"/2+n—k/2( > !deg<v,Az>—deg<v,A1mBz)—|AmBl|/2|2> :
veA1NB;

Now, by Proposition 5.4 there is some appropriately large constant A so that conditional
on &, with probability at least 1 —exp(—n), we have ), 5,1 (deg(v, S) — 1S]/2)? < An? for
all S C [2n] (event Eyyr). In particular, note that

(5.2) > |deg(v, Ap) — deg(v, Ay N By)—|A1 N By|/2|* < 4An*
veA1NBy

holds under the event £y,r. Furthermore, the truth of this particular inequality is a function
only of the information of G. Therefore, we easily see

E[Y(Y — 1)+ (Y —k+ D|&E] < (0% + n7*2(44n2)"?) + exp(—n) - nk < nk/?

by considering whether G satisfies (5.2) or not. The desired estimate follows immediately.
O

Now, we use switchings to prove Propositions 5.7 and 5.8.

PROOF OF PROPOSITIONS 5.7 AND 5.8. We focus on Proposition 5.8; the case for
Proposition 5.7 is analogous but simpler, so we truncate the details. Furthermore, it suf-
fices to prove the estimate for the probability for a single choice of i*, j* € {1,2} and
v € V(G). Let us assume v € A] N By without loss of generality. We wish to understand
P[|deg(v, A N Bj+) — |Ai« N Bj«| /2] > n!/2471|&].

Let us reveal the identities of all edges in G, except the potential edges between v and
V(G) \ {v}. Call this information G. Conditional on &, G, our distribution on the neighbor-
hood of v is uniform over choices such that v satisfies its two degree inequalities and such
that every other vertex satisfies its inequalities as well. But note that for the typical other ver-
tex, whether v connects to it will not influence whether the inequalities are satisfied. In fact,
this will only be the case for vertices that are ultimately critical (for A or B) in the graph G.
By Lemma 5.9 with k growing sufficiently slowly as a function of n, we see that there are
at most n'/21/* critical vertices for A with probability 1 — n~®") and similar for critical
vertices for B by symmetry. Thus, we may assume G is such that the number of vertices with
“forced” edges and nonedges to v is at most n!/277/2 in total.

Now, the neighborhood of v has the following distribution: there are at most n!/2+7/2
total designated forced edges and nonedges to the four parts A; N B, and then the re-
maining edges are uniform subject to the constraints deg(v, A1) — deg(v, A2) > y+/n and
deg(v, B1) —deg(v, By) > y+/n. We wish to understand the chance that | deg(v, A;+ N Bj+) —
[Aj N Bjx|/2| > n!/240 _call this event Epyg, in this model. Let C be the set of vertices which
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are forced to either connect or be disconnected from v, with C; connected and Cy discon-
nected. Heuristically, we are close to a binomial random situation with some “planted” devi-
ations coming from C on the order of n'/2+7/2 5o the chance that some degree deviates by
n!/Z+1 ought to be extremely unlikely.

We make this heuristic precise in order to complete the proof. Having revealed the above
information, let us consider the distribution A of sampling the neighborhood of v within
V(G) \ (C U {v}) uniformly at random. The above analysis shows it is enough to give an
upper bound on P[&Epyq N E]1/P[&,] in this model (given the revealed information including
Co, Cy).

First, we claim P[&;] > exp(—n3’7/2). Indeed, choose positive integers n;; for i, j € {1, 2}
such that nyy +niy —nap —noy > yy/n+n'212 and nyy +nyy —npp —np > yn +
n'/2t0/2 and |n;; — |A; 0 Bj1/2| < 4n'/2+1/2 for i, j € {1,2}. This is easily seen to be pos-
sible since |A; N Bj| € [cn, (1 — ¢)n] and |A;| = |Bj| = n. Then the probability that v has
n;;j neighbors to (A; N Bj) \ C for each i, j € {1, 2} in the distribution A is easily seen to
be at least exp(—O((n1/2+”/2)2/n)) > exp(—n3”/2) for n large. Here we are using the easy
estimate (x/§+t)/2x =exp(—0O(12/x)) for t € [—x/2, x /2] satisfying |¢| > x1/2+1/4

Similarly, we see that P[Epag] < exp(—£2 (n2")) since if Epaq holds, then deg(v, (A;NBj)\
C)>|(AiNnB)\C|/2+ n'/7t1 /2 is easily verified, and under the independent distribution
A, this can be bounded as above. Dividing, we obtain

Pl€paa N E21/PLE2] < n~ "D,
and combining with the earlier analysis, we are done. [J
6. Convexity via the Prékopa-Leindler inequality. In this section we collect a pair
of log-convexity claims which are proved via observing that the marginals of a log-concave
function are log-concave. This fact is a well-known consequence of the Prékopa—Leindler
inequality [31, 38]. We note here that the use of log-concavity of such Gaussian functionals
also appears in the work of Gamarnik and Li [21], Lemma 4.6, (and for the similar purpose of

simplifying an associated maximization problem arising in the second moment computation);
we provide a short proof of the necessary results in this section.

THEOREM 6.1. [If f(x, y) is a log-concave function over (x,y) € R" x R", then g(x) =
Jrn f(x,¥)dy is a log-concave function on R™.

For the first moment, we will require the following log-concavity.

LEMMA 6.2. The following function is log-concave:

aPronvon[Z = (y + V2],

PROOF. Via shifting and rescaling, it suffices to prove that
a—=>PzononlZ > o]

is log-concave. Note that

Pz-nonlZ=al= /oo : eXP<_(x +a)2> dx
' 0 27 2
and that
—(x + oz)2
Iys0 exp<f>
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is a log-concave function of x and «. Theorem 6.1 finishes the proof, taking the marginal in
x. O

For the second moment, we will repeatedly used the following generalization of
Lemma 6.2 (which can be seen as the special case § = 1/2).

LEMMA 6.3. Fix 8 € [0, 1]. The function

1_
(ay,a2) = PZ[,ZZNN(O,I)[@ZI +/ 7 'Bzz >(y +a1)«/§/\\/§21
—/ : ;ﬂzzz(y —I—Otz)«/i}

PROOF. Via shifting and applying a linear transformation, it suffices to prove that

B 1-8 B
(a1, 02) = Pz, z,~N0,1) E(Zl_al)'i‘ T(Zz—az)ZOA E(Zl—al)
1_
—,/Tﬂ@z—az)zO]

is log-concave. Note that

1—
PZ1,ZZNN(0,1)|:\/§(Z]—(X1)+ IT'B(ZZ_aZ)ZoA\/g(Zl
[1—
—ap) — Tﬂ(zz—az)zo}

_/ L (-(Zl+061)2—(22+062)2)dZ dz
~ Nia+/5SE0mz0 27 P 2 Hase
@m—«#zzzo

Applying Theorem 6.1 to the log-concave function of z1, z2, a1, a2, given by

is log-concave.

—(z1 +a1)? — (22 +062)2>

L+ FEarz0 B - (T ar0 exp< 2

and taking the marginal in z1, z2, the result follows. [J

7. Moment computations. Now, we are ready to attack the moment computation. Re-
call |y| < 1is such that y/n € Z.

7.1. The second moment of X,,. We first perform the second moment in detail, proving
Lemma 3.3. We defer the much simpler first moment to Section 7.2 in which we truncate
various repeated or similar details. Let ¢ € (0, 1/2) be a small constant to be chosen later.
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7.1.1. Setup and initial truncation. Consider n} € {0,...,n} and n}, =n — n/, and let
Ar=[nland Ay ={n+1,...,2n} and By =[n]]U{n+n} +1,...,2n} and B, = {n| +
I,n] +2,...,n +n}}. Let n;j = |A; N Bj| so that n;; = ”;+j—1’ where we take indices

(mod 2). Also, define 8 = n11/n. Given this setup, let Y4 (n’l) =1if G ~G@2n, 1/2) is such
that Aj U A is a y \/n-friendly partition and 0 otherwise; let Y (n}) be defined similarly. By
linearity of expectation, we have

(7.1) EX, = (2n”) P[Y,(n}) =1],

(7.2) EX2 = (2:) i (IZ)Z]P[YA(ng) =1AYs(n))=1].

n}=0 1

This means that as long as c is sufficiently smaller than n, we have

() £ (2) ram =1 A vatriy =1

1
ny<cn

+<2n"> ) (}Z)zP[YA(n/l)zl/\YB(”ll)zl]

(7.3) n>1-c)n

=23 (1) ()eira =1

n'<cn

< +n"EX,

for n large. Thus, it suffices to consider the terms for which n) € [cn, (1 — ¢)n] (equivalently,
B €lc,1 —cl), and we wish to compute P[Y4(n}) = Yp(n}) = 1]. Note that whether the
desired event holds or not is purely a function of the degree sequences of the four graphs
G[A; N B;]fori, j € {1,2} and the six bipartite graphs G[A; N B, Ay N By fori, j,i’, j' €
{1, 2} such that either i < i’ ori =i’ and j < j’. Thus, we wish to apply Lemmas 4.8 and 4.9
to transfer to a simple model for such degree sequences in which it is easier to compute the
desired probabilities.

7.1.2. Transference and defining the integrated degree model. To do this, we use the
results of Section 5. Let & be the event that Y4 (n/l) =Yg (n/l) = 1 (which is in line with
usage in Section 5). Let K be some large constant in terms of ¢ to be determined. First,
apply Proposition 5.4. Let Eyar be the event that 3, cp,(deg(v, S) — |S] /2)? = Kn? for
all S € [2n], where K is some appropriate constant coming from the lemma. We have
PlEvar|E2] = 1 — exp(—n). By Proposition 5.8 with 1 replaced by min(e4 g, £4.9)/2, we have
IP)[girreg,2|(c;2] =< n—eM, Thus,

(7.4) PI&] = (1£n " D)P[E; A Efreg 2 A Evarl.

Note that giireg,Z’ Evar ensure that, for the 4 + 6 graphs defined above, they have degree
sequences which satisfy A/ to A3 of Lemma 4.8 with appropriate parameters (namely, the
degree sequences of G[A; N Bj] are (O(1), e48)-regular) or satisfy B/ to B5 of Lemma 4.9
with appropriate parameters (namely, the degree sequences of the six bipartite portions of
G are (O(1),2(1), e49)-regular). Here we are also using that cn < n/l, n/2 < —o)n, for
example, to establish B1.

We deduce

(7.5) IP)[SZ A gicrreg,Z A gvar] S, Ps
where p is the following probability:
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e Fori, j € {l1,2}, sample the “degrees” l(,i’j ) forv e A; N B (which should be thought of
as corresponding to the internal degrees deg(v, A; N B;) for v € A; N B;) from I{%ﬂBj |
e Fori,j,i’,j €{l1,2} withi <i’ ori =i’ and j < j’, sample the “degrees” 1()i,j,i’,j/) for

v € A; NB; and d,gi SN for v e A; N Bjr (which correspond to the bipartite degrees
A;NBjl|,|A;NB
deg(v, Ay N Bjr) for v € A; N Bj and vice versa) jointly from Il/z it / I.

e Compute the probability that, for each i, j € {1,2} and v € A; N B}, we have

(7.6) dl(}i,j) _ déi,j,i+1,j+1) +d5i,j,i,j+1) _ déi,j,i—f—l,j) >y i,

(1.7) dl(}i,j) _ déi,j,i—i—l,j—H) _ dlgi,j,i,j+1) +dlgi,j,i+l,j) S~
where indices are taken (mod 2).

This can be interpreted as the probability that if the degrees of our 4 + 6 graphs are sampled,
as in Lemmas 4.8 and 4.9, we have that A} U A, and By U B, are both y . /n-friendly.
Understanding the “degree” distribution is relatively simple:

e Sample 4 + 6 parameters p;; ~ N(1/2, 1/(4”1'2j —4n;;)) for i, j € {1,2} and p;j; jr ~
N(1/2,1/@8nijni i) fori, j,i’, j" € {1,2} withi <i"ori =i"and j < j’ (all conditional
on being in (0, 1)), and let Pi'j'ij = Dij,i'j -

e Sample dlgl’“ ~ Bin(n;; — 1, p;;) and d,S”J’l,’J,) ~ Bin(n;’, p;j ijr) completely indepen-
dently.

e Condition on the four divisibility conditions and six equality conditions

(1.8) 2 3 dbD,

UGA,‘ﬂBj

(7.9) AR R S AR

UGA,‘ﬂBj vGAirﬂBi/

The first step can be handled by taking a Gaussian integral over the 4 + 6 parameters, and
the second step is independent. Thus, the major difficulty lies in the conditioning introduced
by the third step. We will handle this by use of Bayes’ theorem, local central limit theo-
rems, and anticoncentration inequalities (see, e.g., [42], Sections 2.3.2, 2.3.3), but one should
think of this more as a technical detail: the probability p ought to be mostly unchanged if
this conditioning were not present, although one cannot actually directly drop the equal sum
conditions.

7.1.3. Bayes’ theorem in the transferred model. For simplicity, let us assume that any
event involving Bin(n, p) for p ¢ [0, 1] does not hold. Let p;; = 1/2+a;;/, /4”1'2]' —4n;; and
piji'j = 1/2 + a;jirjr/,/8nijn; j. Additionally, we will use the subscript d to denote the

randomness over the joint “degree” distribution and the subscript d* for this distribution prior
to conditioning on (7.8) and (7.9) (which is therefore a collection of independent binomials
if we reveal p). Now, we have

o= }P’ﬁ?g[(7.6) and (7.7)]

D TRE DN
=(14+o( f P-[(7.6) and (7.7)] - da
(I+o(1) g 70 20 (7.7 Ty

2

_1 2_1
<oy / P;[(7.6) and (7.7)]e 2 =% 2 X1 dgy
lolloo <8/
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_1 2_1 2
<e g / P ;.[(7.6) and (7.7)[(7.8) and (7.9)]e 2 =072 2 da
lotlloo <8/

Se 3 4 / P 7[(7.6) and (7.7)]
lolloc <8/

. P 7:[(7.8) and (7.9)|(7.6) and (7.7)] e_% Yof—1 ak .
P [(7.8) and (7.9)]

The 1 + o(1) comes from the probability that the o are such that each p;; € (0, 1), etc., and
the ¢ 732" comes from the fact that there is a very low contribution to the integral when any
coordinate of « is bigger than 8,/n in magnitude. We remark that the sum al.zj’ i is over
pairs withi < i’ ori =i"and j < j" and that, furthermore, the integration over «;; ; ;- is only
done over such pairs; recall we are letting o;; ;7 j» = o7 7 ;.

7.1.4. Estimating the Bayes ratio. Now, we estimate the ratio of probabilities in the final
integrand using local central limit theorems. As we only care about p up to constant factors,
we will be somewhat loose with details (see, e.g., [42], Section 2, for a similar computation
carried out with precision). The denominator is the chance that, in the purely independent
distribution (which we labeled by d*), we have the given divisibilities and equalities. For the
denominator, note that each condition in (7.8) and (7.9) is independent of each other. Further-
more, each equality in (7.9) is tantamount to a sum of independent binomials being equal to
another sum of independent binomials (and each divisibility is making sure a sum of inde-
pendent binomials is even). We easily deduce that the denominator has order of magnitude
O((1/2)*(1/n)®) = ©(n~°) by, for example, using a local central limit theorem (or explicit
binomial calculations). Here we are implicitly using that ||« || is not too large.

Now, we focus on the numerator. It is similar to the denominator, but we first condition on
the inequalities (7.6) and (7.7). At this stage it suffices to give an upper bound, so we focus
just on bounding P[(7.9)|(7.6) and (7.7)].

Note that, even after conditioning, the “degrees” (d
d,SZ’J”H’J)) are independent over all v € A; N B; (and choices of i, j € {1, 2}). Therefore,
the resulting upper bound will follow from an Erdés—Littlewood—Offord-style argument. Ex-
plicitly, first reveal the “degrees” for all v € A; N By. Then, reveal them for v € A; N By,
and consider the probability that (7.9) holds for i =1, j =1, i’ = 1, j/ = 2. Then, reveal
them for v € A, N By, and consider the probability that (7.9) holds for i’ =2, j' =1 and
(i, j) e {1, 1), (1,2)}. Finally, reveal them for v € A> N By, and consider the probability that
(7.9) holds for i’ =2, j’=2and (i, j) € {(1, 1), (1,2), (2, 1)}. We claim that the probabil-
ities are, conditional on the prior revelations, bounded by on=hH, 0(n=2), and O(n=3),
respectively. We focus on the last claim: note that, for each v € A, N By, the distribution of
(dgz,z)’dlgz,z,z,l)’dl(jz,z,l,l)’dgz,z,l,z)) is that of

@J) G L+ G+, j+D
v / ,dv St ’dU / / ’

(Bin(naz — 1, p22), Bin(nai, p22.21), Bin(ni1, p22,11), Bin(ni2, p22.12)),

conditional on inequalities coming from (7.6) and (7.7). It is not hard to see that there is
a four-dimensional axis-aligned lattice cube of dimensions €2(4/n) such that every lattice
point in the cube is obtained by this conditional distribution with probability €2(n~*/?) (this
follows almost immediately from the same property for the unconditioned binomial distri-
bution). Projecting, this means that there is a three-dimensional axis-aligned cube of di-
mensions Q(4/n) such that every lattice point in the cube is obtained by the distribution
@&**V g2 g2.21.2)) ith probability Q2 (n=3/2).

Now, it suffices to show that the sum of ny; = (n) independent copies of this distribu-
tion has the property that every point in R? is obtained with probability O (n~3). If we knew
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the distribution was in fact uniform on a three-dimensional cube of dimensions € (4/n), the
result would be immediate by considering the dimensions independently and some explicit
computations (or the Lévy—Kolmogorov—Rogozin inequality [41]). We can reduce to this sit-
uation by the following process: after sampling X = x € R3 to add to our sum, we sample
a weighted coin, which turns heads with probability p, € [0, 1], choosing the weights p, to
ensure that conditional on heads appearing, the outcome of X is uniform on the aforemen-
tioned lattice cube. It is easy to check that we can further do this so that with probability
1 —exp(—S2(n)), there will be €2(n) many heads appearing. Reveal which indices are heads
and tails, and then notice that the sum corresponding to indices where heads appears is an
independent sum of random variables uniform on lattice cubes.
With the claims in hand, the ultimate upshot is that

P [(7.8) and (7.9)|(7.6) and (7.7)]
P.[(7.8) and (7.9)]

<0().

7.1.5. The independent model. We now deduce

_1 2 _1 2
p<e 34 P1.[(7.6) and (7.7)]e 2 =i 225111 da,

~

/aHOOESﬁ

and now we are integrating over probabilities coming from a purely independent model
(which depends on the parameters ). Now, at this stage let us define p;; =1/2 + a;“j /, /4nl.2j

and Diji’j’ = 1/2 +ai*j,i’j’/ /8nl~jnl~/j/.

Let

i 2 L2
p* = [T B0(7.6)and (7.7) for vle” 2 =7 2 =7 da*,
o oo <8/
veV(G)

and note that a® = (1 + O(1/n))a and ||« ||o < 84/7 in the integrand easily imply that
(7.10) p <e 34 p*,

(Note that the shift from « to a* slightly changes the region of integration, but this error can
be folded into the e~32" error term already present.)

Now, we focus on p*. Recall that ny; = nyy = Bn and nip = ny; = (1 — B)n, and note
that each condition (7.6) and (7.7) for v corresponds to some binomial sum and difference
inequalities. These probabilities can be estimated to within O(1/n) error by the results in
Appendix A. For the second moment, we use Lemma A.4 to find

_1 ¥2_ 1 *2
p* = [] P;l(7.6)and (7.7) for vle 2= 2 =%)' do*
leloe 8T, 1 (G

1 1
-5 Zal’.k]?—z Za*z

= (q11(@)g22(@)"™ (q12(@)q21 (@) " i dot*,
la*lloo<8:/n
where
X0) — X AL X i) _ Gt > o
gij(a) =P [X(i,j) — X G i+ L) — X+ 4 X i+ ) > yﬁ:|

with X/ ~ Bin(n;; — 1, p;j) and XA 0D ~ Bin(n; 1, pij.irjr)-
We, respectively, apply Lemma A.4 with the following parameters:

k = Bn,
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(a1, a2, a3 a4):( afy a1 af) 2 af| o )
T Jp VBT =P agr, BT Pn)
k=pn,
(a1, ay, a3 a4):( a3 a5 12 a3 11 a3 01 )
T g VBT =P faga, B Pon)’
k=(1-pB)n,
(a1, ar, as a4):( afy @11 @201 a3 2 )
T Ja—pyn V2BA=Pn" [ pgyre V2BA=Fn/”
k=(1-pB)n,

o5 @ 11 CRD) @ 2 )
\/(1 _ 13)2,1’ V2B =B’ \/2(1 _ ,3)2,1’ V2B —B)n
These provide expressions of the form g(t, a1, a2, a3, as) (Definition A.3), where T € {8, 1 —

B} for the functions g11(a™), go2(a™), g12(a™®), g21 (™), respectively, within an additive error
of O(1/n); call these expressions qiTj (a™), which are continuous functions (suppressing the

(al,az,a3,a4)=<

dependence on y, 8). In fact, each q;(j (a*) is log-concave in R!0 (recall a;“j i = a;“/j/ ij) by
Lemma 6.3. This is because g(z, a1, a2, a3, a4) is seen to be log-concave 1n (ai, as, az, as).
Additionally, they are lower-bounded by an absolute constant in the range ||o*||s < 84/7,
which means

* <L

~

il 1-
5[l ah o) o)l @) P
(7.11) le*lloo<84/n
P DL DX

Now, notice that the initial portion of the integrand in square brackets has the property that
itis symmetric under simultaneously switching o, <> a5, af) 1) <> 03] 11, @5 2 <> @3]
(doing so in a way that continues to enforce the symmetry oz;“j’i, = o) i j). This can be seen
as “switching the roles of partitions A and B,” and one can see that it amounts to switching the
indices “12” and “21” wherever they appear. Additionally, the initial portion of the integrand
is symmetric under simultaneously switching o) <> a3,, af| 15 < @3 |5, @] 5] < 5 51
This can be seen as “switching the roles of A and Bj, as well as A and B;,” and it amounts
to switching “11” and “22” wherever they appear.

We can apply these symmetries and log-concavity to obtain an upper bound on the
integrand in (7.11). (As a basic example, if g(x,y) is log-concave and symmetric, then
g(x,y) =+/gx,y)g(y,x) < g((x +y)/2, (x + y)/2).) We obtain
(7.12)

T 1— 1—
(411 (@*)ady (@) (a] (@)ad; (@) '™ < (a], (@)a, (@) (a1 (@) a3 () P,
where
of +aX of, +aX
“51:“522—112 2, 0‘32—04/2127122 2,

*k * ES *
;g p oy gt oy p Ty
U112 = 01121 = A0 12 = U0 21 = 4 )

/ % / ok
U12.21 = %1221 ®11,0220 =011 ,22-
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‘We have

gt (o/):g(,B o CIIRE: o120 101 )
! L Jpn VBT’ g2, VBT Pon

and similar for the other values. But from Definition A.3, we see that g(t, aj, az, a3, as)
depends only on B, a; — a3, ax — as4. By a}, |, = &, ,; and similar, we may deduce that

o V2 —d ) b2 — a

al@) =g(p. " =12,0,0.0). gh(e) =8 221 0.0.0),
2B2%n 2B%n

. a2 — o

a1, () =g<1 -, 2122 0,0, o),
2(1=pB)°n

ay V2 —dhy s 0.0 0)

JLa—p2n

Now, since g(t, a1, az, az, a4) is log-concave in (ay, az, as, as), we see

o V2 —af 4 0.0 O>2=f</3 0‘/11,22—0511\/5)2
2ﬂ2n 9 9 9 9 2@ 9

g3, () =g<1 - B,

(7.13) qj | (a/)qu(a/) < g(ﬁ,

a2 —d 2
12 12,21 0,0,0)

q1(e)a3 (@) < g(l B,
J2(1 = B)*n
(7.14)

— f(l _B 1221 —0‘/12“/5>2
T 2V2n ’
using o, = by, @, »n= oz22 11» and similar as well as the relation between g and f de-
scribed in Definition A.3 (recall f from Definition 1.4). Now, (7.11) to (7.14) yield
*</ f(ﬂ “llzz_allﬁ)wnf(l B @ip.01 _0‘12\/5)2(1_’3)"
IO S S e - —_ P e
(7.15) lloe* loo <8+/n 2+/2n

2v/2n
-ef%za"*fz*% . i da*.
Now,
afy 2 — o V2 oy o+ V2 oy ) — V2 ajy 0 + 12

are linear combinations of o™, that is, v; - o™, vy - o™, v3-a™, vq - ™ for vectors vy, va, V3, V4 €

10 o
R™ (here we are assuming o™ only contains one of each symmetric pair o i = j).
One can easily check that vy, vy, v3, v4 are orthonormal vectors in R0, Thus, there exists a
completion to an orthonormal basis {vy, ..., vig} so that

ZO‘ +Z“uu

_ (@) 20 = @] V2)2 + (@] g + @ V22 + (@] ) — @]V2)7 + (@] ) +(pv2)?
2
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Reparametrizing the integration coordinates of (7.15) via this basis change, we find

2fn 2(1—B)n
X1 X2 10 2

* S A= 1— g, —) 2 ZJ 15 d
o fux||oos3zﬁf<ﬂ 2ﬁ> f( P 2/n ¢ o

2pn 2(1—B)n
< (pae) s(1-p52) et
11, 1x2| <32/ 2yn 2n

(716) nf f(ﬂ, xl)Zﬁnf(l _ ﬁ’ x2)2(1—ﬂ)n exp(_(lez + 2)(,'%)7’1) dx
Ix1l,|x2|<16

N

N

n/ exp(n(—2x} — 2x3 +2B1log £ (B, x1)
lx1],1x21<16

+2(1 = p)log f(1 = B, x2))) dx
Let Q be the region [—16, 16]2 C R2. Finally, (7.4), (7.5), (7.10) and (7.16) demonstrate
B[Ya(1}) = Y5 (n}) = 1] = PIE2)
<73 n/ (237 =223 +2Blog f(B.x1)+2(1=p) log f(1-B.x2)) g,
0
5”/ o1(—2x7 =233 +2B log f(B.x1)+2(1—p) log f (1-p.x2)) dx,
0

for n/n € [c, 1 — c]. Here we eliminated ¢~32" by noting that the region near x| = x, = —2
contributes at least exp(—32n), using |y| < 1.
Combining this with (7.2) and (7.3), we find

EX2 < (1+n)"EX, + (2”>

2
) (;) " / (263 =23 +26Tog £ (Bx1)+2(1-)log f(1—F.x2) g
n
0

c<B<l—c

2

c<p=<l—c

\/_
/ 12 10g2-2B10g B—2(1— ) log(1—B)—2x7 ~2x3+2p log f (B.x1)+2(1-) log f (1-B.x2)) g

+ (1 +n"EX,

1
S+ n)"EX, _|_ Z / nF2(B,x1,%2) 15

c<;‘3<1 c

Here the sum is over 8 with Bn € Z. We used Stirling’s formula.

Now, we split the sum over g into two regions. First, we consider g € [c, 0.001] U
[0.999, 1 — c]. Note that F> is symmetric under 8 <> 1 — 3, so up to a constant factor loss,
we may assume f € [c, 0.001]. By the first part of Assumption 1.5, we see F2(8, x1, x2) <
2supyeR Fi1(y), so

1
- )y [ e ax < (4 g2y exp(25up FL)).
\/ﬁ 0 eR
Be[c,0.001]U[0.999,1—¢] y

Combining with the lower bound in Lemma 3.2 (established below), this is bounded by (1 +
m"EX, so can be absorbed.
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Finally, we consider 8 € [0.001, 0.999]. By the second part of Assumption 1.5, the unique
optimizer of F>(8, x1, x3) for 8 € [0.001,0.999] and x1, x» € R occurs at (1/2, x*, x*) where
x* = argmax, g F1(x). Additionally, the Hessian of F, evaluated at (1/2, x*, x*) is strictly
negative definite. Therefore there is some small absolute constants 6,0’ > 0 and a box Q* =
(172, x*, x*) +[—6, 613 such that, for all (8, x1, x2) € Q*, we have

Fa(B, a1, a2) < Fa(1/2, %, x*) —0((B — 1/2)% + (x1 — x*)* + (x2 — x*))
and also F>(B,x1,x2) < F2(1/2,x*,x*) — 0’ for (B, x1,x2) ¢ Q* satisfying B € [0.001,
0.999]. Letting Q' = (x*, x*) + [—0, 012, we, therefore, find

1 nkF
. 2 (B.x1,x2) g,
Vn 2 /Q

0.001<8<0.999

< L > / /225 3 =0n((B=1/2% (0 ="+ 02— g gy
Q/
]

vn Bell/2+0
+ e(Fz(l/Z,X*,X*)fG/)n

ean(l/Z,x*,x*) 2 * %k ’
S 37/2 Z e—@l’l(/g—l/Z) +€(F2(1/2’x XM)—6")n
n

Bell/240]

2
,Sn_le”FZ(l/z’x*’x*) <167" (2:> exp(n sup Fz(,B,oel,oeg)).

Bel0,1]
Ol],Ole]R

We deduce

2
EX)Z, SA+n"EX, +167" <2nn> exp(n sup Fr(B, a1, oz2)>,
Bel0,1]

a,0p€R

as desired, proving Lemma 3.3.

7.2. The first moment of X,,. Now, we prove Lemma 3.2. As discussed earlier, it is sig-
nificantly easier, and we truncate some details (although take note that Lemma 3.2 provides
a matching lower bound, unlike Lemma 3.3, which we used in the proofs of Theorem 1.3
and Lemma 3.3).

7.2.1. Setup and transference. Let A1 = [n] and Ap ={n +1,...,2n}. Let & be the
event that G ~ G(2n, 1/2) is such that A; U Aj is a y/n-friendly partition. By linearity of
expectation, we have

2n
(7.17) EX, = (n>IP’[51].
By Propositions 5.4 and 5.7 with n replaced by min(es g, £€49)/2, we have
(7.18) PIE] = (1£n " DYP[E1 A Efreg 1 A Eir]-

Here we define £, just to be the appropriate set of conditions (in a sense a subset of those
from &y,r), guaranteeing that the degree sequences of G[A1], G[A2], G[A1, A;] satisfy A2
of Lemma 4.8 or B5 of Lemma 4.9. So Efrreg 1» Evar €nsure that, for the 2 + 1 graphs G[A1]

and G[A»] and bipartite G[A, A»], the degree sequences satisfy A/ to A3 of Lemma 4.8 and
B1 to B5 of Lemma 4.9, respectively. We deduce

(7.19) P[&) A EE

o
irreg, 1 A 6var] =p,

where p’ is the following probability:
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e For i € {1, 2}, sample the “degrees” dl‘; for v € A; (which should be thought of as corre-
sponding to the internal degrees deg(v, A;) for v € A;) from I} /2

e Sample the “degrees” 51’2) for ve Ay and dﬁz’l) for v € Ay (which correspond to the
bipartite degrees deg(v, Ay) for v € A and vice versa) jointly from I?/g
e Compute the probability that: (a) for each i € {1,2} and v € A;, we have

(7.20) di —dSD >y /n,

where indices are taken (mod 2), and (b) the resulting degree sequences satisfy 5i61:reg,1 A
g*

var*
This can be interpreted as the probability that if the degrees of our 1 + 2 graphs are sampled,
as in Lemmas 4.8 and 4.9, we have that A; U A; is y i/n-friendly (and the degree sequences
are not too irregular). Let p be the same probability without condition (b).
Understanding the “degree” distribution is relatively simple:

e Sample 2 + 1 parameters py, po ~ N (1/2, 1/(4n*> —4n)) and p1 o ~ N'(1/2,1/(8n?)) (all
conditional on being in (0, 1)), and let p2 1 = p1.2.

e Sample d! ~Bin(n — 1, p;) and d\""*" ~ Bin(n, p; ;+1) completely independently.

e Condition on the two divisibility conditions and one equality condition

(7.21) 2| Z di,
VEA;
(7.22) Z d\? = Z d@.
VEA] vEA,

The first step can be handled by taking a Gaussian integral over the 2 4+ 1 parameters, and the
second step is independent. Again, we handle the conditioning from the third step by use of
Bayes’ theorem and local central limit theorems, similar to Section 7.1.4, but now the local
central limit results used will be purely one-dimensional. We will also require a two-sided
bound, unlike before.

7.2.2. Upper bound. We clearly have p’ < p. Now, let p; = 1/2 + a;/+/4n? — 4n and
p12=1/24a12/ V/8n2. Let d denote the distribution over the joint “degree” distribution
and d* denote the distribution prior to conditioning on (7.21) and (7.22). We have, similar to
in Section 7.1.3,

p< / P5[(7.20)]e 2@ Hea4e12) g
o

B P -.[(7.21) and (7.22)[(7.20)]
< 8n P** 2 d
~e +/ua||oo54 #1020 P.[(721) and (7.22)]

Now, the denominator is easily seen to be ®(1/n). Indeed, for the denominator we re-
quire two independent sums of random variables to be even, and a signed sum of random
variables to be 0. It follows, for example, from a local central limit theorem for log-concave
random variables ([6]) and the fact that the mean of this signed sum can be seen to be within
standard-deviation-range (up to a constant factor) of 0. (Here we are using that the binomial
random variable is log-concave, hence a pair of independent binomials is log-concave, hence
conditioning on a single linear inequality keeps the distribution log-concave, and finally that

the marginal of a log-concave discrete distribution is log-concave [27].)
To estimate the numerator, first note that upon conditioning on (7.20) and all values d
1()2’1), we are left with independent randomness for the dlf and dﬁ values. The probability

both sums are even is easily seen to be approximately 1/4. Thus, we find
P 7[(7.21) and (7.22)|(7.20)] = (1/4 + o(1))P 7 [(7.22)[(7.20)].

—3eitagtaiy) 40

(1,2)
v

B
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Now, note that the dlgl’z), dlgz’]) are jointly independent, and thus it is easy to see (e.g., via
the Lévy—Kolmogorov—Rogozin inequality [41]) that P 7 [(7.22)[(7.20)] < 1/n. Overall, we
deduce

/ P [(7.20)] da.
oo <4/7

Now, at this stage, let us define p; =1/2 4+« /(2n) and p; ;41 =1/2 + a;‘ji+l/(2n\/§).
We see a* = (1 + O(1/n))a, so it is not hard to deduce

(7.23) prSe ™+ P 7 [(7.20))e 21+
lloe* loo <4/n

similar to the beginning of Section 7.1.5. At this stage, note that
P 7[(7.20)] =P[Bin(n — 1, 1/2 + &} /(2n)) — Bin(n, 1/2 + aT’Z/(Zn«@)) >y /n]"

-P[Bin(n — 1,1/2 + &}/(2n)) — Bin(n, 1/2 + o} ,/2n/2)) > y/n]".
By Lemma A.2 we deduce

2+aT?2) dOl*,

Pz a1

a’fz—a?‘ﬁ
P+ [(7.20)] < | Pz~ zZ > 24—
7+1(7.20)] ( z /\/(0,1)[ >yV2+ 27 ]

of, — a*ﬁ n
7.24 . 1,2 2
( . [Z = yﬁ 2ﬁ ])

o, — (o 4+ a¥)/2/272n
§PZ~N(0,1)[Z > yvV2+ 12 21ﬁ 2 ]

by Lemma 6.2.
Now, similar to Section 7.1.5, we may combine (7.23) and (7.24) and integrate the Gaus-
sian in the direction orthogonal to af , — (e} + oz;‘)\/i /2. Using an appropriate identity
(@} )2 —af —a})? + (v2-a*) + (v3 - a¥)
4

and changing variables (with x = (“T,zﬁ —aj —a3)/2), we deduce

a]"z + a’z"z + a]"?z =

2n

/ —8n d —1x2

o <Se M+ Pz n.1 |:Z2 «/§+—:| e 2" dx
|x|<8/n NOD Y 2n

<Sed 4 Pz-no.n][Z = (y + x)\/i]znefzxz" dx.
|x|<4
Finally, note that A(x) :=log(Pz~nr0,1H[Z > (y + x)+/2]) is concave; hence, adding —x?2
makes it strictly concave. Furthermore, let x* be the unique maximizer of —x? + i(x) on R.
We easily find

,Olge_Sn _+_62n supaelR(Fl(oe)—logZ)’

similar to Section 7.1.5. Furthermore, we easily check that, for |y| <1, e~ is lower order
than the supremum here.
Hence, p’ < 47" exp(2n sup, g F1(«)). Combining with (7.17) to (7.19), we deduce

EXx, $47" (2:) exp<2n sup Fj (a)),

aeR

as desired for the upper bound.
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7.2.3. Lower bound. For the lower bound, we must first find a way of removing the
condition (b) above. To this end, let us further consider the event defined by p’ with the
additional conditions |p; — p2| <2/n and ||p — 1/2|lcc < 1/+/n, and say it has probability
pp- Similarly, the event defined by p with the additional condition |p1 — p2| <2/n is po.
Clearly, p’ > pj.

We claim pj = (1 & n=*W) pg. To see this, note that po/ po is the following probability:
sample the “degree” distribution as above, with the additional conditions |p; — p2| <2/n
and ||p — 1/2|lco < 1/4/n; then further condition on (7.20). Then, consider the probabil-

ity both £ . | and &, hold. It is easy to see that this new distribution can be thought

irreg, ..
of as follows: sample p appropriately; then for each v € A;, sample (dl"), Sl’lﬂ)) ~

(Bin(n — 1, p;), Bin(n, p; j+1)), conditional on dl’; — ,SUH) > y+/n; then further condition

on 2| Y yes, df and Ypen, di? = Cpen, i

We claim that these latter conditions then occur with probability €2((1/2)2(1/n)). The
evenness conditions can be handled as in Section 7.2.2; the only condition of interest is (7.22).
For this, if p; = p», then it is the probability an alternating sum of i.i.d. binomials equals 0,
and a log-concave local limit theorem [6] will show the result. For |« — az| = O(1/n),
we again use [6] and simply note that the mean of the signed sum of binomials is within
standard-deviation-range (i.e., O (n)) of 0.

Letting the random model formed merely by sampling p, dfj, 5”“) and no further con-
ditioning be labeled 617* we, therefore, see it suffices to show

(7.25) P [Efreg 1 A Evgr] <n 0.

irreg, 1 varl —

This is easy to show using concentration of measure. Note that, for example, the dél’z) and

déz’ D are jointly independent in d". Tt is thus not too hard to use concentration of measure to
show (7.25), though we truncate the (relatively standard) details.

Thus, p’ = po. Now, pg is very similar to p and can be analyzed as in Section 7.2.2. Let R
denote the region in R3, defined by lltlle < 2+/n and | — az| < 4. We have

p 2 [ Pil(720))e 2@t gy
R

P, [(7.21) and (7.22)[(7.20)] _
P.l(721)and (7.22)]

Sitadtaly) g

> [ Ba10720)

Now, the denominator is easily seen to be ®(1/n) similar to Section 7.2.2, and above we
deduced that the numerator is Q(1/n). Further reparametrizing to p; = 1/2 + «}/(2n) and

Piiv1=1/24+ Ol;'ji+l/(2n«/§), overall we find

(7.26) P> / P [(7.20)]e~ et red+el) g,
R*

where R* is the region ||a*||oo < +/n and o] — 2| < 2.

Now, using the first line of (7.24), |a} — o3| = O(1), and [[@*||ec = O(/n), we easily
deduce that

)= (@ + a§>~f2/2rn

Vi
P:[(7.20)] 2 Pz~ zZ > 2 :
7+ [(7.20)] 2 P2 /\/(0,1)|: >yvV2+ NG

Let us focus on the region Q* where, additionally,
Jorf s = (e +5)v2/2 = @V2n)x*| < V2,

where x* = argmax, . F1(x).
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Change coordinates in (7.26), similar to Section 7.2.2, with x = (oz’f,zﬁ —af —a3)/2.
Integrating with respect to the other coordinates, we find

r>

~Y

/ PzenonlZ2z(y + x/(zx/ﬁ))«/i]zne_%xz dx
lx—Q2y/n)x*|<1

>

~

«/ﬁf PZNN(()’I) [Z > (y +X)\/§]2n€_2x2n dx
lx—x*|<1/(2y/n)

>

~

n exp(2n(F)(x) —log2))dx.
/Ix—X*Isl/(Z«/ﬁ) (2n( )

Since x = x* maximizes the expression in the exponent of the integrand, we see that

2n(Fj(x) — log?2) stays within a range of size O (1) when |x — x*| < 1/(24/n); hence,

1
o > n- T ‘exp(Zn sup (Fi (x) — log2)>.

xeR

Combining this with (7.17) to (7.19), we obtain

EX, 247" (%7) exp<2n sup Fj (a)),

aeR

completing the lower bound of Lemma 3.2 and hence the proof.

APPENDIX A: BINOMIAL DISTRIBUTION COMPUTATIONS

We will require a number of precise asymptotics associated to the binomial random vari-
ables.

LEMMA A.1. Fix C > 1 such that max{|ai|, |az|} < C. Then for n large,

P[Bin(n, 1/2 + az/(25/n)) — Bin(n — £, 1/2 4 a1 /(2/n)) =1]

1 — —1+£/2\? o
= «/ﬁexp(—(l2 3 23 tj/_ﬁ/ ) + Oc, ¢ (; + %)) + exp(—((logn)?)).

PROOF. If |t| > \/nlogn/4, then the result easily follows by the Azuma-Hoeffding
inequality, so assume |7| < y/nlogn/4. Consider the range of values k € [0,n], and let
T =k —n/2. Note that

P[Bin(n, 1/2+ a2/ (2y/n)) — Bin(n — £, 1/2+ a1 /2/m)) =1]
G )
(o) (2
+ exp(—$2((logn)?))
L))

' <l a_%)(n—@)/2<1/2 +a1/(2ﬁ)>r+8/2—t
12— a1/ @)

+ exp(—2((log n)z))

4 4n
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2 a?  a? 2wt 2a1(t+0/2—1 272
-~ Z exp(__]__2+ 2 + 1( / )__

T =i logn 2 2 Jn Jn n

2zt +¢/2)?
)

1 4 4
: (1 + OC,Z|<; + 7 ;t )) +exp(—Q((logn)?))

e—ﬁ(ﬁ—alﬁﬁ-azﬁ—%)z 1
- Jan NeZIoI)

lk—n/2|<\/nlogn

'eXp(_%(f 4t _“lﬁ_“2f—2z)2)

4

1 4 4
(14 0csu(, + 5 ) ) Fexp(-2(ogn?)
1 - —t+£/2)\? 1
= \/ﬁexp(—(a2 7 4y ﬁ/ ) + OC,|£<; + ;)) +exp(—Q((logn)?)),

where we have used Stirling’s formula and that exp(2¢) — (141)/(1 —t) = O (¢>) for |t] < 1/2
and the approximation of sum via a Riemann integral. [J]

We will now derive a number of further estimates which, ultimately, are based on
Lemma A.1.

LEMMA A.2. Fix C > 1 such that max{|ay|, |az|} < C. Then
IP’[B'( 11+a1> B'( 1+a2)
infn—1,-—+——|) —Bin|n, =
"o 2T o

k\/i a) —aj 1
=P, zZ>— Ocl-).
Z /\/’(0,1)|: =/ + NG :|+ c<n>

PROOF. Applying Lemma A.1, we have that
Flpin(n =t 5+ 50) B3+ 50) 24
infln—1,-4+—=)—Binln, -+ —= ) >
2 2n 2 2yn
on(n+575) ~Pnlr 5450 =
= in|n,-+——=)—-Binln—1,-+—) <—
2 2yn 2 2yn
1 ar—a;  —t+1/2)\2 1)
LI kel (5 v
_ iloenei<—k VN 2 Jn n o n

+ exp(—Q((logn)z))

= Z ﬁexp(—(az ;al + _tj;ﬂ)z) + 0C<%)

—/nlogn<t<—k

/—k+1/2 1 < (az—al N —r+1/2>2>dt+0 <1)
= €X — —
o0 JTTn p 2 Jn “\n

v

d
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—k ay —ap t\? 1
= — — dt + Oc| —
Lo zmeon(-(3%+ ) Jar+oe(5)
—k/2 2
(-5 ) e oe(;)
= exp| — +—) Jdz+ Oc| -
/;oo 27 P 2 \/E ¢ n
k\/i ap — aj 1
= PZ~N(0,1)[Z > —+ } + 0c<;),

where to replace the sum by the correspondmg integral we have used midpoint rule for ap-
proximating integrals (which in turn easily follows from the Euler—Maclaurin formula). [

For the second estimate, we define notation for ease of use.

DEFINITION A.3. Giveny € [—1,1]and B € (0, 1) and a1, a>, a3, as € R, we define

gy(B,a1,a2,a3,a4)

1 _ R
= Pzi~N(O,1)[\/§Z1 + \/?Zz >y + (a3 —ap + (‘2’4 az)(1 —B)
/ 1— _ s — a1 —
A §Z1 _\/¥Z2 >y + (az —a)p (24 az)( ﬁ):|.

We will often suppress the y in the notation. We see g(8,a1,0,0,0) = f(B8, —a18/2) with
notation, as in Definition 1.4.

LEMMA A.4. Fix C > 1. Let |a;]| < C for i e [4] and k = Bn, where min(8, 1 —
B) = 1/C. Furthermore, let X1 ~ Bin(k — 1, 2 + 3 ) X, ~ Bin(n — k, l i) X3~

Bin(k, . 5 + ) and X4 ~ Bin(n — k, 1 3 + ) Flnally, let T be an integer and y =T'/+/n.
Then

PX1 —Xs3+Xo—Xu4>T AX1 —X35—Xp+X4>T]
1
=g,(B.a1,a2,a3,a4) + 0c(;>-
PROOF. LetT| = X| — X3z and T» = X» — X4. By Lemma A.1 we have
PX1 —X3+Xo—X4>2T AX1 — X3 - X2+ X4 >T]

> PN =1]P[Tr =1)]
t1£tH>T

B 1 (a3 —aDVk 114 1/2)\2
= X Jn/k(n—k)eXp<_( N ﬁ)

<1+ <./nlogn

_ ((614—a2)«/l’l—k+ ) )2
2/n Jn—k

1 Ao
4 OC<E + %)) + exp(—£((logn)?))

B 1 (a3 —aVk 114 1/2)\2
= X m/k(n—k)eXp(_( N ﬁ)

C<t+n<nlogn
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(T )

e

F<tlit2<flogn

—(W‘Qfﬁifﬁ29>MM+@%3

- /1t1+1 ./:241-;:2 e k(n —%) eXp<_((a3 ;:/%NE * %)2

F<t1i12<flogn
_ /n—k 2 1
- ((‘” @vn—k  _m ) )dmd£+0c<—>
2/n Jn—k n

(t+D/VE p(+1/2)/v/n—k (a3 —a1)/B 2
B L el (2720
VR =1/ )ik T 2

n+1/2 pntl1/2 ( <(a3_a1)f £+1/2>2
n—172 Jn—12 w k(n— vk

r<n it2<flogn

(4= ) Jamae - oc ;)

+D)/VE (+1/2)/v/n—k | (a3 —a1)/B 2
DL el (e
(h—1/2)/Jn—k T 2

_ ((cu—azz)m +m)2)

<t £t <00 n/Vk

1
dmdl + Oc (—)
n

_ 2 _ 1 _ 2
= —exp(—(M +£) — ((a4 V1= F —l—m) ))dédm
r<tVktmy/n—k T 2 2

1
+oc<;>
:PZi~N(0,1)[\/§Z1+\/¥Zzzﬁ+ as —a)p 5214 a B

p 1-p (a3 —a)p — (a4—a2)(1—ﬁ)]+oc<1>

A|=Z1—|——Zp > —
27! 2 ﬁ + 2
In the second-to-last line, one can see the necessary equality by considering the error terms at
the line I' = ¢/k +m~/n — k vs. the given boxes (similar to the Euler—-Maclaurin transference
between sum and integral in the proof of Lemma A.2). [

n

APPENDIX B: COMPUTER ASSISTED VERIFICATION

We now proceed via a delicate computer assisted verification in order to prove Assump-
tion 1.5. We state a series of numerical claims, which will be used to prove Assumption 1.5.
Notice by symmetry of the variational problem that we may assume that g € [0, 1/2]. The
first claim will handle the most numerically unstable part of the claim when 8 is contained in
the initial segment g8 € [0, 0.001].
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CLAIM B.1. Lety € [Verit — €15, Verit + €1.5]- Then

sup  Fa(B, a1, o) =2 sup Fi(a).
B€[0,0.001] aeR
Otl,OlQER

We next control the case when 8 € [0.001, 0.495].

CLAIM B.2. Lety € [Verit — €1.5, Verit + €1.5]. Then

sup Fa(Bar,an) < —107°.
B€[0.001,0.495]
ocl,ocze]R

We next localize the region of interest to 8 € [0.495, 0.5] and «; € [—0.449, —0.441].

CLAIM B.3. Lety € [Verit — €1.5, Yerit + €1.5]. Then

sup BB, a1, a2) < 107°.
B€[0.495,0.5]
(a1,02)¢[—0.449,-0.441]?

Finally, in this local region, we check that the associated Hessian is strictly negative defi-
nite.

CLAIM B.4. Let y € [Verit — €15, Verit + €1.5]. There exists an absolute constant § > 0
such that F»(B8, o1, ap): R3->R satisfies
32F2 32F2 82F2
80{12 da1day  da1dp
32F2 32F2 32F2
da0on 80{% dardp
3°F, 3PF P
da1dB8  dapdB B2
for B €[0.495,0.505] and a; € [—0.449, —0.441], where I3 is the 3 x 3 identity matrix and
=< denotes the semidefinite order.

< =61

We now deduce the result, given the claims outlined above.

PROOF OF ASSUMPTION 1.5. We first notice that

sup F2(B, a1, 00) > max(4 sup F1(a), 2 sup Fy (a)).
Bel0,1] aeR acR
O[],OlzGR
This follows by evaluating F(B8,a1,02) at (B,a1,0) at  (1/2,a(y),
a(y)) and (0, —1, a(y)), respectively. Furthermore, note that, for y € [Verit — €1.5, Yerit +
£15], we have
log2 + sup —a” + Pzn0.)[Z = (v + «)V2]

aeR

=log2 + sup —a’ + Pzn0.0[Z = Verit + 01)«/5] ters
aeR

€ [—¢15, €151,
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where we have used that the derivative of x — P[Z > x] is bounded by 1/+/27 in magnitude.
So sup, g F1(a) € [—¢€1.5, €1.5] for y in this range.

Therefore, by Claim B.2 and &1 5 = 10~23, it suffices to consider when B €10,0.001] or
when 8 € [0.495, 0.5]. For the former case, note that the result follows immediately from
Claim B.1. For the latter case, note that it suffices to check 8 € [0.495,0.5] and o, o €
[—0.449, —0.441] by Claim B.3. Note that this also implies for y € [Verit — €1.5, Verit + €1.5)
that a(y) € [—0.449, —0.441].

Finally note that F> is symmetric under the transformation F>(8, o1, az) = Fo(1 —
B, a2, a1). This implies that the gradient of F> vanishes at (1/2, «(y), «(y)). By Claim B.4
we know that F is concave on this region, so the desired result follows immediately. [

We now proceed with the proof of each individual claim in the remaining subsections. The
proof of each of these claims is computer-assisted, but the vast majority of the computational
effort occurs in Claim B.2 and Claim B.3.

B.1. Properties of f(B,a). We collect a series of general properties of f (8, «) which
will be used throughout the verification procedure. The first is an explicit formula for f (8, o)
which serves to make it more amenable to direct computation.

CLAIM B.5. We have that

Y Y N sy S S e S Y
r.0=[ ] mvmrm gt D g dnde

PROOF. This is an immediate consequence of the fact that Ty = /8/2Z; +
A —pB)/2Zy and T, = /B/2Z1 — /(1 — B)/2Z, are jointly Gaussian each having vari-

ance 1/2 and with covariance 8 — 1/2 between the two. In particular, 77, 7> have covariance
matrix X, where

E:[ﬂi/f/z ﬂf/;/z}’ 2l [1/2 1/2_’3],

Ba—-pL/2- 1/2
and thus,
f(B,a)
Sl S Sy S o S W .
_/V+oe/y+ot 2n/B(1 — B) exp( 4ﬂ(1—,3)(t1 +t2) ﬂ(l_ﬂ)tltz)dfldfz- O

We will also require the following substantially more efficient and more numerically stable
version of Claim B.5. The gain in efficiency stems from the fact that two-dimensional inte-
grals are substantially more difficult to compute and less accurate than their one-dimensional
counterparts.

CLAIM B.6. We have that

2
o [Py (2 +a>2) (f—ﬁwa) 2 )z
(6. 271/0 (=) exp 1+x dx —0 N2 dx ),

where p =28 — 1.

PROOF. Thisis precisely [13], (6), withp =28 —1andh =k = (y +&)+/2 (note that the
Gaussians 77, T» in the proof of Claim B.5 have variance 1/2, not 1, hence the normalization).
O
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We note that, when computing f (8, «) and the associated derivatives (see Claim B.8) in
the rigorous python-f1int, we must truncate various integral to a large finite region. We
truncate such integrals, treating replacing oo by a cutoff amount (10%) and straightforward
bounds verify that this truncation is easily absorbed in the reported error bounds.

A crucial portion of our analysis will rely on the following upper and lower bounds for
f(B,a) when B and « are restricted in particular intervals. These will allow us to bound
F>(B, a1, @2) by a uniform function which handles all § in a specified interval at once. This
is crucial as the associated envelope function on the interval will furthermore be convex in
a1, oz, and, therefore, finding the corresponding maximum will be amenable to a fixed-point
iteration. We return to the precise form of this iteration in the subsequent subsections. In
the statement below, the probabilistic event X £ Y > ¢ will serve as shorthand notation for
X+Y>tAX-Y >t

LEMMA B.7. Fix y, and suppose that 8 € [n1,n2] C [0, 1]. If —y <a <0, then
f,o) < f(Ba) < f(n,a).
Else ifa < —y, then

1 —
P[V%Zli\/ 2= /%(yw)}
1 —
Sf(ﬂ,a)fp[,/%zli,/ 2”2222 /%(yﬂ:)].

PROOF. We consider the upper bound for the second inequality (the case @ < —y). Note
that f(B, o) corresponds to integrating the standard bivariate normal density between the

lines \/gzl + 4/ #zg >y + o and \/gzl —/ #Zz > y + «. Note that these lines intersect
at the point (\/% (y + «),0) and the lines emanating from this point have slopes ./ % and

-/ % Note that shifting 8 to 1, and the intersection point of the lines to (,/ %(y +a),0)
gives a strictly larger region and corresponds to the upper bound. The remaining three in-
equalities are obtained in an identical manner. [

We will also require the following explicit formula for the partial derivative of f (8, @) in

o.
CLAIM B.8. We have that
2
0a f(B.a)= NG exp(—(y +a)*)P[/28(1 = B)Z = 2 —2B)(y +a)].
PROOF. By symmetry we compute that
3a f (B, a)
00 1 1 1/2-8
=2 S S— 2 [ S )d
[ rrmrmee a0~ gyt an
2 o [ I L+ =28 +a)
== GFoelo ) || Sy (g )

2
== exp(—(y +a)’)P[\28(1 = H)Z = 2 = 2B)(y +a)]. 0
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Finally, we will repeatedly require the following elementary estimate that a point with
small derivative can be used, when combined with an a priori second derivative estimate and
a gradient bound, to derive an upper bound on the function.

LEMMA B.9. Let f: R — R such that 25 f (x) < —M <0. Then

f(2)?
oM

sup f(x) < inf f(2) +

xeR

PROOF. Given any z € R, a straightforward application of Taylor’s theorem shows that

/ M 2
fO=f@+f (z)(x—z)—y(x—z) :

The quadratic on the right is maximized when x = z — f/(z)/M, which implies f(x) <
f @) + f'(2)?/(2M). Now, taking a supremum over x and infimum over z finishes. [J

An identical bivariate version of the above claim follows from the one-variable version,
considering a line between the points x, z of interest.

LEMMA B.10. Let f: R2 — R such that sz(x) < —MI, <0, where I is the 2 x 2
identity matrix and < denotes the semidefinite order. Then

. - IVF@I3
S < inf + —-=.
;3152 fx) < nf, f@ 1

B.2. Bounds on yqj¢. In order to proceed with our analysis, we will require sufficiently
precise bounds on the value of Y.

CLAIM B.11. We have
0.24841951 < Yerit < 0.24841959.

PROOF. Notice that F(«) satisfies aanZFl (a) < —2 due to Lemma 6.2.

Letting y = 0.24841951 and o = —0.445183267, we have Fj(a) > 4 - 10~8 by numerical
computation, and this provides the necessary lower bound on ;.

For the upper bound, we set y = 0.24841959 and o = —0.44518333. We have Fj(x) <
—2.107% and |F 1/ ()] <107 by numerical computation. This implies the desired result via
LemmaB.9. [J

The most important technical point for Claim B.11 is hidden under the hood of producing
the candidate values for Claim B.11. In theory these bounds could be produced via a repeated
bisection procedure, but a more tailored optimization approach exists which relies on the
structure of F7 and F; in a precise manner. The key idea is to rely on a fixed-point iteration
where the fixed point corresponds to a critical point of our desired function. In particular,
note that

_exp(=(y +@)?)
VAPIZ = (v + a)V/2]

Rearranging the equation F(«) =0, we are naturally led to an iterative procedure with
—exp(=(y +a)?)

2JAPIZ = (v + ai)V2]

F(a) = —2a

Q] =
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Starting with even very crude estimates for «, the above procedure converges to a numerical
fixed point extraordinarily quickly (being that this is in essence a proxy for Newton iteration
tailored to this problem).

Furthermore, the separable nature of F>(B, a1, op) with respect to the variables oy, a»
allows an essentially identical procedure to produce upper bound on F>(8, a1, o) for fixed
B. The crucial issue for Lemma B.7, therefore, is that the functional form we use is chosen to
bound an interval of 8 values uniformly, while still allowing for a fixed point iteration of the
form specified to succeed.

B.3. Proof of Claim B.1. For the proof of Claim B.1, the key idea is that for fixed o,
oy the derivative in 8 of F>(fB, a1, ap) is —oo at B = 0. This is a manifestation of the fact
that the model exhibits a frozen 1-RSB structure and the proof is a sufficiently quantitative
version of this fact.

PrROOF OF CLAIM B.1. Notice that

F>(B, a1, @) <2log2 —2Blog B —2(1 — B)log(1 — B) — 2a3 +2(1 — B) log f (1 — B, a).
So, letting

G2(B, az) =2log2 —2Blog B —2(1 — B)log(1 — B) — 2053 +2(1 — B)log f (1 — B, a2),
we will prove the stronger claim that

sup  G2(B,a2) =2sup Fi(w).
$<[0,0.001] acR
(XQER
We first prove that it suffices to restrict attention to the case where —0.53 < oy < —0.37. By
numerical computation and g € [0, 0.001], we find

G2(B, @) <2log2+0.01582 4+ 2(1 — 0.001)(—a2 +1og P[Z > (y + a2)V/2]).

Note that this upper bound, call it H («3), is a concave function of oo by Lemma 6.2. We
can check H(az) < —1073 for an € {—0.53, —0.37} and H(—0.45) > 102 by numeri-
cal computation. Thus, H is increasing on (—oo, —0.53] and decreasing on [—0.37, +00),
so H(ap) < —1073 for an ¢ [—0.53, —0.37]. From the proof of Assumption 1.5, recall
that sup,cr Fi1(a) € [—€15,€1.5]. Thus, we immediately find that it suffices to consider
ay € [—0.53, —0.37].

A trivial inequality and the second part of Lemma B.7 (recall Claim B.11) yields

fA—B,a2) = f(1—p,-0.37) > IP’[\/O'9299Z1 :l:\/ogo1 Zy > ~/0.999(y —0.37)] >0.538

by numerical computation for the final inequality. We next note that

9
ﬁGz(ﬂ,az)
=2log(1 — B) —2log B — 210 f(l—ﬁa)—kui[f(l—ﬁ )]
CoE ® : T =B,y 0B '
201—-B) @
1.239 — 21 P T -B,
< 0gﬁ+f(1_ﬁ’a2)aﬁ[f( B a2)]

by the previous inequality, numerical computation, and g € [0, 0.001].
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Notice from Claim B.5 and differentiation under the integral sign that

ﬂ[f(l —B.)]
_ P(t1, 12, B) (BXP(_W(’IZ"'IZZ) 5(11//32)t1t2)>dt dt
oo 4B — B))2 2B = P) L

where
P(t1, 12, ) =2(1 = BY(B) (=1 +2B) + (1 — B)*(t1 — )* — B*(t + 1)*

<2(1 - B)B*+ (1 — B)*((t1 — 12)* — 2B).
This implies that

5 DL~ o]
<M
- 2(=p)
((1‘1_1‘2)2 28) eXP( IB(1— ﬁ)(tl‘f’tzz) (1 5)1‘11‘2))
dnyd
" [y+a,00]? 4p2 < 27 /B = B) nan

Performing an identical change of variables to that in Claim B.5 (in the reverse direction and
with g replaced by 1 — ), we find

5 21-8)
26 1239 — 2log f + — P _
502 (B0 = eBt g Q)Bﬂ[f( B, )]
_pEIZ - )1/ 5z, + /8
<2239~ 2logf + S —P) (23~ D1y 5" 2 Z2zytel
B f(l—/8 az)

Notice that a trivial inequality and Lemma B.7 yield

fd=B,a) < f(1-p,-0.53) < ]P’[Z] > (y — 0.53)] <0.611

1
+/0.999

by numerical computation.

Now, we find E[(Z% — 1)1[,/#21 + \/gzz >y + a2]] < 0 since it is even true for
any fixed value of Z; (conditioning a Gaussian to lie in a symmetric interval containing O
only decreases its variance). In fact, using the transformation z; = /2/(1 — B)(y + a2) +
B/ — B)t, we have the inequality

E[(zg— 1)1 ,/%zl i@Zgiy—l—ag

./f (x2 = 1e* 22
1 V21

exp(—(y — 0.53)%2/0.999) 10 pr (x2 = 1)e—*2/2
= \/E ' \/B‘/ / —j'[dx dt

dxdt

<-0.29/8
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by numerical computation for the last line. In the first inequality, we used that for ¢ € [0, 10]
we have y — 0.53 < z; < —(y — 0.53) by numerical computation. We also used the earlier
observation that conditioning a Gaussian to lie in [—#,#] will only decrease its variance,
which corresponds to the fact fi,(x2 - l)e_xz/z/\/ﬁdx <0.

Putting together the previous three centered inequalities, we have that

1.635 /
@GZ('B o) <2.239 — 210gﬂ+TE 22—1 Zl \/72>y—|—a2

0.47
<2239 —logB — —

VB
by numerical computation.
The integral of the right side above from g = 0 to 0.001 is strictly negative by nu-
merical computation. Therefore, the maximum of G,(8, «p) is achieved when g = 0 for
a € [—0.53, —0.37]. The result then follows by definition of F| and of G,. [

B.4. Proof of Claim B.2. Note that, since f(B,«) is a decreasing function of y, it
suffices to verify Claim B.2 when y = 0.2484195 < vt — €15 (wWhere we have used
Claim B.11).

B.4.1. Initial segment of Claim B.2. We first handle the case where 8 € [0.001, 0.005]
via dropping the variable o1 in analogy with the proof of Claim B.1; we do this since f (8, a1)
is numerically sensitive to compute for sufficiently small values of 8.

CLAIM B.12. Let y =0.2484195. We have
sup  Fa(Bap,an) < —1077.
B<[0.001,0.005]

ap,0p€R
==y

PROOF. Suppose that 8 € [n1, n2] with n» <1/2 and o < —y. Notice that
F(B, a1, a2)
=2log2 —2Blog B —2(1 — B)log(l — B) — 2a} — 23
+2Blog f(B,a1) +2(1 — B)log f(1 — B, 2)
<2log2 —2Blog B —2(1 — B)log(l — B) — 25 +2(1 — B)log f (1 — B, ar2)
<2log2 — 2nylogn — 2(1 — 2) log(1 — m2) — 205 +2(1 — 1) log £ (1 — B, at2)

<2log2 —2mplogny —2(1 — ma) log(1 — m2) — 203

+20 -y tog (B [F 5121+ N . L w)])
2 2 I—n

where we used Lemma B.7 in the last line.

We now segment f into the intervals [j - 1074, (j 4+ 1) - 107#] for j = 10 to j = 49. For
each of these intervals considered, write it as [n1, 2], and note that the above inequality
provides a single univariate function in «, independent of 8, which we can use to provide an
upper bound to F>(8, o1, a2) for B in the specified interval and oy < —y . Furthermore, this
function satisfies a second derivative guarantee necessary to apply Lemma B.9, which allows
us to reduce the checking to a finite numerical computation. [J
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CLAIM B.13. Let y =0.2484195. We have

sup Fa(B,a1,02) < —1072,
B<[0.001,0.005]
op,00€R
==y

PROOF. Suppose that 8 € [n1, n2] with np < 1/2 and @ > —y. Notice that

Fy(B. a1, a2) =2log2 —2Blog B — 2(1 — B) log(l — B) — 2] — 203
+2Blog f(B,a1) +2(1 — B)log f(1 — B, @2)
<2log2 —2mlogny —2(1 — n2) log(1 — n2)
— 205 +2(1 — ) log f(1 — 0y, o2)

by Lemma B.7. We now segment f into the intervals [j - 1073, (j + 1) - 1073] for j =1
to j =4. It is important to note that the o € R attaining the maximum of the right will lie
outside the range where oy > —y.

Let

G(az) =2log2 — 2 logny — 2(1 — n2) log(1 — n2) — 25 +2(1 — ) log f (1 — n1, @2)

and o5 = argmax,, g G(2). By the log-concavity of f (1 —n2, @) (Lemma 6.3), we have
that G” (o) < —2, and thus,

G(a2) = G(aa) + 2(a2 — 05)2

is concave. As G’ (e3) =0 and G is concave, we have that G () < 6((1;) = G(a3) for all
a. This implies that

G(w) <G(a}) —2(a2 — 01’2")2,
and, therefore,

2
sup G(a2) < sup G(a2) —2(5 +¥) Lag<—y-
==y arER
This allows us to incorporate an additional correction term in certain cases. We verify this by
finding a “numerical optimizer” of G and certify it is close to a5 by checking it has small
derivative. Numerical computation finishes. []

B.4.2. Upper segment of Claim B.2 in noncritical regions. For y = yq and =~ 1/2,
we have that the maximizers satisfy o1, oy & —0.445. Therefore, if not both y + o1 <0 and
vy + ap <0, then given a sufficiently fine decomposition into intervals, one can certify the
necessary upper bound, even up to 8 = 1/2 instead of just 0.495. We carry out this procedure
in this subsection. As before, since we are concerned only with upper bounds, we may assume
that y = 0.2484195; additionally, we will be increasingly brief in these proofs since they are
quite close in nature to the bounds derived in Claims B.12 and B.13.

CLAIM B.14. Let y =0.2484195. We have

sup  Fa(B,ar,ap) < —1073,
B€[0.005,0.5]

op,0=—y
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PROOF. Suppose that 8 € [n1, n2] with 2 < 1/2 and o1, 2> > —y. Notice that, by
Lemma B.7,

Fa(B, a1, a2) < 2log2 — 2malogny — 2(1 — n2) log(1 — n2) — 2af + 21 log f (2, @1)
—2a3 +2(1 — ) log f(1 — 51, @2).

We now segment 8 into [j - 1073, (j 4+ 1) - 1073 for j =5to j =19 and [j - 1072, (j +
1)-107%] for j=2to j = 49 and incorporate corrections, as carried out in Claim B.13 for
both o and a» when applicable, that is, when the optimum over all of R disagrees with the
optimum in the desired interval. (Notice that we can perform the optimizations over the two
variables independently and sum the resulting values.) Numerical computation finishes. [J

CLAIM B.15. Let y =0.2484195. We have

sup Py, ar, ) < —1073,
B€[0.005,0.5]
o)==y, 02=2—y

PROOF. Suppose that 8 € [, n2] withny <1/2and oy < —y and @y > —y. Lemma B.7
gives

F(B,ay,a2) <2log2 — 22 logny — 2(1 — n2) log(1 — n2)
— 20{% +2(1 —ny)log f(1 —n1, )

—2a1+2mlog ,/ Zi+ ,/ /"2(y+a1>

Wenowsegmentﬁlnto j-1073, (G+1)- 1073 for j=5to j=19and [j- 1072, (j+1)-
1072] for j =2 to j = 49 and incorporate the corrections, as carried out in Claim B.13 for
both 1 and ap when applicable. Numerical computation finishes. [

CLAIM B.16. Let y =0.2484195. We have

sup  F(B, a1, @0) < —1072.
B€[0.005,0.5]
(241 Z_%a2§_y

PROOF. Supposethat 8 € [, n2] withny <1/2and @y > —y and wp < —y.Lemma B.7
gives

Fy(B, a1, a2) < 2log2 — 2nalog ny — 2(1 — n2) log(1 — 12) — 207 + 211 log f (2, 1)

\/72>

Wenowsegmentﬂ into [j-1073, (j+1)- 103 for j =5to j=19and [j - 1072, (j + 1) -
1072] for j =2 to j =49 and incorporate the corrections as specified in Claim B.13 for both
a1 and ap when applicable. Numerical computation finishes. [

— 205 +2(1 — 1) 10g (J/ + Otz)

B.4.3. Upper segment of Claim B.2 in critical region. We now handle the final region
of Claim B.2. This procedure is essentially identical to the previous claims, but the set of
intervals required is substantially more intricate as the maximum, which is near 0, is attained
in this region.
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CLAIM B.17. Let y =0.2484195. We have that

sup Fy(B, a1, @) < —107°.
B[0.005,0.495]
o1,0=—=y

PROOF. Suppose that § € [n1, n2] with np < 1/2 and o1, @y < —y. Notice that

Fy(B, a1, a2) <21og(2) — 2m2logna — 2(1 — n2) log(1 —n2)

1_
—2af+277110g<IP’[‘/@Z1i,/ "2222 E()/ +0ll)]>
2 2 n
1— 1—
— 202 +2(1 —nz)log(P[,/ N2+ Pzy> [Z= My +az)D~
2 2 1—mn

The partition for 8 in this region is substantially more involved; we take [j - 1073, (j + 1) -
1073 for j=5t0 j=19,[j-1072,(j+1)-1072] for j =2to j =24, [j-1073,(j +
1)-1073] for j =250 to j =424, [j - 1074, (j + 1) - 107#] for j = 4250 to j = 4724,
[i-(5-10H71 (j+1)-(5-10% 1 for j =23,625t0 j =24,299,[j-1073, (j+1)-1073] for
j=48,600t0 j =48,799, [j-(2-10%) 71, (j4+1)-(2-10%) "] for j = 97,600 to j = 98,749,
and finally [j - (4-10°)~!, (j + 1) - (4-10%)~!] for j = 197,500 to j = 197,999. Numerical
computation finishes. [

We are now in position to prove Claim B.2.

PROOF OF CLAIM B.2. This is an immediate consequence of combining Claims B.12
toB.17. O

B.S. Proof of Claim B.3. The proof of Claim B.3 is closely related to the proofs of
various claims given in Claim B.2. Note that Claims B.14 to B.16 handle g up to 1/2, so we
only need to refine our estimates in the critical region where o1, @y < —y. Additionally, we
may assume 8 € [0.495, 0.5] by Claim B.17.

However, in the neighborhood of (a1, ap) = (—0.445, —0.445), our function might be
positive. So some care is required to show that it is negative away from a neighborhood of
this point. To do this, we show that there is a point in this neighborhood which has not too
large value (potentially positive) and small partial derivatives in 1, o However, our function
is strongly concave. Therefore, moving far enough from this point will force our function to
be negative.

PROOF OF CLAIM B.3. As before, it suffices to prove the claim conditional on y =
0.2484195. Furthermore, it suffices to consider «;, ®p < —y by Claims B.14 to B.16 and
B €10.495, 0.5] by Claim B.17. Now, if 8 € [n1, n2] with n» <1/2 and o1, ap < —y, then

F(B, a1, 02) <2log2 —2n2logny — 2(1 — n2) log(1 — n2)

1 —
—2a%+2nllog<P[‘/@Zli 772222 @(V +0l1)]>
2 2 n
2 L—m n I—m
— 205 +2(1 — ) log( P 122> [—(y +a)
2 2 L—m

=:Ga(ay, x2).
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We break g into segments [j - (4 - 10971, (j + 1) - (4 - 10°)~'] for j = 198,000 to j =
199,999. For each interval of the form [71, 2] using numerical computation, we produce a
point (a, 3) such that:

o Go(af,a}) <1075,

o |af +0.445/<15- 1073 and loy +0.445] < 1.5 - 1073;

o |5%-Ga(@1, @) l(o) an=(tap)| + 1555 G2(@1, @)@y ap)=(at.a)| < 107°.

These conditions, together with the strong concavity of G, imply the claimed result along

with numerical computation. In particular, we use that the second derivatives in o, o, are
uniformly less than —2 and that G, is the sum of a function of @ and of o, separately. [

B.6. Proof of Claim B.4. In order to prove the desired Hessian bound, we prove various
estimates on the coordinate second partial derivatives in the region for Claim B.4. To prove
the desired claim, we will prove the following set of second derivative estimates.

LEMMA B.18. Let y =0.2484195. At points for which B € [0.495, 0.505] and o1, a2 €
[—0.45, —0.44], we have, fori € {1, 2}, that
9%F, ‘82F§

<2.05.

80[1‘

Given the above pair of estimates, we now prove the desired result regarding the Hessian
of F.

PROOF OF CLAIM B.4. Notice that, by the log-concavity of the function f(8, @) from
Lemma 6.3, by direct computation for all y and 8, «; such that F3 is defined, we have

82F2
Txiz <—4.
Furthermore, the functional form of F, immediately implies that
3*F,
da1 0o -

Additionally, note that a small shift in y can be equivalently recast as slightly shifting the val-
ues of o1, @» when computing % 3332;‘51, . Thus, applying Lemma B.18, for y in the specified
range and a1, oy € [—0.449, —0.441] the second derivative bounds listed in Lemma B.18 still
apply.

The desired result then follows via considering the negation of the Hessian and applying
Sylvester’s criterion on determinants of minors for a matrix to be positive semidefinite. The
matrix is strictly negative semidefinite, as the determinant is also seen to be strictly bounded
away from zero, and compactness guarantees the existence of an absolute constant § > O for
the desired result. [

The proof of Lemma B.18 is mostly calculation with the function form given in Claim B.5
and various grid procedures to verify certain elementary two-dimensional inequalities are
satisfied. Since the inequalities we which to certify are not particularly delicate, the procedure
is mechanical, if not completely pleasant.

We will require the following triplet of claims regarding the values of f (8, «) and cer-
tain specially chosen combinations of derivatives. The combinations naturally fall out of an
analysis based on explicit computation; we present these claims as a series of unmotivated
numerical claims for the sake of simplifying the verification.
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CLAIM B.19. Let y =0.2484195, B € [0.495,0.505], and o € [—0.45, —0.44]. Then

we have

f(B, @) €[0.36544,0.37761].

PROOF. By Lemma B.7 and numerical computation, we have

0.505 [0.495 10.505
fB,a) < f(B,—0.45) < IP[ Tzl + 5 Z> > (y —0.45) m} <0.37761

and

f(B,a) = f(B,—=0.44)

0.495 0.505 0.495
kil A Zy> (y — 0.44) |~ | > 0.36544.
2 4! y Lzl ) 0.505]— O

The next claim bounds the size of the first derivative of f (8, «) in B; the proof involves
reducing to a certain tractable two-variable integral whose range can be determined via a
direct grid search in combination with a crude bounding procedure. As these computations
are substantially less numerically delicate, we carried these computations out only in scipy.

CLAIM B.20. Let y =0.2484195, B € [0.495,0.505], and o € [—0.45, —0.44]. Then
we have
Af (B, @)

€[0.2780,0.3110].
ap

PROOF. Let n=1/2 — B. By differentiation under the integral sign in combination with
the form presented in Claim B.5, we have that

af(ﬂ o) / /oo tty +nQtE +2t3 — 1) +4n*tit, + 4
y+a Jy+ 8 (B(1— B))>/?

; 2 2y n
X eXp(_4ﬂ(l — ,8) (t1 +f2) —ﬂ(l — ﬂ)t1t2> dtydn.

We break this integral into two pieces. Notice that

/ /00 Nt} 4213 — 1) + 40’1112 + 4n°
vtaJy+ 8 (B(1—B))2

exp(—; Ltll‘z) dtidt
461 —pB) B —B)

</°° /‘°° InQ2t} + 213 — D| + [4n’t162] + |41
y—0.45Jy—045 87 (B(1 — B))>/?

(1 +13) —

! 2,42 n
'CXP( 4ﬂ(1 ﬁ) (tl +t2)_m[1t2) dtl dtz

</oo /oo In(2t} + 215 — D] + [4n’t1t2] + 1413
y—0.45Jy—0.45 87 (B(1— B))>/?

-exp(—0.99(t7 + 13)) dt; dtr < 0.00975
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by upper bounding |5| < 0.005 and (8(1 — 8)) /2 < (0.495-0.505)~>/? and then computing
the resulting integral numerically. Furthermore, we have

/’OO /OO< 1t _4t1t2>
yta Jy+a \8T(B(1 = B))>/2  m

— (1 + 1) — —/3(177— ﬁ)t1t2> dty dt

1
'exp( 48(1—p)

1 4
< tt - —0.99(¢% + £2)) dt, dt, < 0.0001
- /V+a /)/+ot £ 2'(87r(0.495 -0.505)3/2 n) exp(=0.99(17 + 1)) dnidiy =

by numerical computation.
Thus it suffices to understand the value of

o 41112 1 ) 128
/;/Jra/;, ( 48(1 — ,3)(1 +t2) B(l— ﬂ)tlfz)dlldl‘g

for 8 € [0.495,0.505] and o € [—0.45, —0.44]. We first handle shifts in «; notice that the
derivative in absolute value of the above expression in « is at most

8
- |(y +a)ty| - exp(—0.99(y + a)? —0.9917) dty
y+a

_ 8ly =045

It1] - exp(—0.99%) d; < 0.27
T y—0.45

and thus shifting « to &’ the difference in the integral is bounded by 0.27|a — «|.
Similarly, by the inequality | exp(x) —exp(y)| < exp(max(x, y))|x — y|, we have that shift-
ing B to B’ induces an error bounded by

I ©  4nn] 2, 2 2 2
1B —B| oss )y 0us w exp(—0.99(¢7 +15))(0.041(t; +15) +4.01|t112]) dt d1y

<L1g—p|

by numerical computation. We take a net over B and « each of granularity 0.00025. Apply-
ing a grid verification and applying the errors given above, we find the specified result by
numerical computation. [J

Finally, we will require an upper bound on the following mixed partial derivative expres-
sion. The strategy is essentially identical to the previous proof; however, the precise formulas
are substantially less pleasant, and, therefore, the computation is less clean.

CLAIM B.21. Let y =0.2484195, g € [0.495,0.505], and o € [—0.45, —0.44]. Then
we have

BI*f (B, ) MEACRD
Ip? B

PROOF. Letn=1/2— B, and apply differentiation under the integral sign to Claim B.5.
We have

BI*f (B, ) L 207 (B. )
B2 B

_ [ [ __Pu,n B 1 SN
_/]‘/4,0[ /y«HX 3277,87/2(1 _ﬂ)9/2 eXp( 4ﬂ(1 ﬂ) (t] +t2) ﬁ(l —ﬁ)t1t2> dt] dtz,

<0.630.
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where
P (1,12, B)

=167 (=1 + 21112) + 4* (1 — 4n112 + 617 + 615 + 41713)
+80° (1 — (1 — ) + 200 (1] +13))
+ 207 (=1 — 217 — 263 + 8¢} + 21} +265) + (=1 + 21}
— 6t112 + 213 + 4t (1 +13))
+1/4(1 = 2(1) — 00)? + 41313)

< n?(4.5t] + 4.5t + 176713) + (=1 + 262 — 61112 + 223 + 41112 (17 + 1))

+1/4(1 = 2(1 — 12)? + 41213),

where we have very crudely applied |n| < 0.005 and the AM-GM inequality to eliminate
various higher order terms which appear in the coefficients of powers of 7. For the sake of
simplicity, let

Q1(11, 12, B) = n*(4.5t] + 4.565 +171313),
02(t1, 12, B) = (=1 4217 — 61112 + 215 + 41112 (17 +13))n + 1/4(1 = 2(t1 — 12)* + 41313).
We have

Rl Qi(t1, 12, B) 1 S 7
Lia, o gt = b~ g =y +) = gy e

o o0 Qi1(t1, 12, B)
< fy s fy 045 TP — BT exp(—0.99(tf + 13)) dt1 dr, < 0.0007

by numerical computation and |n| < 0.005.
We next simplify the remaining integral term further. Notice that

/OO /OO 02(11, 12, B)
y+a Jy+a 327p72(1 - B)°12
_ Mexp<_7 _n
n(1—p) 41— p) Bl —p)

o o0
59-10—4./ 045/ 045|Q2(z1,zg,5)|exp(—0.99(t12+z22))dzl dt < 0.00041
y—0. y—0.

(& +13) — t1t2> dt dt2’

by numerical computation and || < 0.005 and o > —0.45.
Therefore, it suffices to understand

% 40,(11, 12, B) 1 noon
/V+a/y 7(l—pB) exp( 48(1 — B) (tl +1) B(1 _IB)Z112> dt dty.

Note that if the above integral is negative, we immediately obtain the desired bound, so it
suffices to provide an upper bound to

7(0.495) Jya Jy v 0:60.12 B b~ 35— g ) dn

We wish to replace this with the following simpler integral to consider:

— (7 +15) —

o.¢] o

4
BD 0495 yaa ) v Q2(t1, 12, B) exp(—(1+4n°) (if +13) — 4ntit2) diy dia.
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Note that the difference between the above two integrals can be bounded using that | exp(x) —
exp(y)| < |x — y|exp(max(x, y)) and that exp(-) is an increasing function. Using this and
numerical computation, we can find that those integrals differ by at most

7(0.495) /y_o,45 /y_o,45‘Q2(“ .12, B)]

S(2-1078 - (17 +13) +2- 1070 |1112]) exp(—0.99(¢7 + £3)) dty dty <2 - 107°.

We next remove 7 out of the exponent of (B.1) by comparing it to the integral

4 o0 o)
B.2 n, n, 1 —4n?(t? +t7) — dntitn) ex —t dti dt
B2 0495) )i ), g 221112 BY(1 =40’ (1} +13) — dntita) exp(—1f — 13) dy di

at the cost of an additive error bounded by

m/y—OAS /)/_0,45|Q2(”’ 2, B)| exp(—1 —13)

x |1 —4n?(t7 +13) — dnt11) — exp(—4n> (6} +13) — 4nn1n) | dry diy
< 0.0003

using numerical computation, relying on the inequality that |exp(x) — x — 1| < exp(|x]) —
|x| —1.

We now are in position to perform a grid search on (B.2); notice that the derivative in « is
bounded by

8 * 2,2, 2 2
7(0.495) Jy 4« tze[y—OillJSI,)y—O.44]‘ Qa(tr. 2, 1/2=m)]- 1 =dn (11 1) —dntia] exp(=t7)
71<0.005
and can be computed to be bounded by 4.2 by numerical computation. Thus, shifting « to o’
causes a shift bounded by 4.2|a — «'|. To compute the shift in 8, notice that Q,(t1, 12, B)(1 —
4772(t12 + t22) — 4nt11p) is a polynomial in S. So, differentiating under the integral sign, it
suffices to bound

JT(O 495) /J; 045/)/ 045‘3,3 0O-(t1, 12, /3)(1 — 47] (tl + t22) — 47)t1t2) exp( — t2) dt; dty.
(Recall n = 1/2 — B.) Via a straightforward numerical computation, we find that the above is
bounded by 8.76, and thus shifting 8 to B’ causes a shift bounded by 8.76|8 — 8'|.

Take a grid in 8 of width 0.00025 and in « of width 0.00025, and note that the closest grid
points are at most half the width away moving in both coordinate directions. By numerical
computation and bounding the error of rounding to grid points, we obtain a bound on (B.2)
and can use this along with the prior analysis to find that the maximum of the desired value
is bounded by 0.630, as claimed. [l

We now proceed with the proof of Lemma B.18. As we will see, the estimates in this
region are not particularly sharp, and in particular, we can tolerate a substantial amount of
numerical error.

PrROOF OF LEMMA B.18. Notice that

02 F» -2 @ 9?
952 = pa—p) Tap@Ploe S (Ban) + 55 (201 = Plog f(1 - o))
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2

<-8+4 max —
- Be[0.495.0.505] 92
a1€[—0.45,—0.44]

a2 . .
eea BagrfBa + 255 f(B.a)) B f(B. 1)’

< max >
B€[0.495,0.505] f(B,ar) f(B,ar)
a1€[—0.45,-0.44]

0.630 0.2775 \2
<—s+4( 0405( ) ) =2

(Blog f(B,a))

0.36544 0.37761

using Claims B.19 to B.21 and numerical computation. This completes the proof of the first
item of Lemma B.18. For the second item by symmetry (switching o1, o> and replacing g by
1 — B), we may assume i = 1. Notice that, by Claim B.8,

32 F, 92
\aﬂaal = ]aﬂaal (ZﬂIng(ﬁ,al))'
3 B 2(1—-p) ‘ 4exp(—(y +a1)?)
‘8ﬁ<f(ﬂ,a1) 720+ 5 ) N
. ‘P[ZZ(V-FOZI) 52 l_ﬂ%f(ﬁ,a1)>
= f(Bar) £(Bar)

(y +anexp(=(y +1)*(1 = B)/B) ’
2yl =pB) f(B,ar)

21— B) Bag f(B,a1)
. P 1—
55955‘ [ZZ(”“‘)\/ 5 ]( F(B.an) )
(v + o) exp(—(y +a)*(1 — B)/B)
2/7BU—B)

where we have used Claim B.19. We note via crude and direct bounding, we have that

(y +anexp(=(y +a1)*(1 = B)/B)
2mp(1 = p)

Therefore, it suffices to prove that

+

9’

€ [-0.110, —0.103].

2(1—,3)}(1_ Bag f(B,a1)

—0.234, 0.447].
; F(B.an) )‘ sl ]

'P[Zz (v +an)

Notice that

2(0.505)
0.495

2(1-8)

]P’[Zz(y +ay) } 5[@[22()/—0.45) } <0.614.

Thus, it suffices to prove that

‘1  Bagl (B Bag £ (B, 1)
f(B,ar) f(B 1)

This follows from Claims B.19 and B.20 as well as 8 € [0.495, 0.505]. We are (finally) done.
O

€ [-0.272,0.619].

€ [—0.381,0.728] or, equivalently,
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