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ABSTRACT: The selection of an adequate set of active orbitals for
modeling strongly correlated electronic states is difficult to
automate because it is highly dependent on the states and molecule
of interest. Although many approaches have shown some success,
no single approach has worked well in all cases. In light of this, we
present the “discrete variational selection” (DVS) approach to
active space selection, in which one generates multiple trial wave
functions from a diverse set of systematically constructed active
spaces and then selects between these wave functions variationally.
We apply this DVS approach to 207 vertical excitations of small-to-
medium-sized organic and inorganic molecules (with 3 to 18
atoms) in the QUESTDB database by (i) constructing various sets
of active space orbitals through diagonalization of parametrized operators and (ii) choosing the result with the lowest average energy
among the states of interest. This approach proves ineffective when variationally selecting between wave functions using the density
matrix renormalization group (DMRG) or complete active space self-consistent field (CASSCF) energy but is able to provide good
results when variationally selecting between wave functions using the energy of the translated PBE (tPBE) functional from
multiconfiguration pair-density functional theory (MC-PDFT). Applying this DVS-tPBE approach to selection among state-averaged
DMRG wave functions, we obtain a mean unsigned error of only 0.17 eV using hybrid MC-PDFT. This result matches that of our
previous benchmark without the need to filter out poor active spaces and with no further orbital optimization following active space
selection of the SA-DMRG wave functions. Furthermore, we find that DVS-tPBE is able to robustly and effectively select between
the new SA-DMRG wave functions and our previous SA-CASSCF results.

1. INTRODUCTION
The accurate treatment of excited electronic states of molecules
is a long-standing and active area of research in computational
chemistry.1−18 It is especially difficult when a single-determinant
ground state provides a poor reference for computing the excited
states (e.g., double excitations19,20 or strongly correlated
systems21−25). A useful form of wave function for overcoming
such difficulties is the complete active space configuration
interaction (CASCI) trial function
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in which |22···2⟩ is a single Slater determinant consisting of
doubly occupied orbitals (called inactive orbitals in the CASCI
context), the Cn n n.. L1 2

are coefficients, and the determinants
|n1n2...nL⟩ span the space of all possible configurations obtained
by distributing a fixed number Nelec of active electrons among L
active orbitals. Each determinant |n1n2...nL⟩ is defined by its
orbital occupation numbers ni ∈ {0, ↑, ↓, 2} of the active
electrons in the active orbitals, and diagonalization of the
Hamiltonian in this space (and in the mean field of |22···2⟩) is
known as CASCI. However, because the size of the space scales

exponentially with the number of orbitalsL, this approach is only
feasible up to active space sizes of about 20 electrons in 20
orbitals.26

Many methods exist to approximate the solution for the
coefficients Cn n n.. L1 2

in eq 1.27 Among the most successful
approaches is the density matrix renormalization group
(DMRG) configuration interaction method,13,28−40 in which
the coefficients of eq 1 are approximated by the matrix product32
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In eq 2, each possible occupation of each active orbital ni is
given by its own matrix or vector Ai

n. The maximum inner
dimension of these matrices is called the bond orderM and is the
number of states retained during the renormalization step. AsM
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→ ∞, results obtained with this method approach those
obtained with full diagonalization (although useful results for
well-chosen active spaces are generally obtainable with practical
values ofM). Using this approach, it is possible to describe active
spaces with up to about 100 orbitals.41

The success of CAS-based methods relies heavily on the
construction and selection of the orbitals defining the active
space because this selection affects both the convergence of self-
consistent-field iterations and the quality of the energetic results.
Variationally optimizing the active-space orbitals is known as
CAS self-consistent field (CASSCF)42 when used with a full-
configuration-interaction solver or as DMRG-SCF43,44 when
used with a density-matrix-renormalization-group solver. To try
to obtain a consistent treatment of multiple states, one may
optimize the state-averaged (SA) energy with respect to the
active orbitals, yielding SA-CASSCF45 or SA DMRG-SCF (SA-
DMRG-SCF).10,44,46 (If orbitals are predetermined rather than
optimized, then one obtains SA-DMRG). We emphasize two
difficulties with the conventional methods of optimizing
orbitals: (i) the energetic optimization is prone to converging
to local minima, and (ii) SA variational optimization of orbitals
is not necessarily optimal for computing energy differences
between states, especially when states with different characters
are considered;47 the latter of these difficulties is made worse by
the fact that the CASSCF orbitals are generally optimized
without regard for post-CAS correlation generally included in
the computation of excitation energies. Furthermore, orbital
optimization significantly increases the cost of the computation.
Thus, although SCF generally helps improve the quality of the
active space, it does not eliminate the need to develop good
active space construction and selection schemes for excited-state
calculations and comes at a computational cost.
Because of the above considerations, active-space construc-

tion and selection remains a vigorous area of research, and
several approaches have been proposed to date.18,41,48−78 The
most commonly applied method involves chemical intuition
with trial and error.50,52 However, this approach is unsystematic
and is difficult to apply in a high-throughput fashion. In recent
years, there has been much interest in developing more
s y s t ema t i c me thodo logy f o r f a sh i on ing a c t i v e
spaces.18,41,48,49,51,53−77 A tool called AVAS, developed by
Sayfutyarova and co-workers,58 allows one to semiautomatize
the active-space construction by using molecular orbitals that
overlap optimally with a user-selected set of atomic orbitals.
Other approaches involve some preliminary calculations, such as
the natural orbital occupancies of a unrestricted Hartree−Fock
(UHF) calculation,48,49,53,79,80 entanglement information from
a large DMRG calculation,41,55,81,82 the quantitative accuracy of
some physical observable such as the dipole moment,77 machine
learning predictive models,63,66 and physically motivated
equations based on information such as Hartree−Fock (HF)
matrix elements.72,74 An assumption of all of these approaches is
that the key physics necessary to construct and select the active
space can be captured by a preliminary calculation (UHF,
DMRG, etc.). However, as we will show, even when selecting
large active spaces (e.g., with 40 orbitals) for small molecules, it
is difficult to make even qualitatively accurate predictions of
excitation energies for any given excitation with a single method.
In recent work,72 we employed one such automated approach,

approximate pair coefficient (APC) active space selection, on
the extensive QUESTDB database83 of accurate vertical
excitation energies for small-to-medium-sized organic systems.
Through this, we were able to carry out extensive benchmarking

of post-SA-CASSCF methods such as n-electron valence
perturbation theory84,85 and multiconfiguration pair-density
functional theory (MC-PDFT)86 using the translated PBE
(tPBE) functional with active spaces generated by the
automated approach. However, to ensure accurate evaluation
of the post-SA-CASSCF methods and distinguish errors arising
from poor active spaces, we considered only the active spaces for
which the SA-CASSCF result fell within 1.1 eV of the best
estimate in the QUESTDB database.72 This criterion was
satisfied for 363−436 (68−82%) of the 532 excitations in the
database, depending on the active-space size and basis set.
Although the APC scheme for these cases proved to be
competitive with active spaces selected by hand,87−89 it was
observed that the remaining active spaces (18−32% of the
excitations) exhibited very high errors, sometimes exceeding 5
eV. Consequently, the predictive utility of these active spaces for
our purposes was only partially acceptable.
In the present study, our objective is to develop a new

framework for active space selection that is more broadly
accurate for predicting vertical excitation energies. The key
element of the new method is the premise that no single active-
space-selection scheme will be successful in all cases. Therefore,
we hypothesize that the important missing component of the
current schemes is the lack of a way to effectively choose between
active spaces generated by different methods and different
parameters. To address this, we propose the “discrete variational
selection” (DVS) approach to active space selection in which (i)
one generates trial wave functions with a variety of active spaces
constructed with different methods (e.g., any of those
mentioned or cited above) or different parameters, and then
(ii) one chooses between the generated active-space wave
functions variationally.
In this work, we apply this DVS approach to the calculation of

207 vertical excitations of small-to-medium sized main-group
molecules in the QUESTDB database.83 These excitations
provide a rich variety of different types of excitations (e.g.,
Rydberg and valence excitations of organic molecules, including
both n → π* and π → π* excitations and excitations of inorganic
molecules) and thus present a demanding challenge to the
systematic prediction of their excitation energies. We find that
the DVS scheme is unsuccessful when variationally selecting
between results using the CASSCF/DMRG energy but
performs well when applied using the tPBE energy from MC-
PDFT. Applying this DVS-tPBE approach to selection among
systematically constructed wave functions with SA-DMRG, we
are able to obtain a mean unsigned error of only 0.17 eV with
hybrid MC-PDFT. This result reproduces that of our previous
benchmarks of hybrid MC-PDFT74 without the need to filter
out poor active spaces and with no further orbital optimization
following the active space selection of the SA-DMRG wave
functions. Furthermore, we find that DVS-tPBE is able to
robustly select between the newly generated SA-DMRG wave
functions and our previously generated SA-CASSCF results.74

2. THEORY AND METHODS
In this section, we provide an overview of MC-PDFT86 and
hybrid MC-PDFT90 and provide a description of the approach
used in this work to systematically construct the active spaces
and SA-DMRG wave functions for DVS-tPBE. Finally we
describe the QUESTDB data used to judge the performance of
this method.
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2.1. Multiconfiguration Pair-Density Functional
Theory. The energy expression of MC-PDFT may be written
as86

= + + +E V h g E1
2nn

ij
ij ij

ijkl
ijkl ij klMC PDFT NE

(3)

where Vnn is the nuclear repulsion, i, j, k, and l are orbital indices,
hij is a one-electron integral, γij is the one-electron density matrix,
gijkl is a two-electron integral, and ENE is the nonclassical-energy
functional. In most of our work, ENE is written as a function of
the electron density ρ and the on-top pair density Π and is called
an on-top density functional. Recently, we have begun to explore
different types of nonclassical-energy functionals derived from
machine learning91 or the density coherence,92 and we refer the
reader to a recent review.17 However, all practical applications so
far have employed a translated version of the PBE93 Kohn−
Sham functional which is an on-top functional denoted as tPBE.
The on-top functional may also be combined with the wave

function exchange−correlation energy to form hybrid MC-
PDFT,90 for which the energy expression becomes

= +E XE X E(1 )HMC PDFT SA CASSCF MC PDFT (4)

where ESA‑CASSCF is the SA-CASSCF energy computed by wave
function theory, andX is a parameter. We have often found good
results using tPBE with X = 0.25,74 which is called tPBE0.
2.2. Systematically Constructed Active Spaces for

DVS-tBPE. The outline of the scheme used to systematically
generate active spaces for DVS-tPBE is shown in Figure 1. The
approach consists of (i) calculation of initial HF wave functions,
(ii) virtual orbital construction via diagonalization of a
parametrized operator, (iii) selection of active spaces with the
approximate-pair-coefficient selection (APC) method,72,74 and
(iv) generation of SA-DMRG wave functions in these active
spaces using Block2.94 In the following, we explain these
components step-by-step.
2.2.1. Hartree−Fock Calculations. HF orbitals were

generated for closed-shell singlet ground states by restricted
Hartree−Fock (RHF) theory95 and for doublet ground states by
restricted open-shell Hartree−Fock (ROHF) theory96 using the
aug-cc-pVTZ basis97,98 as was used for the theoretical best
estimates listed in the QUESTDB database. (Note that good
results for these excitations are likely achievable with the smaller
jun-cc-pVTZ99 basis as was observed in our previous bench-
mark).74

The definition of the Fock operator in ROHF theory is
ambiguous, but the choice must be specified as it affects the basis
of orbitals from which we select to form the SA-DMRG wave

functions as well as the inputs into the APC theory72,74 used to
select the active space from these orbitals. For the present article,
we employ Roothaan’s effective Fock operator,96,100 which is the
default choice in PySCF.101,102

2.2.2. Orbital Construction. Starting from the set of
canonical orbitals obtained from the RHF or ROHF wave
function, we index the doubly occupied orbitals with i and the
virtual orbitals with a. We then generate multiple trial orbital sets
for a calculation by diagonalizing the parametrized operator

=G F K (5)

in the space of the RHF or ROHF virtual orbitals, where F andK
are the Fock and exchange matrices generated from the RHF or
ROHF density matrix, and λ is a tuneable parameter used to
generate different sets of orbitals. Each of these trial orbital sets
serves as a set of candidate orbitals from which the active space
will be selected for separate multiconfigurational wave function
calculations; after their generation in this step, they remain
unchanged. The next step serves to select 40 active orbitals and a
set of inactive orbitals from each of these initial sets of orbitals.

2.2.3. APC Active Space Selection. The APC method is a
method for estimating the one-orbital reduced density matrix
entropies of candidate orbitals for the active space from HF
matrix elements.72 Using this approach, it is possible to
efficiently estimate orbital importance for the active space
(and thus rank the orbitals appropriately) as a higher orbital
entropy is a measure of higher multireference character. For a
doubly occupied orbital i and virtual orbital a, the APC between
these two orbitals is defined by72

=
+ +

C
K

F F K F F

0.5

(0.5 ) ( )
ia

aa

aa ii aa aa ii
2 2

(6)

where F and K are again the Fock operator and exchange
operator generated from theHF density matrix. The entropies of
doubly occupied orbitals and virtual orbitals are defined as
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and
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Figure 1. Schematic of the scheme used to systematically construct active spaces for DVS-tPBE. Starting from an RHF or ROHF wave function,
different sets of orbitals are generated by diagonalizing F − λK in the space of virtual orbitals. Active spaces of 40 orbitals are then selected from these
orbital candidates using APC selection.72,74 Wave functions are then generated using these selected active spaces by SA-DMRG. The final step
represents the DVS-tPBE approach, in which the final result is chosen as the one with the lowest sum of the tPBE energies between the two states of
interest.
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where the sums over i includes all HF doubly occupied orbitals,
and the sums over a initially includes all virtual orbitals
generated in the orbital construction step. We will eventually
select high-entropy orbitals for the active space, but in our
previous work,74 we have found the entropies calculated with the
full sums to be overly biased toward doubly occupied orbitals,
resulting in less-than-optimal active spaces. Therefore, we use a
virtual-orbital removal step, in which the Cia involving the
highest-entropy virtual orbital is removed from the sums in eq 7,
and the entropies are recalculated. After N such virtual-orbital
removal steps are taken, the entropies of the removed virtual
orbitals are set to the maximum entropy of the remaining
orbitals plus some small value, decreasing in order of removal;
we have found good results for small-to-medium-sized organic
molecules with N = 2,74 which is used in this work.
Having calculated orbital entropies for each trial set of doubly

occupied orbitals i and virtual orbitals a (constructed in step (ii),
the 40 highest-entropy orbitals are selected as the active orbitals,
and the other orbitals are dropped from the active space. Any
dropped doubly occupied orbitals become inactive, whereas
dropped virtual orbitals become secondary. As such, there are
always 40 active orbitals in the active space of each subsequent
SA-DMRG calculation, and the number of inactive orbitals is the
number of doubly occupied orbitals dropped from the active
space in the above selection stage. We note that although we do
not exclude core orbitals from selection, they are highly biased
against by the APC scheme (eq 6) and mostly harmless if added
to the active space (generally when one has exhausted all other
orbitals). The number of active electrons in each calculation is
set to two times the number of doubly occupied orbitals
remaining in the active set, and the number of inactive electrons
is equal to two times the number of inactive orbitals.
2.2.4. Computation of SA-DMRG Wave Functions. Having

selected a 40-orbital active space for each set of trial orbitals in
step (iii) (one for each value of λ selected in step (ii)), density
matrix renormalization group calculations were carried out
without reoptimization of orbitals by using the SA-DMRG in
Block294 as integrated into PySCF.101,102 The maximum bond
dimension of these calculations (i.e., the maximum number of
renormalized states) was fixed at M = 700. The choice of
selecting 40-orbital active spaces with a bond dimension ofM =
700 was made because it provided good accuracy while still

remaining computationally affordable (here defined as being
able to run on 24 Intel Cascade Lake cores with 96 GB of
memory in less than a few hours for all systems). As in our
previous study,74 excited-state wave functions were calculated in
a SA fashion averaging over the ground state and the required
number of excited states (for example, to approximate the 2 1A2
state, we would include the ground state of symmetry 1A1 and
two states of symmetry 1A2).

74

We then select among the multiple wave function results
generated for each excitation via steps (i−iv) by variational
selection with tPBE. In particular, we select the SA-DMRGwave
function that yields the lowest sum of tPBE absolute energies
between the ground state and the excited state of interest.
Energies with tPBE were calculated using a version of PySCF
that incorporates the MRH code103 now available in PySCF-
Forge.104 Grid integration was carried out for evaluation of the
on-top functional with fineness grids_level = 3, as judged to be
sufficient in our previous benchmark study.74

2.3. Benchmarking Data. We investigate the approach
described above on a subset of theoretical best estimates in the
QUESTDB dataset83 for vertical excitation energies of small-to-
medium-sized main-group molecules. This set of excitations
includes many of the most widely studied molecules of the
quantum chemistry community (e.g., water, ethylene, and
naphthalene) as well as a rich variety of different excited states
(e.g., valence, Rydberg, n → π*, and π → π* excitations in many
organic molecules with as many as 18 atoms plus excitations in
H2S, HPO, HPS, HSiF, and HNO). Thus, it presents a difficult
challenge for any active space selection scheme that aims to be
predictive in its calculations. We form a subset of these
excitations by applying the following constraints:

• Excitations must be labeled as “safe” in the original
QUESTDB dataset (considered by the authors of that
work as chemically accurate or within 0.05 eV of the FCI
limit for the given geometry and basis set).83

• The full symmetry of the molecule must be supported in
the CAS module of PySCF; this limits us to molecules
with symmetries Cs, C2v, C2h, and D2h.

• The symmetry of the states must be unambiguously
specified with regard to the axis convention. This excludes

Figure 2. Left: averaged squared distance from the centroid < rc·rc > over the selected active orbitals for the 17 unique molecules of the 30-excitation
test set. Right: averaged kinetic energy of the selected active orbitals for the 17 unique molecules of the 30-excitation test set.
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excitations involving the irreps B1 and B2 in C2v and B1g,
B2g, B3g, B1u, B2u, B3u in D2h.

These criteria exclude any possibility of the calculated
excitations being inaccurate due to unavailable symmetry or
mislabeled symmetry. After eliminating data according to these
criteria, we are left with a set of 207 excitations for testing the
present approach (199 excitations from singlet states and eight
from doublet states).
2.3.1. 21Ag State of Ethylene. Special attention is given to the

theoretical best estimate listed in QUESTDB for the 21Ag state
of ethylene, which is characterized by Loos and co-workers as a
valence (π,π) → (π*,π*) double excitation at roughly 12.15 eV,
referencing a 2004 study by Barbatti et al.20,105 However, in the
comprehensive 2014 study on the excited states of ethylene
carried out by Feller et al.,106 the 21Ag state of ethylene is clearly
characterized by both the experiment and theory as a single
(π,3p) Rydberg excitation at about 8.45 eV. Although we have
been able to converge to the double excitation in the 1Ag irrep
described by Loos et al. with some active space selections, it is
clear that our best estimates converge to the lower Rydberg
excitation supported by the Feller et al.106 study. Thus, we have
changed the theoretical best estimate of this excitation in the
QUESTDB database to the value of 8.45 eV reported by Feller et
al.106

3. RESULTS
3.1. 30-Excitation Tests. We first show the robustness of

the new active space selection approach by carrying out
calculations for a set of 30 excitations for which APC selection
in the aug-cc-pVTZ basis74 had a SA-CASSCF tPBE0 error
greater than 0.55 eV; these 30 excitations involve a set of 17
molecules. We generated nine active spaces for each excitation
by the method explained in Section 2.2, using λ equal to 0, 0.25,
0.5, 0.75, 1, 1.25, 1.5, 1.75, and 2.0 in step (ii).
Figure 2 shows trends in the orbital character of the selected

active orbitals as λ is varied from 0 to 2 for the 17 molecules
present in the 30-excitation test subset. The left side of Figure 2
shows the average squared distance from the centroid (with the
centroid defined as the average coordinates of all of the nuclei in
the molecule) over the selected active orbitals. The figure shows
that different values of λ lead to significantly different averaged

diffuse character of the selected orbitals, with the most diffuse
character for λ = 0.75. The right side of Figure 2 shows the
average kinetic energy of the selected orbitals and illustrates the
well-known quantum mechanical relation by which average
kinetic energy is inversely related to average spatial extent. Thus,
modifications of λ provide an effective means to explore active
spaces targeting different kinds of states, e.g., Rydberg vs valence
excitations. This is demonstrated clearly in the calculation of the
21Ag state of ethylene, where λ = 0.25 selects an active space
converging to the valence doubly excited 1Ag of Loos and co-
workers,20 while λ = 0.75 converges to the lower-energy singly
excited Rydberg state (Supporting Information).106

We next examined the accuracy of excitation energies
calculated from the selected active spaces by tPBE0. To prevent
confusion, we stress that although the DVS-tPBE selection
scheme employs the tPBE functional for variational selection,
our calculations of excitation energies are based on tPBE0.
These choices simply reflect that tPBE performs better in the
selection scheme (as discussed below), whereas tPBE0 gives
more accurate excitation energies (as shown in previous work74

and discussed below.).
The left side of Figure 3 shows the absolute error in the tPBE0

calculations of the excitation energies with active spaces
generated by the nine values of λ. As can be seen, no single
value of λ yields accurate results for all 30 cases. For each value of
λ, several excitations have an error greater than 1 eV. Although
the mean absolute error is lowest for λ = 1 (0.56 eV), this is
much larger than the mean absolute error of our previous
benchmark results (0.19 eV) when we excluded poor active
spaces. However, for all 30 excitations, the new scheme produces
at least one value of λ that gives an absolute error less than 0.55
eV (the threshold for qualitative accuracy found in our previous
benchmark).74 This motivated the use of a variational scheme to
find the best value of λ for each case.
As mentioned above, the criterion we use in DVS-tPBE is to

choose the active space that gives the lowest sum of the tPBE
absolute energies for the ground state and the excited state under
investigation. To show the effectiveness of this approach, we
compare this selection rule to three other schemes: variational
selection using the summedDMRG energy, variational selection
using the summed tPBE0 energy, and random selection. The
right side of Figure 3 compares these approaches in choosing

Figure 3. Left: tPBE0 absolute error of 30 difficult vertical excitations using active spaces selected with different values of λ. Right: errors of these
excitations with different values of λ selected variationally by different energies: random selection, variational selection with DMRG, tPBE0, and tPBE.
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among the active spaces generated with different values of λ. The
figure shows that tPBE distinguishes robustly between
qualitatively accurate and inaccurate complete-active-space
wave functions (i.e., there are no very large errors), while
DMRG does little better than random chance, which does very
poorly. The mean absolute error of the tPBE0 excitation
energies is 1.24 eV with DMRG used for selection as compared
to 0.19 eV with tPBE used for selection. Furthermore, the
maximum absolute error decreases from 3.61 eV with DMRG
selection to 0.63 eV with tPBE selection. As a hybrid between
tPBE and DMRG, selection with tPBE0 performs midway
between these two approaches.
We also examined other ways to try to select the best active

space from the trial set, but none worked as well as the tPBE
selection. For example, using as the sum of orbital entropies in

the active space41 or the sum of occupation number deviations
from zero or 2 are unable to select well between the different
values of λ (see the Supporting Information for details of these
tests).

3.2. 207-Excitation Tests. We next consider the perform-
ance of DVS-tPBE on the entire set of 207 excitations in the
QUESTDB database that meet the selection criteria in Section
2.3. For this larger test, we used only four values of λ to generate
active spaces: λ = 0.25, 0.5, 0.75, and 1.25. These values of λwere
chosen based on their good performance on the 30-excitation
tests (see the Supporting Information for more discussion of this
point).
The left panel of Figure 4 shows the mean absolute errors

achieved by DMRG, tPBE, and tPBE0 transition energy
calculations with DVS-tPBE active-space selection for the full

Figure 4. Left: mean absolute errors achieved by DMRG/CASSCF, tPBE, and tPBE0 on the 207-excitation test set with active spaces selected by DVS-
tPBE compared to the active spaces used in our previous benchmark, both before (no exclusions) and after (167 excitations), eliminating the poor
active spaces. Right: comparison of number of wave functions variationally selected with tPBE vs number of wave functions variationally selected with
DMRG at each value of λ.

Figure 5. Left: violin plots comparing the distribution of errors for three kinds of energy calculations (DMRG/CASSCF, tPBE, and tPBE0) on the 207-
excitation test set when using tPBE to select among the previous pair of SA-CASSCF wave functions and the four pairs of SA-DMRG wave functions
generated in this work to the distribution of errors using just the SA-CASSCF wave functions on the same test set (not excluding poor active spaces).
Right: number of wave functions variationally selected from among the five trial wave functions by using tPBE to select or DMRG/CASSCF to select.
Note that the selection among five trial pairs of wave functions is labeled in the plot as DVS*-tPBE, and the previously generated SA-CASSCF wave
functions are labeled as “Previous Benchmark”.
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set of 207 excitations. These results are compared to our
previous benchmark for the subset that excluded poor active
spaces (those with SA-CASSCF errors greater than 1.1 eV). As
can be seen, errors for all three of thesemethods are as good as or
exceed the performance of the previous benchmark. The
comparison of mean unsigned errors is as follows:

• DMRG/CASSCF: 0.46 eV presently vs 0.37 eV
previously.

• tPBE: 0.20 eV presently vs 0.21 eV previously.
• tPBE0:0.17 eV presently vs 0.18 eV previously.
We note that the performance using the wave function energy

(DMRG/CASSCF) is slightly worse, as might have been
expected due to the bias of the previous benchmark in excluding
SA-CASSCF errors larger than 1.1 eV. However, we stress that
here we achieved this comparable performance without
excluding any cases, whereas previously the errors were only
for the better active spaces. The results of our previous
benchmark without excluding poor active spaces are shown by
the green bars in Figure 4; as can be seen, inclusion of these
active spaces significantly diminishes the performance of the
method and returns a tPBE0 mean absolute error of 0.39 eV.
The key to the success of tPBE selection compared to DMRG

selection seems to be that it chooses lower values of λ. The right
panel of Figure 4 shows the frequency with which each value of λ
was chosen in the tPBE selection compared to that in the
selection with DMRG. The figure shows that the frequency
decreases quickly as a function of λ for tPBE selection. In
contrast, this trend is reversed in the variational selection by
DMRG, for which the selected values of λ are instead clustered
heavily around λ = 1.25. The same trend toward preferring
higher λ is also found in the tests on smaller 30-excitation data
set where we explored λ values as high as λ = 2. In that case, we
found that the selections by DMRG are clustered around λ = 2
(see the Supporting Information).
We next evaluated the usefulness of variational selection with

tPBE for the problem of comparing active spaces of vastly
different sizes. To do this, we use the publicly available SA-
CASSCFwave functions of our previous benchmark study,74 but
here not excluding any wave functions due to poor active spaces.
We then use tPBE to variationally select among five active space
results: the previous SA-CASSCF results (with active spaces of
about 12 active orbitals) and the four new SA-DMRG results
generated with the four values of λ (large active spaces with 40
active orbitals and M = 700). We label this broader selection
scheme as DVS*-tPBE, and the left panel of Figure 5 shows the
results of this scheme compared with simply using the previous
SA-CASSCF wave function results (again, not excluding any
active spaces due to poor selection). Although the performance
of DVS*-tPBE is slightly reduced compared to DVS-tPBE (0.20
eV tPBE0 error vs 0.17 eV), variational selection with tPBE is
able to robustly discriminate against the outlier SA-CASSCF
active spaces.
The right panel of Figure 5 again compares the distribution of

wave functions variationally selected (among these five trial
wave functions) by tPBE to those selected by DMRG/CASSCF.
The figure shows that although the active-space wave functions
selected by DVS*-tPBE have significantly smaller mean absolute
errors (0.20 vs 0.39 eV), most of the wave functions variationally
selected by tPBE come from the previous SA-CASSCF wave
functions. Thus, variational selection with tPBE mainly
improves the results by avoiding poor SA-CASSCF wave
functions and replacing them with relatively good SA-DMRG

wave functions. In contrast, variational selection with DMRG/
CASSCF yields mainly wave functions generated with high
values of λ and hardly any of the SA-CASSCF wave functions
from our previous work.74

Although we have emphasized the excitation energies
calculated by tPBE0, examination of the above results shows
that tPBE excitation energies are, on average, only slightly worse.
Another conclusion that can be drawn from the above
comparisons is that tPBE and tPBE0 excitation energy
calculations are not overly sensitive to the nature of the
multiconfigurational wave functions. We obtain good results
both with the selection among four active spaces for SA-DMRG
calculations and with the selection among five trial active spaces,
although in the latter case, a DMRG active space is not usually
the one chosen. Therefore, for the great majority of the
excitations, we get good results with MC-PDFT and HMC-
PDFT with quite different kinds of multiconfigurational wave
functions.
Finally, we performed some tests to evaluate the sensitivity of

DVS-tPBE to the number of active orbitals chosen. Keeping the
bond dimension (700) and number of active spaces (4) fixed, we
find that increasing the number of orbitals to 40 is the point at
which our tPBE results start to replicate the accuracy of our
previous study;74 selecting 30 orbitals significantly decreases
performance (Supporting Information). Thus, the success of the
approach in avoiding the expensive step of orbital optimization
is largely enabled by the large active spaces afforded by SA-
DMRG.

4. CONCLUDING REMARKS
The goal of this work was to develop an automated framework
for selecting active spaces for calculating vertical excitation
energies with a useful predictive accuracy. Toward this goal, we
have presented the DVS approach to active space selection in
which one generates multiple trial wave functions from a set of
constructed active spaces and employs a variational selection
scheme to choose the final result. To practically implement this
approach for vertical excitation energies in the QUESTDB
database, we have presented a scheme in which, for each
excitation, (i) an RHF or ROHF wave function is calculated for
the ground state, (ii) different sets of candidate orbitals are
generated by diagonalization of a parametrized operator, (iii)
40-orbital trial active spaces are chosen from these sets using
APC selection, (iv) ground and excited-state SA-DMRG wave
functions are calculated for each of these active spaces with a
bond dimension of M = 700, and (v) the final result is chosen
from among the resulting wave functions as the one that gives
the lowest sum of absolute energies of the ground state and the
excited state under consideration. We find that this approach
performs poorly when using the DMRG/CASSCF absolute
energies to select between wave functions but robustly when
using the absolute energy given by the translated tPBE
functional of MC-PDFT (DVS-tPBE).
We have tested this method on 207 vertical excitations in the

QUESTDB data set (199 excitations from singlet states and
eight from doublet states). When choosing between only four
trial active spaces with no further orbital optimization, we are
able to obtain equally as accurate tPBE0 results as in our
previous benchmark74 but now for all systems without the need
to filter out poor active spaces. The success of this approach in
avoiding the costly step of orbital optimization is largely enabled
by the large active spaces afforded by SA-DMRG, and it is
consistent with the recent perspective that “CASCI is not merely
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an approximation to CASSCF, in that it can be designed to have
important qualitative advantages over CASSCF.”69 While the
results in the article proper show that this approach is successful
for systems in QUESTDB,83 we show in the Supporting
Information that it can also have success in the transition metal
system MnO4

− with only minor modification (using larger N in
the calculation of the APC entropies).107

Of course, application to different systems may require a
greater number of orbitals and larger bond dimension or a
different approach entirely to constructing the candidate active
space wave functions. Toward this end, we have shown that
DVS-tPBE remains effective even when choosing between the
large SA-DMRG active spaces of this work and the smaller SA-
CASSCF active spaces of our previous benchmark.74 That is, if
we enlarge the trial set of active spaces to include both those
from the SA-CASSCF calculations with small active spaces and
the new large active spaces (with 40 active orbitals) and choose
among them with variational selection by tPBE, we again obtain
good results, even though we are now comparing quite different
kinds of wave functions. These results show that DVS-tPBE can
choose robustly between active spaces of vastly different sizes.
This flexibility provides the basis for the further development of
DVS-tPBE for applications of more metal-containing systems,
extended organic systems, and adiabatic excitations.
In summary, we have proposed an approach for automatically

selecting between active spaces for vertical excitations varia-
tionally through use of the tPBE energy from MC-PDFT. We
have practically implemented this approach for the QUESTDB
database through use of a parametrized operator to generate
different active spaces and large SA-DMRGwave functions. Our
results show that such an approach can potentially enable the
application of CAS-based approaches in a high-throughput and
predictive fashion. Although one cannot guarantee that any
single active-space selection method will always work well, DVS
with tPBE (DVS-tBPE) appears robust.
Converged density matrices of all 40-orbital DMRG

calculations for the singlet and triplet QUESTDB excitations
are available on Zenodo.108 The code used for the APC active
space selection is now available in PYSCF.
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