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Abstract—Anatomy education is an indispensable part of
medical training, but traditional methods face challenges like
limited resources for dissection in large classes and difficulties
understanding 2D anatomy in textbooks. Advanced technologies,
such as 3D visualization and augmented reality (AR), are
transforming anatomy learning. This paper presents two in-
house solutions that use handheld tablets or screen-based AR
to visualize 3D anatomy models with informative labels and
in-situ visualizations of the muscle anatomy. To assess these
tools, a user study of muscle anatomy education involved 236
premedical students in dyadic teams, with results showing that
the tablet-based 3D visualization and screen-based AR tools led
to significantly higher learning experience scores than traditional
textbook. While knowledge retention didn’t differ significantly,
ethnographic and gender analysis showed that male students
generally reported more positive learning experiences than female
students. This study discusses the implications for anatomy and
medical education, highlighting the potential of these innovative
learning tools considering gender and team dynamics in body
painting anatomy learning interventions.

Index Terms—Screen-based Augmented Reality, Collaborative
Learning, Evaluation Methodologies, Human-Computer Inter-
face, Gender and Ethnography.

I. INTRODUCTION

Human anatomy and physiology are vital parts of medi-

cal education that involve complex functional structures and

movements of the human body. Comprehensive learning of

anatomy and physiology provides a thorough understanding

of human body function, enabling more effective treatment

of abnormal or disease states [1]. However, the complexity

of the course poses challenges for students in achieving their

desired learning outcomes. Several factors associated with the

learning experience can influence these outcomes, including

the learning tools, the quality of the material, the student’s

prior experience, and their emotional concerns [2]–[4].

The most common practice for students in anatomy educa-

tion is to use textbooks with static images, but this cannot

§ The study was conducted during the postdoctoral fellowship of Roghayeh
Leila Barmaki at Johns Hopkins University. Correspondence to rlb@udel.edu.

provide the students with a realistic first-hand and interactive

experience, which may not be effective for their learning

experience and performance [5]. Despite the effectiveness of

traditional methods for training anatomy, such as dissection or

prosection, these methods have become less feasible nowadays

due to limited resources, large class sizes, and mainly the

absence of face-to-face learning experiences, to name a few

constraints. Due to such limitations, most medical, dental,

and other allied health schools have recently declined the

practical laboratory hours for anatomy [6], [7]. In anatomy and

physiology education, spatial visualization is likely essential

for students to learn the dynamics of anatomical structures

and spatial relationships to surrounding structures. The tradi-

tional visualization of human anatomy in 2D textbook views

insufficiently captures the complexity of human anatomy as

students are often required to mentally reconstruct 3D spatial

relationships, which presents a considerable challenge.

Virtual/augmented reality (VR/AR) can provide informa-

tion on dynamics and spatial relationships interactively and

intuitively by employing 3D virtual skeletons and organs and

adding a virtual information layer on top of the physical body.

While various medical training scenarios have used these tech-

nologies [8]–[10], the use of computer-generated 3D models,

in particular, allows students to rotate and locate structures

from various views and perspectives in anatomy learning.

Such dynamic visualization techniques improve student visual-

spatial abilities [11]–[13]. Moreover, virtual 3D visualizations

offer more accessible opportunities to engage and explore

anatomical structures than traditional cadaver-based learning

for their repeatability and monitoring capabilities.

Body painting has been shown as an effective tool for

learning anatomy and associated clinical skills [14], [15]. It is

a motivating and creative experience for students that provides

memorable visual images and encourages multisensory and

active participation. While body painting suits all students,

cultural sensitivity, gendered considerations, and careful nego-

tiation may be necessary to ensure all students are comfortable
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carrying out the activities.

Inspired by renown methods of anatomy education, in this

work, we propose a user study in an actual educational

laboratory setting that uses 3D visualizations in an anatomy

body painting learning task. In a controlled, team-based large-

scale study with 236 participants, we compare our in-house

tablet-based 3D visualizations (Tablet-3D), and our screen-

based AR (Screen-AR) [16] with the conventional paper-

based Textbook. We aimed to find any interplay between

the participants’ performance outcomes with learning tools,

gender, and group gender compositions. Our research aims to

address the following research questions:

• RQ1: Do tablet-based visualizations and AR technology

improve students’ learning experience compared to the

traditional textbook in anatomy education?

• RQ2: Do tablet-based visualizations and AR technology in-

crease the learning outcomes, e.g., test scores or knowledge

retention, in anatomy education?

• RQ3: Are there any particular benefits of AR technology

in anatomy education experience over tablet-based visual-

izations?

• RQ4: Is the student’s gender a factor to interplay with the

effects of digital technology, or in general for the learning

experience?

To answer these research questions, we first introduce our

technological tools, tablet-based interactive visualization ap-

plication and large screen-based AR tool, which can show

dynamic anatomical information with interactive life-size 3D

virtual models on top of a physical body. We then report the

findings from our large-scale study with 236 students in teams

of two who were participated in the body painting activity

using three learning tools.

We found that students who used our Tablet-3D and Screen-

AR conditions had more positive (anatomy) learning expe-

riences than those who used a textbook, according to their

self-reported outcomes. In addition, we analyzed the potential

effects of the participant’s gender on the performance, which

will be elaborated more in the following.

II. RELATED WORK

A. 3D Technologies for Anatomy Education

Anatomy is a complex subject that cannot be learned only

from textbooks [17]. Traditional anatomy training is based

on the dissection and pro-section of the human body, which

provides tangible haptic interactions and realistic environment

settings [18], [19]. Despite the advantages of dissection, it

equally raises concerns. Studies have shown that the learning

outcomes and the quality of dissections may be affected by

the quality of the material, students’ prior experience, and

emotional concerns [7], [20]. In particular, both inexperienced

and experienced medical and healthcare students are frequently

appalled by the fear of death and the unnatural smell of

cadavers during the dissection [7], [21]. Instead of using

deceased bodies, clay models provide an alternative solution

for educators. DeHoff et al. [22] found that compared with

animal dissections, students had a better learning experience

with clay models. However, clay models cannot present com-

plex anatomical regions or the functional movements of the

structures in the anatomical domain. Additionally, they impose

challenges in transportation and storage. Moreover, anatomy

course lab hours have gradually decreased in the past decades

[6], [7], bringing more challenges to anatomy education.

As a response to the barriers and changes over time, anatom-

ical learning platforms increasingly adapt from traditional

methods to digital technology. Like any other reshaping pro-

cesses, some anatomy scholars argue that dynamic visualiza-

tion compensates for students’ low spatial abilities by pro-

viding an explicit external representation of the system [11],

[13], [23], [24]. Increasingly powerful and accessible computer

hardware allow 3D visualizations to replace or supplement

traditional teaching in healthcare regarding lectures, cadavers,

and textbooks [25]–[28]. Donnelly et al. [29] investigated the

use of Virtual Human Dissector© (VHD) software, interactive

teaching tools for cross-sectional anatomy, capable of recon-

structing 3D views from 2D images, in anatomy education

with self-directed learning and found no significant differ-

ence when compared with a students group that learns from

using prosection, models, and textbooks. Kennan & Awadh

[30] discussed the effective utilization of visual 3D learning

technologies as self-learning resources in the context of cross-

sectional anatomy. They proposed integrating the use of the

3D VHD system with Sectra [31], a medical imaging device,

to enhance the understanding of cross-sectional anatomy.

Lim et al. [32] used 3D-printed models instead of traditional

cadaveric specimens during the learning of external cardiac

anatomy. Although 3D printing technology can provide teach-

ing materials, the 3D printed model is limited by the com-

plexity of anatomical regions. Equally, researchers found that

3D visualization methods improved student performance by

providing multiple anatomical views and different perspectives

of 3D rotating models, even on 2D screens [25]. Mobile-based

applications and web-based 3D games have also been used

as efficient learning tools for the study of human skeletal,

muscular, and cardiovascular systems to explore more spatial

information about the 3D anatomical models [26], [27].

VR and AR techniques have been adopted into anatomy

education in recent years [28], [33]–[35]. As dynamic visual-

izing tools, they engage students in an immersive environment

with audio and visual interactions and stereoscopic 3D models

to have a better functional understanding of the anatomical

structure and its movement within the 3D body space [36]–

[39]. Duncan-Vaidya and Stevenson [40] have found that

experience from AR positively influences the learning process

of skull anatomy on a similar level as traditional tools such as

textbooks or plastic skull models. Increasing the frequency of

learning instances and interactions with models and specimens

are advantages of teaching anatomy in AR [10]. Kolla et al.

[41] examined the effectiveness of VR technology in anatomy

education and compared it to traditional teaching methods

like lectures and cadaveric dissection. 28 first-year medical

students used a VR headset to identify anatomical structures,
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drew them on a virtual skeleton, and then provided feedback

through surveys. Their results indicated that VR was highly

supported by the students, demonstrating its potential as a

valuable tool for learning human anatomy and as a useful

complement. However, all study conditions were conducted

within VR settings. In a different study, the AR controlled

group that was randomly selected from a biochemistry course

suggests that AR educational apps motivated them to under-

stand the visualized processes [42]. Despite the popularity of

using VR/AR methods in anatomy education, a review paper

[43] of 152 articles did not identify conclusive evidence of

their efficiency over traditional anatomy education methods.

B. Measures of Anatomy Learning Experience

To analyze the learning experience and evaluate the effective-

ness of VR/AR applications, various methods for data col-

lection and different measures were used in previous research.

Kurniawan and Witjaksono [44] evaluated the usefulness of the

mobile-based AR application by employing the attitude ques-

tionnaire to analyze user perception. Nainggolan et al. [17]

evaluated the interactivity level of VR controller based on the

user’s agreement and satisfaction levels, and found that the use

of the VR controller in the anatomy learning system was very

interactive and satisfactory. Tanjung et al. [45] conducted a

comparison learning experience study to evaluate the level of

acceptability and satisfaction towards three anatomical learn-

ing systems. In our previous AR anatomy learning research

[16], [33], [46], [47] and another study by Duncan-Vaidya

and Stevenson [48] pre- and post-knowledge quizzes, and

a usability questionnaires were used for data collection and

analysis of the effectiveness of the AR tool.

C. Gender Effects in Education

In different education domains, gender differences have been

discussed in recent studies. Understanding gender effects in

education is not conclusive, and it varies based on different

disciplines and tasks [49], [50]. In the science, technology,

engineering, and mathematics (STEM) domain, some non-

positive learning experiences for females have been reported

due to gender biases at the technical level [51], [52]. In

the business domain, females’ higher management ability in

group tasks was highlighted [53]–[55]. Previous research has

also shown that during cognitive tests, females have better

information-processing skills than males [56], [57]. In Ander-

sson’s study [58] on explicit spatial and verbal collaborative

memory performance, the author reported better retention

performance for females, but he argued that there was no

main gender effect on team performance. Prinsen et al. [59]

noted that, in computer-mediated communication [60] and

computer-supported collaborative learning settings [12], [46],

[61], learning performance for different genders might change

by various role distributions. In this paper, we will discuss the

ethnographic observations related to gender differences (from

individual and group composition standpoints. We need to

acknowledge that we recruited students from a large laboratory

classroom with pre-assigned teams thus, it was not feasible to

form ethnographically balanced teams for all study conditions.

III. METHODS AND MATERIALS

In this section, we will describe the details of the conducted

study with our proposed tablet-based 3D visualization and

screen-based AR learning tools. Relevant hypotheses were

established and evaluated to address our general research

questions introduced in Section I. This study was approved by

the Institutional Review Board (Protocol #HIRB00005021).

A. Digital Anatomy Learning Tools

To investigate the effects of tablet- and AR-based learning

tools in anatomy education, we prepared in-house tablet-based

3D visualization and screen-based AR for our user study. The

learning tools are presented in Figure 1. For Tablet-3D, we

developed an interactive Android application for hand-held

devices, which visualizes 3D virtual models of body muscles

and labels on a tablet (see Figure 1(b)). The visualization

of the 3D anatomy included regional and full-body anatomy

models. Participants could rotate, adjust zoom levels, toggle

between color-coded virtual labels for enhancing readability,

and highlight relevant muscle groups for our user study (see

Figure 1(c)). The developed application was installed on

Samsung Galaxy Tab 2 with a 10.1-inch screen.

For Screen-AR, we deployed our screen-based AR tool

onto a large TV display with a mounted Kinect v2 camera.

Screen-AR used a split-screen to show an AR view on the

left side and a focused view of the anatomical model on

the right side. Furthermore, body tracking allowed Screen-

AR to superimpose 3D life-size virtual models of human

anatomical systems, such as the muscular system, and la-

bels atop the participant’s mirrored body. Participants could

navigate between the relevant muscle groups using a hand-

held clicker. Depending on the muscle group, the virtual

camera responsible for rendering the scene on the right screen

automatically follows and zooms into the selected muscles.

Screen-AR consists of an Alienware 17 Laptop with GTX

1070m GPU, a 55-inch Samsung TV, and a Microsoft Kinect

v2 tracking sensor, and all devices were mounted on a mobile

TV cart. We predefined the same muscle groups for Tablet-3D

and Screen-AR for consistency.

B. Team-based Learning Intervention

After consultation with our laboratory instructor, Dr. Pearlman

about the possibilities of testing our anatomy learning tools

with her large classroom, we were introduced to a mandatory

team-based lab activity about human muscle painting [62].

Muscle painting, as a form of body painting, has been shown

to be one of the common exercises in a medical curriculum

[16], [63], and students execute the muscle painting activity

typically with printed 2D visualization of human musculature

from the lab manual. So, we prepared our learning tools

based on these muscle painting activities, aiming to use them

as a replacement for the 2D anatomy textbook and evaluate

their learning efficacy and student performance. During the
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(a) (b) (c)

(d) (e) (f)

Fig. 1: Three study conditions with different learning tools: (a)

Textbook, (b) Tablet-3D, and (c) Screen-AR, and the images

that captured the actual anatomy learning interventions with

each of those learning tools: muscle painting activity in (d)

Textbook, (e) Tablet-3D, and (f) Screen-AR.

intervention, participants worked in a team of two people

to collaboratively learn and teach among peers about human

muscle groups through a body painting activity. They were

asked to identify and paint major muscle parts on their

body with washable painting supplies while using one of a

randomly assigned (see Section III-C) learning tool. Once one

of the participants completed the painter’s role, they switched

their role to be a paintee with the learning partners. We

showed 40 muscles and labels to the participants to provide

extensive anatomical landmarks. However, we only asked them

to identify 12 major muscles (same for all conditions) and use

appropriate body paint to colorize the muscles’ location on

their arms and legs.

C. Study Design

We conducted a user study using a between-subjects design

with three learning tool conditions. A brief description of each

learning tool is explained in the following.

• Textbook: As a traditional learning method, participants

used a textbook during the team-based anatomy learning

intervention described in Section III-A. They identified the

corresponding muscle parts on their partner’s body while

checking the location of target muscles from the textbook

(Figure 1(a, d)). The textbook could be carried while per-

forming the muscle painting activity.

• Tablet-3D: Participants used our tablet-based 3D anatomy

application during the learning intervention. The participants

could carry the tablet that visualizes 3D virtual anatomy

models and labels, while performing the painting activity

(Figure 1(b, e)).

• Screen-AR: Participants used our large screen-based AR

anatomy tool during the activity. They could see the virtual

TABLE I: The number of participants in each study condition.

Learning Tool Male Female Total

Textbook 27 45 72
Tablet-3D 43 45 88
Screen-AR 25 51 76

Total 95 141 236

3D models and labels directly overlaid on their own bodies

through the large screen (Figure 1(c, f)).

The study was performed alongside 17 anatomy lab sessions

with a maximum capacity of 20 students in each lab. Con-

sidering the large scale of the study, participants could be

randomly assigned to one of the three learning tool conditions

by scheduling a single condition for each lab session. This

assignment method is termed hierarchical or clustered random-

ization, which is a common practice in educational studies and

clinical trials [64].

D. Participants

We initially recruited 319 student participants (male: 128,

female: 191), although we needed to exclude a subset of the

data (described in the following). The recruitment took place

via an online flyer from a laboratory course of General Biology

as part of undergraduate premedical curricula. The recruitment

was part of a general biology lab course, and the students were

randomly assigned by their instructor into teams of two to

four to perform their assignments throughout the semester. The

initial anatomy learning intervention had teams of sizes two

to four, however, teams of size two were only considered for

this work. Larger teams had different task distribution in team,

thus excluded. So, our final subset data of interest included

236 participants (95 males and 141 females; age M =19.77,

SD=1.81) in 118 teams of size two within three age-balanced

groups with the following gender compositions. Male pairs:

62 with age M = 19.45, SD = 1.035, Female pairs: 108

with age M =19.71, SD=1.583, and Mixed pairs: 66 with

age M = 20.17, SD = 2.527). Table I shows the number of

participants per condition.

E. Procedure

The study procedure was as follows. An online flyer was

sent to all undergraduate students in the General Biology

lab, inviting them to participate. Students needed to com-

plete the body painting activity regardless of our study for

their lab credits, but they could opt in to participate in our

study to perform it slightly differently. After the oral consent

process, participants individually completed an online pre-

questionnaire, which asked for their demographic information

and evaluated their prior anatomy knowledge. Then they

entered the learning intervention room with their pre-assigned

teammates. Each team only used one of the learning tools

described in Section III-C to complete the learning task,

because of between-subjects study arrangements. During the

painting activity, the participant in the painter’s role tried to

find appropriate muscles on the teammate’s body (who played
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the role of a paintee) to be painted while navigating different

muscle parts. Participants in the Tablet-3D or textbook condi-

tions used either the interactive application’s 3D visualizations

or the laboratory manual anatomy figures to complete the

activity. Particularly for the AR system, the participant in

the paintee’s role was asked to stand closer to the Kinect

body tracking sensor to have appropriate digital anatomical

illustrations superimposed on their body. The painter used the

muscle overlay information on the TV screen to paint. After

completing the painting activity, all participants completed the

online post-questionnaire individually, which asked about their

interaction with the learning tools and evaluated their anatomy

knowledge retention. Before concluding the study session,

they presented their painted limbs to their lab assistants.

The activity, including learning intervention and questionnaire

completion, took approximately 20–30 minutes.

F. Measures and Hypotheses

This section describes the measures we used for the study,

which were collected through questionnaires. We also intro-

duce several hypotheses that we established based on the

measures and our research questions in Section I. We used

online questionnaires on the Qualtrics platform (Provoto, UT)

for designing and collecting pre- and post-questionnaires.

1) Learning Experience: We prepared nine subjective ques-

tions to examine the participants in the anatomy learning

intervention using different learning tools. The questions were

presented on a five-point Likert scale (1: Strongly Disagree to

5: Strongly Agree) except for the “willingness to recommend”

measure, which had a scale of 0 to 10 (10 means a strong

willingness). Our questions for each measure is described

below. Textbook, Tablet-3D, or Screen-AR was replaced by

learning tool statement, depending on the assigned condition.

- Easy to Paint: “Using learning tool was easy and straight-

forward for completing the muscle painting activity.”

- Easy to Find Muscles: “I recognized and found the location

of muscles easily using learning tool.”

- Satisfaction: “Using learning tool for the muscle painting

activity was satisfying.”

- Learning Perception: “I learned a lot about muscle

anatomy using/interacting with learning tool.”

- Enjoyment: “I found using learning tool to be enjoyable.”

- Effort to Focus: “I had to make an effort to keep my mind

on the activity.”

- Lost Track of Time: “Time seemed to pass very quickly

during the painting activity.”

- Willingness to Recommend: “I would recommend that my

friends use learning tool to study human muscles.”

- Learning Motivation: “Using learning tool increased my

enthusiasm for learning more about human anatomy.”

Considering the potential benefits of interactive visualizations

in our 3D visualization tool, and more intuitive and direct

information display on the real body in the AR tool [65], we

established the following hypotheses for the measures:

• H1: The participants in the Tablet-3D condition or the

Screen-AR condition will have more positive ratings than

those in the Textbook condition for all the measures.

(Textbook < Tablet-3D, Screen-AR)

• H2: The participants in the Screen-AR condition will further

have more positive experience than those in the Tablet-3D

condition for all the measures. (Tablet-3D < Screen-AR)

As Figure 1 shows, the anatomy models in all learning tools

are male-based. Compared to female students, male students

can easily recognize and access the muscles according to the

same anatomical structures. Also, given the prior research

has shown that females tend to be more conservative about

being touched [66], we established the following hypotheses

to understand the role of the gender, gender composition:

• H3: The male participants (male pairs) in the study will

report more positive ratings than the female participants

(females or mixed pairs), particularly in the measures like

easy to paint and easy to find muscles.

(Female < Male) and (Mixed <= Females < Males)

2) Short-term Knowledge Retention: To examine the learn-

ing performance in anatomy education, we evaluated the

participant’s anatomy knowledge retention. We collected the

participants’ anatomy knowledge scores from pre- and post-

tests, and calculated the score gain by subtracting the pre-test

score from the post-test score.

- Pre-Score: The pre-test was a matching test with five

questions in a provided diagram of the human anatomy

muscle system. In the anatomy diagram, 15 regions of the

body were highlighted, and participants were asked to match

five muscle labels provided in the pre-test with one of

these 15 body regions. The number of correct matches was

reported as the pre-test score in the range of [0, 5].

- Post-Score: The post-test had a different (lateral) view of

human anatomy, with a matching test similar to the pre-test.

The number of correct matches was reported as the post-test

score in the range of [0, 5]. Both pre- and post-tests were

designed and evaluated by anatomy instructors to be at the

same level of difficulty.

- Score Gain: Score gain, as the difference between pre- and

post-test scores, was calculated in [-5, 5] range.

Based on the positive outcome that we anticipate in the Tablet-

3D and Screen-AR conditions, we established the following

hypotheses similar to H1 and H2 regarding the learning perfor-

mance (or the improvement of anatomy knowledge retention):

• H4: The participants in the Tablet-3D condition or the

Screen-AR condition will have a higher score gain than

those in the Textbook condition.

(Textbook < Tablet-3D, Screen-AR)

• H5: The participants in the Screen-AR condition will further

have a higher score gain than those in the Tablet-3D

condition. (Tablet-3D < Screen-AR)

IV. RESULTS

This section reports our analysis results considering the hy-

potheses we established in Section III-F. Since we are also

interested in the possible effects of participant’s gender on our

measures, we have two factors to consider in our analysis: (1)

209

Authorized licensed use limited to: UNIVERSITY OF DELAWARE LIBRARY. Downloaded on August 16,2024 at 21:48:38 UTC from IEEE Xplore.  Restrictions apply. 



learning tool and (2) participant’s gender. We first conducted

two-way ANOVAs with these two factors to see if there is any

interaction effect between the factors on both and performance

measures. We did not find any significant interactions between

the learning tool and the participant gender; thus, we focused

on the main effects of each factor using one-way ANOVAs

(α= 0.05). Multiple comparisons with Bonferroni correction

were conducted for post-hoc tests.

A. Learning Experience

Here, we report the results of our analysis on the measures

for both learning tool, participant gender, and group gender

composition factors. The detailed results for each measure are

described below, and the overviews of the learning tool effects

and the gender effects are summarized in Table II.

Easy to Paint: The one-way ANOVA for the measure

of “easy to paint” showed a significant effect of the learning

tool (F (2, 233)= 7.786, p= 0.0005; η2p =0.063 - medium to

large effect size). The post-hoc tests revealed that Tablet-3D

(M = 4.67, SD = 0.656) had a higher score than Textbook

(M=4.26, SD=0.872; p= 0.009) or Screen-AR (M=4.18,

SD = 1.016; p= 0.001). This suggests that the participants

felt the Tablet-3D condition was easier to perform the muscle

painting activity than the other two conditions. The analysis

for the participant gender did not show any significant effect.

Easy to Find Muscles: For the “easy to find mus-

cles” we did not find any significant effect of the learning

tool. We found that this measure was significantly different

among three group gender compositions (F (2, 233) = 5.62,

p= 0.004; male pairs: M = 4.645, SD = 0.630; female

pairs: M = 4.398, SD = 0.875; mixed pairs: M = 4.136,

SD = 1.006). Based on the post-hoc comparison with the

Bonferroni test, the group with same gender compositions

(males pairs and females pairs) were easier to perform the

muscle painting activity than the mixed pairs (p= 0.005).

Moreover, we found a significant effect of the participant’s

gender on this measure, too (F (1, 234) = 7.065, p= 0.008;

η2p =0.029 - small to medium effect size). The result showed

that the male participants (M=4.55, SD=0.632) reported a

significantly higher score for the easiness of finding muscles

than the female participants (M=4.26, SD=0.937).

Satisfaction: We did not find any significant effects

of both the learning tool and the participant gender. How-

ever, this “satisfaction” measure was significantly different in

gender compositions (F (2, 233) = 3.91, p= 0.021). Among

three different gender compositions (male pairs: M = 4.484,

SD = 0.671; female pairs: M = 4.259, SD = 0.921; mixed

pairs: M = 4.045, SD= 0.999), Bonferroni test showed that

male pairs had significantly higher satisfaction than mixed

pairs (p= 0.017).

Learning Perception: For this measure, we did not find

a significant effect of the learning tool, but there was a main

effect of the participant gender with a statistical significance

(F (1, 234)=6.245, p= 0.013; η2p =0.026 - small to medium

effect size). This showed again that the male participants

(M =4.08, SD=0.834) had a higher score than the female

TABLE II: The summary of Learning Experience inferential

results. (* p< 0.05, ** p< 0.01, *** p< 0.001.)

Variable F p Sig η
2
p

Easy to Paint
Learning tool 7.786 0.0005 *** 0.063
Gender 1.854 0.175

Easy to Find Muscles
Gender 7.065 0.008 ** 0.029
Gender composition 5.62 0.004 **

Satisfaction
Learning tool 0.207 0.813
Gender 1.564 0.212
Gender composition 3.91 0.021 *

Learning Perception
Learning tool 0.009 0.991
Gender 6.245 0.013 * 0.026
Gender composition 3.63 0.028 *

Enjoyment
Learning tool 9.87 0.0001 *** 0.078
Gender 10.008 0.002 ** 0.041
Gender composition 4.03 0.019 *

Effort to Focus
Learning tool 1.679 0.189
Gender 0.598 0.44
Gender composition 1.84 0.161

Lost Track of Time
Learning tool 0.332 0.718
Gender 0.413 0.521
Gender composition 0.36 0.696

Willingness to Recommend
Learning tool 4.596 0.011 * 0.038
Gender 4.323 0.039 * 0.018
Gender composition 1.19 0.306

Learning Motivation
Learning tool 7.441 0.0007 *** 0.06
Gender 4.907 0.028 * 0.021
Gender composition 2.95 0.055

participants (M = 3.76, SD = 1.062). Also, a significant

effect for the “learning perception” measure was observed

(F (2, 233) = 3.63, p= 0.028) among gender compositions

of male pairs (M = 4.177, SD = 0.758), female pairs

(M = 3.778, SD = 1.026), and mixed pairs (M = 3.803,

SD=1.084). Bonferroni test indicated that male pairs had a

significantly higher score than female pairs (p= 0.034).

Enjoyment: For the “enjoyment” we found main effects

of the learning tool, the participant gender, and group gender

composition factors. For the learning tool (F (2, 233)=9.870,

p= 0.0001; η2p = 0.078 - medium to large effect size), we

further compared the conditions and found that Textbook

(M = 3.78, SD = 1.051) had a lower score than Tablet-3D

(M=4.32, SD=0.865; p= 0.001) and Screen-AR (M=4.41,

SD = 0.897; p= 0.001). For the gender effect (F (1, 234) =
10.008, p= 0.002; η2p =0.041 - small to medium effect size),

the result showed that the male participants (M = 4.42,

SD=0.807) had a higher score than the female participants

(M = 4.02, SD = 1.038). For the gender composition (male

pairs: M = 4.468, SD = 0.804; female pairs: M = 4.037,

SD=1.049; mixed pairs: M =4.152, SD=0.932), a signif-

icant difference was observed (F (2, 233) = 4.03, p= 0.019).
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The Bonferroni post-hoc test showed that the male pairs had

a significantly higher score than the female pairs (p= 0.016).

Effort to Focus: There were no significant effects found

in the “effort to focus” measure.

Lost Track of Time: For learning tool and gender-related

factors, there were also no significant effects for this measure.

Willingness to Recommend: We found a main effect

of the learning tool for the “willingness to recommend”

(F (2, 233) = 4.596, p= 0.011; η2p = 0.038 - small to

medium effect size). The post-hoc tests revealed that Textbook

(M = 6.96, SD = 2.185) had a lower score than Tablet-3D

(M=7.82, SD=2.003; p= 0.024) and Screen-AR (M=7.83,

SD = 1.865; p= 0.028). The gender effect was also found

for this (F (1, 234) = 4.323, p= 0.039; η2p =0.018 - small to

medium effect size), which showed that the male participants

(M =7.89, SD=1.825) had a higher score than the female

participants (M = 7.33, SD = 2.164). On the contrary, no

group gender composition effect was identified.

Learning Motivation: We found the main effects of

the learning tool and participant gender. The effect of the

learning tool was significant (F (2, 233) = 7.441, p= 0.0007;

η2p = 0.060 - medium effect size), and the post-hoc tests

showed that Textbook (M = 3.57, SD = 1.032) had a lower

score than Tablet-3D (M=3.94, SD=0.987; p= 0.044) and

Screen-AR (M = 4.17, SD = 0.839; p= 0.001). The gender

effect was also significant (F (1, 234) = 4.907, p= 0.028;

η2p = 0.021 - small to medium effect size), showing that the

male participants (M=4.07, SD=0.902) had a higher score

than the female participants (M =3.79, SD=1.020). Based

on Bonferroni test, we further compared the pairs and found

that the male pairs had a significantly higher score than the

female pairs for “learning motivation” (p= 0.048).

B. Learning Performance

To ensure valid knowledge retention evaluation, we ana-

lyzed pre-score differences among learning tool conditions and

gender groups. This involved assessing the balance in prior

anatomy knowledge within learning tool groups and gender

compositions. We did not find any differences in the pre-score

measure among the learning tool conditions. However, we

found a significant difference between the male and female

participants (p= 0.019), which showed the male participants

(M = 2.05, SD = 1.283) had a higher pre-score than the

female participants (M=1.69, SD=1.070). While controlling

the pre-score as a covariate, we conducted one-way ANCOVA

to investigate the effects of the learning tool, the participant’s

gender, or the group gender composition; however, no signif-

icant results were found.Among different learning tool condi-

tions, compared with the score gain (M=0.069, SD=1.437)

and the post-score (M = 1.92, SD= 1.441) in the Textbook

condition, participants in the Tablet-3D condition achieved the

highest score gain (M = 0.10, SD = 1.447) with post-score

(M = 1.82, SD = 1.282); Screen-AR groups achieved the

second highest score gain (M=0.079, SD=1.512) with post-

score (M = 2.04, SD = 1.501). With respect to the partici-

pant’s gender, females achieved a higher score gain (M=0.20,

SD = 1.455) with post-score (M = 1.89, SD = 1.342) than

males’ score gain (M = −0.084, SD = 1.456) with post-

score (M = 1.97, SD = 1.491). Among three group gender

compositions, compared with the score gain (M = −0.145,

SD = 1.401) and the post-score (M = 1.887, SD = 1.307)

of the male pairs, female groups achieved the highest score

gain (M = 0.269, SD = 1.464) with post-score (M = 1.852,

SD=1.288); mixed pairs achieved the second highest score

gain (M = 0, SD = 1.488) with post-score (M = 2.06,

SD=1.654). There are no main or interaction effects on the

post-score and the score gain among the three factors: learning

tool, gender, and group gender composition.

V. DISCUSSION

In this section, we summarize our findings based on the results

while connecting them to our established hypotheses. We also

discuss the justifications and implications of our findings and

associate them with previous research.

Digital Tools Improved Learning Experience: We found

several significant effects of the learning tool for some of

our measures, which we reported in Section IV-A. In general,

the results show that the Tablet-3D and the Screen-AR could

provide more positive experience scores than the Textbook,

e.g., for the measures of “enjoyment,” “willingness to rec-

ommend,” and “learning motivation,” which partly supports

our H1. These results align with previous literature findings

that showed 3D visualization technologies increased students’

engagement in anatomy learning [36], [38]. The positive scores

in some of our measures could be related to the novelty of

the VR/AR technology as an anatomy learning tool, and the

intuitive and interactive 3D models could also be an important

factor in influencing the perception of the learning experience.

Some qualitative comments from the participants in the Tablet-

3D condition or the Screen-AR condition post-session also

support our reasoning for the positive scores. For example,

some of the participants in Tablet-3D or Screen-AR said:

“Interface could be refined a little; the model was great.”

“It was an enjoyable and educational experience.”

“Super cool to be the model and see my body’s muscles.”

“It was fun to paint a muscle and helped put it into the

context of reality instead of simply seeing it on a page.”

Interestingly, however, we found no significant benefits of the

Screen-AR compared to the Tablet-3D, which we expected

in our H2. Instead, we found a higher score in the Tablet-

3D condition than the Screen-AR condition for the “easy to

paint” measure. Based on the participants’ feedback below,

we realized that some participants complained about the

intermittent misalignment of virtual contents in the Screen-

AR condition.

“The calibration was not great and it was hard to actually

see the muscle projected onto myself and my partner.”

“Sometimes it was hard to see which muscle was being

pointed.”

“It was a little hard to distinguish where in the mus-

cle was sometimes because the overlay wasn’t actually

exact/not proportional to my body.”
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This implies that the participants were quite sensitive to the

accuracy and reliability of body tracking for AR content

registration, which could be crucial for the learning experience.

Some major contributors to this AR accuracy issue include

the 3D virtual models, which followed a male anatomy limb

proportions rather than female, and the physical proximity of

the painter and paintee in front of the body tracking system.

No Influence on Learning Performance: Positive

effects of our digital tools on learning performance based

on prior research was expected [16], [28], [67]. As we re-

ported in SectionIV-B, there were no significant effects of

the learning tool or the participant’s gender for the learning

performance, e.g., the anatomy knowledge retention, which

means no evidence to support our H4 and H5. However, prior

research showed that positive experience could increase learn-

ing performance and retention [28], [67], and our proposed 3D

visualization and AR learning tools did promote more positive

compared to the traditional textbook-based learning. In that

sense, we are inspired to conduct further research on different

learning analytic metrics. Additionally, the intervention that

the participants had in our study was only a one-time session

for about 10–15 minutes, which could not be enough to reveal

the positive effects of AR on learning performance. As most

learning science studies require longitudinal studies for their

efficacy, we will propose a longitudinal study in future.

Male Users Noted More Positive Experience: Beyond

investigating the learning tool effects, we also established an

interesting question about gender effects in anatomy education,

as introduced in H3 in Section III-F. We found significant

effects of the participant gender on various measures: “easy

to find muscles,” “learning perception,” “enjoyment,” “willing-

ness to recommend,” and “learning motivation.” For all those

measures, male participants reported higher (more positive)

scores than female participants, which partly supports our

H3. Considering gender composition, similar patterns were

observed on the “easy to find muscles,” “learning perception,”

and “enjoyment” measures. When comparing gender compo-

sitions, we found statistically significant differences between

male pairs and mixed pairs, as well as between male pairs

and female pairs. Male pairs reported the highest learning

experience scores. These finding also provides partial support

for H3. We should note that this effect was not associated with

a specific learning tool. There could be some aspects of our

learning intervention that female participants did not like com-

pared to male participants, which seemed to be the painting

part, not the learning tool. Female participants in our study

might be more conservative about the body painting activity

than males. According to prior research [14], [66], unequal

engagement of students in body painting activities may be

due to cultural, social, and religious barriers concerning body

image, nudity, gender, vulnerability, and embarrassment. Not

surprisingly, such tendencies were reflected in the after-session

feedback from some female participants.

“Painting was unnecessary, but it was cool to see the

muscles on my body.” “[The activity may] take into

account clothes and girls.”

“I am not a fan of body painting. However, I love the

program and think that it is really cool.”’

“I don’t like having paint on my skin.”

These observations emphasize the importance of gender per-

spectives in the design. It also recommends exploring a new

learning module, one that doesn’t involve body painting.

Future Work and Limitations: The overarching goal of

our study was to explore and understand the possible effects

of using advanced learning technologies on anatomy learning

and student performance. Identifying anatomical parts in a real

body, as in our current study, is primarily acknowledged in

clinical anatomy. While not immediately applicable to sessions

involving cadavers or anatomy models, exploring this avenue,

such as using a Kinect sensor positioned above a patient bed,

presents an interesting future path. Our discussion unveils

that we require multi-session, long-term, and modified studies

to draw more conclusive findings for knowledge retention

and task completion time. As noted, some students liked the

anatomy learning tools but disliked the body painting activity,

so the selection of body painting as baseline activity may

have been a confounding factor. In addition, this paper covered

dyadic teams and we plan to analyze our data with participants

in larger teams while controlling for demographics of age,

gender, and prior knowledge level to form more uniform

teams. We also plan to expand student learning analysis

by collecting and using multi-modal measurements for more

effective and objective learning tool evaluations.

VI. CONCLUSION

This paper investigated the effects of digital anatomy learning

tools, using our in-house tablet-based 3D visualization system

and the screen-based AR application overlaying 3D anatomy

structures onto the digital mirror image of students. We

conducted a large-scale study with 236 premedical students,

and compared our digital learning tools with conventional

textbook. Our results indicated that both digital learning tools

could improve the learning experience, particularly in “en-

joyment”, “willingness to recommend”, and “learning motiva-

tion”. We also found that male participants generally reported

more positive experiences than females. Our findings include

further considerations of learners’ gender and performance in

body painting anatomy education. Based on the enhanced,

progressive short-term learning performance and enjoyment in

our study, we expect a similar trend in the long-term retention

of future 3D technology.
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