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Figure 1: Desktop and VR views in the VRxD application. Screenshots from our virtual reality(VR)/desktop cross-virtuality
analytics (XVA) system, VRxD. This system was used as the medium for a collaborative XVA user study examining the
role of abstract vs. natural spatial mapping as well as perspective or interaction sharing on collaborative visualization user
behavior. The abstract view features a non-immersive desktop (animated figure: ©) and an immersive VR © parallel coordinates
visualization. Similarly, the natural spatial mapping view features a non-immersive desktop © and an immersive VR © pitch
trajectory visualization. Furthermore, this system implements our four levels of “eyes-and-shoes” group awareness techniques:

L1: Landmarks and Analogous Views O, L2: Information Cues © @, L3: Interaction Sharing ©, and L4: Perspective
Sharing © ©.
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relate to the VR user’s 3D workspace. To address this, we pro-
pose the “eyes-and-shoes” principles for group awareness and ab-
stract them into four levels of techniques. Furthermore, we evaluate
these principles with a qualitative user study of 6 participant pairs
synchronously collaborating across distributed desktop and VR
head-mounted devices. In this study, we vary the group awareness
techniques between participants and explore two visualization con-
texts within participants. The results of this study indicate that
the more visual metaphors and views of participants diverge, the
greater the level of group awareness is needed. A copy of this paper,
the study preregistration, and all supplemental materials required
to reproduce the study are available on OSF (link).
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1 INTRODUCTION

Group awareness [22], or the ability to see and understand the
activities of the overall team, is a key to collaborating effec-
tively [19, 20, 23]. If T know what you are doing, I can better organize
my work, and I can also engage with you more directly when I
see your work touching mine, thus increasing our collaborative
coupling [54]. Achieving this kind of awareness is less challenging
when inhabiting the same physical space, collaboration medium,
and time instance as your partner (i.e. co-located synchronous collab-
oration [3]). However, when collaboration spans multiple devices,
geographic distances, and time intervals, maintaining group aware-
ness invariably becomes more complex [19]. For example, past work
has studied group awareness during both fully-distributed [57] as
well as in mixed-presence (hybrid distributed and co-located) set-
tings [32, 52, 58]. This complexity is exacerbated when collaborators
use different types of devices and communication media because of
the diminished common ground [9] between platforms. For example,
imagine coordinating between a smartphone user and a desktop
user on the same visualization dashboard; because of the limited
screen size, the mobile user will see much less of the dashboard at
any point in time—perhaps only a single chart—and thus spatial
relations and deixis [26] across the platforms are inconsistent.
This gap in common ground, a central design consideration for
collaborative visualization [24], widens as the platforms diverge
in their physical form factor, display mode, and interaction model.
It is particularly problematic when collaborating across the real-
ity-virtuality continuum (RVC) [15]—such as across desktop and
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virtual reality (VR) head-mounted devices. At the same, engaging
multiple device platforms in collaboration is often beneficial [27],
especially when combining traditional 2D views with immersive 3D
views [28, 59]. With the rise of immersive analytics [38], virtual and
mixed reality (MR) has seen increasing use as a platform for visual-
ization and visual analytics, including for graph visualization [11],
multidimensional data [10], and even economical analysis [4]. VR
devices present unique affordances for stereoscopic vision, spatial
interaction, and immersive environments, providing key advan-
tages over desktop platforms for visualization workflows such as
high-dimensional or natural spatial mapping data analytics. Like-
wise, desktop platforms have unique advantages for these same
workflows—such as text entry, precise interaction, and easier ac-
cess to external tools. Through cross-platform collaboration, team
members can leverage the strengths of their platforms and balance
their weaknesses. For example, consider the following vignette in-
Tsk)ire I%XeSieVRt rgglttp%://sgﬁvrt.com/), a VR system for remote and
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Imagine two physicians, Alice and Bob, visualizing cerebral
arteries captured using medical imaging (CT scans). Abstract
2D networks can quickly identify areas of interest, but 3D
natural spatial mapping renders will always need to be cross-
referenced and consulted as a part of the complete radiology
workflow [42]. A cross-platform collaboration workflow would
enable Alice to use a desktop computer and Bob to use a
Virtual Reality headset to work together. Each platform can
now be used to its strengths, with Alice identifying areas of
interest using her 2D overview and Bob investigating them
in-situ in his immersive 3D view.
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phythiead kpastteRtisnchatlangsrraisesshofilmastion; ehiablidhingers
co]&@b@m@xg}mﬂesﬁm@df@th different views of the same data?”

In this paper, we explore a design principle for providing group
awareness across heterogeneous devices that we call “through their
eyBalnlan Weateddhe diepeohintasicobAlice shionty wheisalssap-
préieiayetoBabietnisec semenakpgiontinl doreaaalidanwitleidisers
bydetabiid 3Eheepressniptinrand deellnbbknors whishudlieede-
masdeftrenténg st aifyn dlite hovehseqirinhesbronmditynd
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arhighghtniheaselsrtad hived pesielvwitbspalamiogsfectirent
bahatleshth 2 eind Pl vieswacting e ¢ kaninfersugtéon tububibasthe
gehethlcenffonpnthas tbey dp thedtethe sande shnarndelityn{prtheiple
andeisfgyping somtwencgsopiagtorm collaboration between desktop
computers and Virtual Reality devices. Furthermore, in this paper,
we also explore the design space of eyes-and-shoes by partitioning
it Red AagicndssHsiths RPGHEABE (R A S AR ViWing
(diépn bt thatb e YisHebeateRestAte P HLes Ah iRl Yess
erétfiersatamage P RdJatBIAYSEh BoRpeso refer to data

values and color encodings that do not match Alice’s current
view of the brain vessel dimensions. Alice uses the XVA sys-
tem’s feature, allowing users to toggle synchronization of the
local interaction state with collaborators. This feature sets
Alice’s filters to what Bob has selected, which reveals that
Bob is currently viewing the blood flow data layer. This in-
teraction sharing allows Alice to understand the context of
Bob’s reference and achieve common sround without asking
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Through Their Eyes and In Their Shoes

To assess the validity of the eyes-and-shoes collaboration prin-
ciple, we implement its basic philosophy in a cross-platform syn-
chronous collaborative visualization tool for head-mounted virtual
reality and desktop platforms called VRxD. The impetus for this
specific instantiation of the principle is that many immersive an-
alytics applications involve data that would benefit from both 2D
and 3D visualization [38]. This suggests a hybrid approach where
one collaborator working on a desktop computer and one in a
VR immersive analytics environment could be particularly power-
ful [37]. Using this VRXD platform, we conducted a remote user
study involving 6 pairs of collaborators exploring a baseball pitch
and pitcher statistics datasets in tandem. We varied the interaction
and view models of the collaborators, thus changing the amount of
group awareness and common ground between them. Additionally,
we explored two distinct visualization scenarios; abstract and natu-
ral spatial mapping visualizations. Through this study, we share our
observations on collaborative visualization behavior within this
cross-virtuality analytics [43] (XVA) system and the context of our
“eyes-and-shoes” design principles. These results will help inform
the design of future XVA systems and provide a behavioral baseline
for future studies of XVA group awareness techniques. Specifically,
this paper contributes:

(1) The “through their eyes and in their shoes” design principle
for providing group awareness across heterogeneous de-
vices by letting users step into the views of their collaborators
to maintain common ground. While these are not new ideas, our
conceptualization and suggested four levels of group awareness
generalize them.

(2) The design and results of a qualitative user study validat-
ing the “eyes-and-shoes” principle and our four levels of group
awareness techniques, using our prototype XVA system VRxD.
Our results indicate that the more visual metaphors and views
of participants diverge, the more group awareness needs to be
supported.

This paper and all supplemental materials are freely available
on OSF (link).

2 RELATED WORK

Here we describe the related literature grounding our research. In
particular, we cover previous contributions in collaborative visual-
ization (CV) and cross-virtuality analytics (XVA)—as they relate to
immersive analytics (IA).

2.1 Collaborative Visualization

Collaborative visualization (CV) is a long-standing research thrust
pursued by data visualization researchers and engineers alike [55].
Isenberg et al. [30] define CV across time (synchronous or asyn-
chronous) and space (co-located or distributed). The cross-sections
of these two dimensions predominantly determine how, when, and
where we think about the design and research of CV systems. Heer
and Agrawala [24] present seven areas of consideration for CV:
division and allocation of work: common ground and awareness;
reference and deixis; incentives and engagement; identity, trust, and
reputation; group dynamics; and consensus and decision making.
They discuss these considerations within the context of distributed,
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asynchronous collaboration. However, the broader ideas of these ar-
eas are relevant across the design space of CV—leading researchers
to explore them across different contexts and devices [1, 28, 35].
The majority of existing CV literature focuses on non-immersive
2D displays. Immersive 3D display technologies, such as augmented
reality (AR) and virtual reality (VR), blur the lines of the CV design
space presented by Isenberg et al. [30]. More recent work has begun
to refer to collaboration across different devices as “symmetry” [48],
distinguishing this aspect from space and time. VR users can be
simultaneously physically distributed and virtually co-located—
requiring research and design across both categories of CV. This
increased complexity has made CV one of the grand challenges for
IA [13]. Several past publications have explored CV with homo-
geneous immersive devices [29, 41]. However, there is a growing
interest in CV across heterogeneous immersive and non-immersive
devices, leading to the designation of supporting cross-platform
collaboration as a significant component of this challenge.

2.2 Cross-Platform Visualization

Cross-platform collaborative visualization utilizes several devices
across the reality-virtuality continuum (RVC) [40] to conduct visual
analytics synchronously or asynchronously with multiple users.
Examples of existing literature exploring this area include work
utilizing a mixture of mobile and large-scale displays [27], AR and
tabletop displays [49], and VR and desktop displays [28]. Frohler
et al. [15] survey and categorize these works as cross-virtuality
analytics (XVA)—or more generally cross-virtuality (XV) [2]. The
authors define XVA as “systems for data visualization and analysis
that seamlessly integrate different visual metaphors and devices
along the entire RVC to support multiple users with transitional
and collaborative interfaces”

Core to the philosophy of XVA is the opportunity to provide the
optimal techniques, encoding, interactions, and view of data using
tailored visual metaphors with various devices depending on the
task at hand [15, 43]. In particular, combining different devices in
XVA has been shown to enable complementary use, where devices
mutually scaffold each other’s weaknesses [27]. Frohler et al. [15]
further categorize XVA works into four categories: spatially agnos-
tic (simultaneous use of devices), augmented (displays extended
and spatially orientated), networked (collaborative), and transient
(switching between realities). The authors conclude by outlining
a series of challenges and opportunities, including collaboration
across the RVC—highlighting the importance of group awareness
and the lack of generalizable frameworks for XVA awareness cues.

2.3 Cross-Platform Collaboration

Our work in this article represents networked XVA across the desk-
top and VR stages of the RVC. Combining desktop, and immersive
views is often beneficial because it enables an ex-situ 2D analyti-
cal view to be combined with an in-situ 3D first-person view. For
example, ReLive [28] enables a user to view 3D trace data from a
user study both in an immersive VR view, as well as switch to a 2D
desktop view for an overview and summative analysis. Similarly,
Wang et al. [59] seamlessly combine AR and desktop interfaces in a
particle visualization application where the interface work together
yet provide unique individual capabilities. However, both of the
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above are “hybrid” desktop/immersive interfaces intended for a
single user.

Cross-platform collaborative visualization systems enable mul-
tiple people to work together using different devices. Only a few
studies exist in this space. Johnson et al. [31] present an experiment
where a tablet participant, given an abstract scene representation,
can assist a AR HMD participant during locate tasks using deixis—
finding that a list view out-performed a spatial layout. Schroeder
et al. [46], in a study involving desktop and CAVE users working
together, find that the display and input technology used by collab-
orators have a significant impact on leadership and tasking. Tong
et al. [56] present a comparative study examining symmetric and
asymmetric visualization views across desktop and VR collabora-
tors. The results of their study shows the promise of well designed
asymmetric visualization views for task productivity and mental
demand.

Most relevant to our work is that of Reski et al. [42] on an em-
pirical evaluation of synchronous collaboration between a desktop
user and a VR user using asymmetric visualization design. Collabo-
rators were provided visual cues and shared interactions across the
desktop and VR interfaces, such as highlighting shared data and
providing the VR participant’s location and field of view for the
desktop participant. The authors report results and observations
that indicate that users benefit from this collaboration model and
report a high level of group awareness during the task.

3 THE EYES-AND-SHOES PRINCIPLES

The common idioms “Walk a mile in their shoes” and “Try seeing
it from their point of view” synthesize the human experience of
attempting to understand another person’s perspective, experience,
and motivation before passing judgment. This action is a crucial
step for decision-making, diplomacy, and—most relevant to this
paper—collaboration [18]. In collaborative work in general, and col-
laborative visualization (CV) in particular, this is known as common
ground [9]: the sum of mutually known beliefs, knowledge, and
suppositions among the participants in an exchange.

Common ground can be thought of as consisting of both static
and dynamic components; knowledge that exists prior to a collabo-
rative session versus time-sensitive knowledge that arises during it,
respectively. Establishing the static common ground is fundamental
to effective collaboration but trivial from an immersive and collab-
orative technology perspective. Maintaining the dynamic aspect,
however, requires providing group awareness [21, 22]: the ability
to perceive the activities of the entire team of collaborators. Group
awareness can be achieved through local or global perspective
sharing in co-located or distributed settings with homogeneous
devices [20, 21, 23].

In this paper, we explore the idea that as collaborators’ devices
and perspectives diverge, the dynamic common ground diminishes
when group awareness is reduced or non-existent. Put differently,
when another person’s perspective, experience, and motivations
diverge from your own, it becomes increasingly difficult to see
things “through their eyes and in their shoes.” Thus, providing
group awareness on heterogeneous devices is critical for cross-
virtuality analytics [15], such as collaborating across desktop and
VR platforms. As discussed in Section 2, providing group awareness
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for collaborative visualization to facilitate common ground is not
a new idea but draws from many existing systems that provide
group awareness, such as map overviews [31], remote presence [32,
42], and avatars [34, 46]. Thus, while the concept is not original,
we find our “eyes-and-shoes” moniker to be particularly apt: the
“eye” part can represent the visual cues, widgets, and views that
provide awareness, and the “shoes” part are interactions that the
user performs to gain awareness.

Based on this unified model of group awareness for both input
and output, we propose four levels of interventions organized from
least to most awareness. Below we first describe each level and
cite its inspirations drawn from the literature. We also discuss its
intrusiveness, which is relevant when factors other than collabo-
ration efficiency are essential (such as presence and immersion in
VR). Finally, we exemplify the level within a hypothetical cross-
platform visualization system for two physicians, Alice and Bob,
TolaboTheinky srind brdfieiséhnein 2D and 3D, respectively.

o Level 1: Landmarks and Analogous Views. Divergent devices

Imagine two physicians, Alice and Bob, visualizing cerebral
arteries captured using medical imaging (CT scans). Abstract
2D networks can quickly identify areas of interest, but 3D
natural spatial mapping renders will always need to be cross-
referenced and consulted as a part of the complete radiology
workflow [42]. A cross-platform collaboration workflow would
enable Alice to use a desktop computer and Bob to use a
Virtual Reality headset to work together. Each platform can
now be used to its strengths, with Alice identifying areas of
interest using her 2D overview and Bob investigating them
in-situ in his immersive 3D view.

Alice uses the abstract representation of the brain scan to
quickly search for and identify an abnormality exposed by
visual encodings such as color and size. Alice attempts to relay
this information to Bob by referencing the brain region of
the abnormality using its color and relative size. Bob has an
analogous 3D view of the brain scan, with the same labels
and colors as Alice acting as landmarks. As a result, Bob can
direct his attention to the correct area of interest, establishing
common ground with Alice.

* beveh orfpemationSeesmydsea Ate GentiiRpaResiion,
faewsenetifinations s barerd pssesitaryph Sk itdiexs ratiabo-
werarstookpreand wetking Guss RopYidswwHnan grepnd
fRr-eplleberatorsradars, webelor dheivision mbalasaiion
h \”&?&L‘tﬁa‘?ﬁv&ﬁﬁ?ﬁ?’%ﬁ% aprlusleixisr Brovidinerinfarmationoghes
oA ittema derdespisisaisbilervard 2w pllen arg no

BotH HREDARPHISS REHsErctions andirpHangdalibierrgtoss

s O RS HEP P IER I BorHlean At rRRGIAS! iSO

HQ?ﬁ?&fkﬁH@Q&ﬁBd’ﬁSWﬁﬂpn to a 3D visualization, even when

using the same data. Instead, XVA systems need to contextually
represent these information cues, enabling brushing and link-
BghnarnbAlicovdiseusyptieseatiing thadicplinhprestion field vidview
il tdtering heérduealshiouldizatiphasize: lawfilrrosivdespday by
pliffeiding icoagestant] dirt dafere]IBobrbtgyisi satdivéfies tehid¢aot
inthrenptidg sheiewadings that do not match Alice’s current
view of the brain vessel dimensions. Alice uses the XVA sys-
tem’s feature, allowing users to toggle synchronization of the
local interaction state with collaborators. This feature sets
Alice’s filters to what Bob has selected, which reveals that
Bob is currently viewing the blood flow data layer. This in-
teraction sharing allows Alice to understand the context of
Bob’s reference and achieve common ground without asking
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Imagine two physicians, Alice and Bob, visualizing cerebral
arteries captured using medical imaging (CT scans). Abstract
2D networks can quickly identify areas of interest, but 3D
natural spatial mapping renders will always need to be cross-
referenced and consulted as a part of the complete radiology
workflow [42]. A cross-platform collaboration workflow would
enable Alice to use a desktop computer and Bob to use a
Virtual Reality headset to work together. Each platform can
now be used to its strengths, with Alice identifying areas of
interest using her 2D overview and Bob investigating them
in-situ in his immersive 3D view.

visual encodings such as color and size. Alice attempts to relay

Alice uses the abstract representation of the brain scan to
quickly search for and identify an abnormality exposed by
visual encodings such as color and size. Alice attempts to relay
this information to Bob by referencing the brain region of
the abnormality using its color and relative size. Bob has an
analogous 3D view of the brain scan, with the same labels
and colors as Alice acting as landmarks. As a result, Bob can
direct his attention to the correct area of interest, establishing
common ground with Alice.

detailed 3D representation and does not know which Alice

Bob has located the area of interest Alice wants to discuss.
However, Bob can see several potential abnormalities with the
detailed 3D representation and does not know which Alice
is referencing. To clarify, Alice hovers over the abnormality
in question within the 2D view of the data. This interaction
highlights the selected blood vessels with a glowing effect in
both the 2D and 3D views acting as an information cue. Thus,
both confirm that they look at the same abnormality, further
reinforcing common ground.

different images and data layers. Bob begins to refer to data

Bob and Alice discuss the abnormality in question, individu-
ally altering their local visualization state to filter or display
different images and data layers. Bob begins to refer to data
values and color encodings that do not match Alice’s current
view of the brain vessel dimensions. Alice uses the XVA sys-
tem’s feature, allowing users to toggle synchronization of the
local interaction state with collaborators. This feature sets
Alice’s filters to what Bob has selected, which reveals that
Bob is currently viewing the blood flow data layer. This in-
teraction sharing allows Alice to understand the context of
Bob’s reference and achieve common ground without asking
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other potential abnormalities in the same vicinity that look

Alice and Bob are drawing close to a consensus regarding the
abnormality. However, Bob has continuously been referencing
other potential abnormalities in the same vicinity that look
mundane from Alice’s view. Alice uses the XVA system’s
feature that allows users to view the display output of their
collaborator’s device. This feature opens a window for Alice
that shows the feed from Bob’s HMD device, providing a clear
view of the potential abnormalities Bob has been referencing.
With the detailed 3D view and Bob’s perspective sharing, Alice
understands Bob’s perspective and can discuss the matter
with complete group awareness.

4 STUDY METHODS

We designed and conducted a synchronous remote qualitative ex-
ploratory user study to examine participants’ collaborative visual-
ization (CV) behavior across desktop and VR devices. Our goal for
this study was not to compare this collaboration model to alterna-
tives or prove collaborative visualization’s utility. Instead, we aim
to observe, categorize, and abstract collaborative behavior within
this model and how different scenarios, decisions, and interven-
tions influence this behavior. These research artifacts will allow
us to understand how users collaborate when given asymmetric
views of the same data, how our design principles work in practice
and contribute to a well-informed discussion on designing better
future systems. The following subsections will detail the between
and within-subject factors, visualization design, experimental task,
recruitment and participants, procedure, measures, and analysis.

4.1 Preregistration

We preregistered our study design on OSF before collecting data.
This preregistration is available online at OSF (link). Our preregis-
tration reflects our initial study design, which involved two separate
experiments, one using baseball data and the other using food recipe
data. We have deviated from this design by using baseball data for
both visualization contexts and studying this aspect within-subject
rather than between-subject. Furthermore, per a reviewer’s sug-
gestion, we appended our analysis to code for leadership behavior.
Aside from these changes, our preregistration reflects our study
design and methods.

4.2 Evaluation Platform: VRxD

To support this user study, we implemented a dedicated evalua-
tion platform supporting collaborative desktop and virtual reality
that we call VRXD. We abstracted the system’s application and

for clarification directly. - visualization state information into a JSON object-store (e.g. filters,

ing,” where the display output of collaborators is shared across focus, data, FOV). The system uses separate network layers for data
devices. However, perspective sharing across heterogeneous de- communication and video streaming. Figure 1 shows the system in
vices represents an ample design space that warrants further action for both desktop and VR views.

exploration and possibly requires novel techniques. For XVA sys- VRxD is built using the front-end JavaScript framework Svelte
tems, perspective sharing is the most intrusive method of group for reactive declarations and document object model (DOM) ma-
awareness, requiring collaborators to look away from their view nipulation; Aframe.js for a system-entity-component abstraction
to watch the display output of their peers (shifting context). of WebXR [61] and Three.js; and D3.js [6] for data visualization
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functionality. For data communication, we used real-time document
synchronization provided by deepstream.io, a centralized client-
server APL. With this API, the interaction state object-stores from
desktop and VR clients were separately shared and synchronized.
Additionally, to implement display output sharing from desktop to
VR, we used peer.js, a peer-to-peer network library, to share the
live video feed over WebRTC.

4.3 Visualization Contexts, Data, and Design

Immersive analytics (IA) visualization design literature commonly
focuses on one of two visualization contexts [33]. The first is ab-
stract data visualization, defined by encoding data with or without
a natural structure using abstract visual elements (i.e. bar charts,
line graphs, and node-link visualization). The second is natural
spatial mapping, defined by encoding data with a natural struc-
ture exactly or close to its real-world appearance (i.e. volumetric,
scientific, geographic, and trajectory visualization).

Of course, 3D visualizations can be viewed from a 2D display and
vice versa. However, doing so comes with limitations, such as spend-
ing more time manipulating the perspective of a 3D view [4] in 2D
or difficulty reading charts precisely with a current 3D display [60].
A key motivation for this work is that collaboration across devices
could be vital to leveraging the strengths of different platforms
while minimizing their weakness. Furthermore, while planning the
study, we made the following assumptions:

o Abstract data visualizations should be easier to interpret and
interact with for a desktop user, and there would be less divergence
in the visualization design between the 2D and 3D views.

o Natural spatial mapping visualizations should grant the ad-
vantage to the VR user, but at the expense of more divergence
between the 2D and 3D views.

As a result, we believed that both visualization contexts could
affect the collaborative behavior of VR and desktop users [46].
Examining these contexts allows us to discover if different behaviors
or levels of group awareness should be considered when designing
XVA systems. We design a VR and a desktop version for each of
these two contexts, yielding a total of four separate versions.

4.3.1 Data. We selected baseball pitching data for both visual-
ization contexts. Baseball’s multidimensional range of data types,
availability, and relative familiarity with U.S. participants made it a
suitable choice for our purposes. Pitching data can come in various
forms, ranging from summary and predictive statics describing a
pitcher’s historical performance to descriptive statistics and tra-
jectories describing the details of individual pitches. As a result,
many data visualization techniques are suitable for this data—and
baseball analytics (a.k.a. sabermetrics) heavily utilizes 2D and 3D
visualizations. These characteristics provided us with ample de-
sign space to implement within and many examples of existing
baseball visualizations in which to ground our design—such as the
visualizations created by Baseball Savant.!

For the abstract data context, summary and predictive statics of
the top and bottom 10 Major League Baseball (MLB) pitchers by

Lhttps://baseballsavant.mlb.com/visuals
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xba? from the 2021 season was used. For the natural spatial map-
ping context, descriptive statics and trajectories of a MLB pitcher’s
individual pitches from a single game were used. This data was col-
lected from public repositories of baseball data provided by Baseball
Savant.® Relative to data with similar features from other domains
(e.g. astronomy, medicine, multi-omics), baseball data requires a
lower level of expertise to engage with and will be familiar to a
larger population of potential participants.

4.3.2  Abstract Visualization Design. The abstract visualization con-
text features a parallel coordinates visualization (Figure 1 left) en-
coding summary and predictive statistics of MLB pitcher’s perfor-
mance from a single season. Parallel coordinates are well suited
for visualizing this type of multivariate data and will allow par-
ticipants to explore the relationships between statics and overall
pitcher performance. Additionally, immersive 3D parallel coordi-
nates have been explored in academic literature [5, 8, 45, 50, 51]
and demonstrate several unique advantages, such as encoding ad-
ditional dimensions without introducing excessive over-plotting.

The desktop non-immersive view presents a standard parallel
coordinates plot where, for a given dimension, each pitcher’s data
is encoded with a circle along an axis, and lines connect a pitcher’s
encoded data across several dimensions (Figure 1 top left). The visu-
alization allows for additional dimensions to be added or removed
and for the order of dimensions to be changed. Furthermore, details
on demand are provided when hovering over a line, highlighting the
selected pitcher across all dimensions and displaying the encoded
data in tabular form.

The immersive VR view follows a similar design as the desk-
top view. However, it features a 3D parallel coordinates encoding
inspired by the visualization design presented by Butscher et al. [8].
The design was simplified for the VR environment. Data is plotted
on scatterplots fixed to 2D planes in the 3D environment for each
dimension. Points on the chart are sorted by value along the X and
Y axis (Figure 1 bottom left). Respective points on each neighboring
scatterplot are connected with lines. Just like the 2D version, dimen-
sions can be added and removed, and the order of dimensions along
the Z axis can be changed. In both views, the color scale encoded on
the connecting lines can be changed to the relative value between
dimensions or the values in the first dimension.

4.3.3  Natural Spatial Mapping Visualization Design. The natural
spatial mapping visualization (Figure 1 right) features baseball pitch
trajectories with related summary and predictive statistics as ab-
stract visualizations. This design was inspired by the many exam-
ples of baseball pitch statistic and trajectory visualization found on
websites such as Baseball Savant* and Fan Graphs.”

The non-immersive desktop view is designed as a dashboard
using popular baseball pitch visualizations commonly found on
websites reporting baseball data. The central visualizations are the
pitch trajectories separated into three plots representing a front,
side, and overhead view of the pitches. The trajectory visualizations

ZExpected batting average, or xba, is a predictive statistic describing the average hits
batters are expected to achieve versus a pitcher.

Shttps://baseballsavant. mlb.com/statcast_search
4https://baseballsavant.mlb.com/visuals

Shttps://www.fangraphs.com/
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L3: Peek

Synchronized Local Interaction State-
Non-mmserive Desktop View Immersive VR View

Unsynchronized Local Interaction State.

L4: Watch

Synchronized Global Perspective.

Figure 2: Participant pairs were provided either a L3 inter-
action sharing feature “peek” (animated figure: ©), or a L4
perspective sharing feature “watch” ©. The above-mentioned
features could be used to provide local interaction state syn-
chronization or global perspective sharing—presented with
the pitch trajectory and parallel coordinates visualization
designs, respectively.

are supported with additional visualizations and tables encoding
summary statics, pitch speed and frequency, and pitch movement.

The immersive VR view shares all of the same features as the
desktop version, except the trajectories are visualized in 3D real-life
scale. The supporting plots encoding summary statics, pitch speed
and frequency, and pitch movement can be viewed in organized
clusters fixed to 2D planes in the 3D environment placed on either
side of the user. These clusters could be freely moved by the user.

Both views allow coloring and filtering pitches by pitch type,
pitch outcome, and pitch speed. Furthermore, hovering on visu-
als on any of the charts make them stand out, and clicking on
them animates the pitch real-time speed and movement across the
trajectory(s).

4.4 Group Awareness Techniques

We modulate two levels of group awareness techniques provided to
participants between subjects so that half of the participant pairs
would be given Level 3 interaction sharing techniques (L3), and the
other half Level 4 perspective sharing techniques (L4). This enables
us to observe how each technique provides group awareness and
how different levels of group awareness might affect behavior. We
opted to only model L3 and L4 in our group awareness factor levels
because we felt L1 and L2 were the minimum level of interventions
needed for collaboration—and are realistically present in most col-
laborative systems. Here we outline how we implemented each
level of group awareness:

e L1: Landmarks and Analogous Views was used extensively
throughout both visualization designs. Where possible, user in-
terfaces (UI) (Figure 1 ) and visualization metaphors (Figure 1

) were shared between desktop and VR implementations. This
came from supplementary visualizations, control UI, legends,
color scales, titles, captions, and documents.

e L2: Information Cues were provided to all participants by
enabling shared brushing and linking across views. When one
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participant hovered or focused on a data point, it would be high-
lighted in their collaborator’s view.

e L3: Interaction Sharing allows each view’s interactions and fil-
ters to be synced and displayed on the opposite view. Half of the
participant groups will be provided a “peek” (Figure 1 ©) button,
which completely synchronizes the interactions of their collabo-
rator while the feature is toggled and returns to the previous state
when released. Furthermore, all participants will be provided a
“copy” (Figure 1 ) button to allow participants to copy the
current filter settings of their collaborator. Figure 2 illustrates
how this feature can be used to establish local interaction-sharing
synchronization.

o L4: Perspective Sharing allows participants to share their cur-
rent perspective with collaborators and will be provided to the
other half of participant groups. The non-immersive desktop
view can toggle a window that shows the current perspective of
the immersive VR view tracked to the VR participant’s field of
view and movements. This window can be resized and moved
freely within the 2D view. Likewise, the immersive VR user can
view the non-immersive view on a window fixed to a 2D plane
that can be moved freely in the 3D environment (Figure 1 ©).
These screen-sharing views are always synchronized and stream
collaborators’ actions in real time. Figure 2 illustrates how this
feature can provide global perspective sharing.

4.5 Experimental Task

We designed our experimental tasks with two primary goals in
mind. First to emulate real-world collaborative visualization tasks,
and second to encourage collaboration between participants. We
deemed that quantitative measures, such as time and accuracy,
would require tightly controlled and low-level tasks, which would
not achieve our goals. Tasks designed this way could be too easy
for participants to complete individually, and low-level tasks would
rarely be a focus for real-world collaborative visualization. Instead,
we focused on qualitative measures and designed open-ended tasks
requiring a mix of high, mid, and low-level tasks.

To achieve this, we asked participants to complete a report with
a provided template for each visualization context that would re-
quire them to collaborate on a series of multi-level visualization
tasks. Table 1 presents the exact details of each report question and
respective task typology [7]. Since accuracy was not a concern, we
designed most questions not to have a particular correct answer.
Instead, the question would prompt participants to decide on how
they want to define a correct answer before completing the task.
Furthermore, participants could reuse the answer and work done
to help complete later tasks.

For example, during the parallel coordinates experiment, partic-
ipants are first asked to find clusters within the data, then what
statistics correlate with the expected batting average (XBA), and
finally, to identify the best and worst pitcher. To solve these tasks,
participants must first decide what defines a cluster, what consti-
tutes a correlation, and what would make a pitcher the best or
worst—requiring consensus among participants achieved through
conversation and debate. Then participants could use the clusters
already found to compare with those found for XBA and use this
knowledge to find a suitable best and worst pitcher.
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CONTEXT QUESTION Task

PC Are there any distinct groups; if so, what defines them? Discover — Explore — Summarize
What data points correlate with expected batting average? Discover — Browse — Identify
Who are the top and bottom performing pitcher and why? Discover — Locate — Compare
Summarize and conclude your findings. Present ~— Lookup — Summarize

PT What is the pitcher’s name, age, and throwing arm? Present ~— Lookup — Identify
What do the stats tell us about this pitcher’s abilities? Discover — Browse — Summarize
Detail the characteristics of each pitch type. Discover — Browse — Compare
Summarize and conclude your findings. Present ~— Lookup — Summarize

Table 1: Experimental tasks. Overview of the tasks that participant pairs were asked to perform during the user study. For
Context, PC refers to parallel coordinates and PT to pitch trajectories.

The desktop user could toggle a window to view and edit the
report, while the VR user could see the report displayed and updated
in real-time on a plane in the VR environment. We chose only to
allow the desktop participant to edit the report, as they would be
able to complete the input task more efficiently than the VR user
(who has no access to a keyboard), and as a way to encourage
collaboration.

4.6 Recruitment and Participants

Participants were recruited through the online participant platform
Prolific. We used separate recruitment posts for desktop and VR par-
ticipants. Desktop participants were pre-screened for self-reported
baseball knowledge, and VR participants were only pre-screened
for self-reported ownership of a VR headset, due to a lack of over-
lap in the participant pools. Perspective participants were asked to
complete a consent and information form that presented all perti-
nent information about the study. Additionally, participants were
asked to self-report their confidence in their baseball and baseball
statistics knowledge and any vision impairments that might hinder
their ability to participate.

Once these forms were completed, participants were redirected
to a Doodle poll and asked to provide their availability over the
study’s designated running duration. The poll matched VR and
desktop participants that indicated compatible availability. Qual-
ified stand-in participants were prepared for each session using
personal and professional contacts. If one of the participants could
not or failed to participate, a stand-in participant was called to re-
place them. We recruited six pairs of participants, and four stand-in
participants were used (3 desktops, 1 VR). The majority of partic-
ipants self-identified a high level of confidence in their baseball
knowledge. Lastly, all VR participants participated using a Meta
Quest 1 or 2 HMD. We tested our application on both headsets be-
fore experimenting, and we found the experience to be comparable
between devices. Furthermore, past research examining remote VR
study methodology had reported broadly-consistent results even
when participants utilized several different VR headsets [44].

4.7 Procedure

Once a VR and desktop participant had been paired, they were
sent confirmation messages through Prolific and separate calendar
invites that indicated the date, time, and video meeting room where

the study would be conducted. Approximately 24 hours before the
study was scheduled, participants were sent a follow-up message
asking them to confirm they would still be able to participate at the
scheduled time. If one or more participants could not participate
or confirm, the scheduled study was rescheduled, or a stand-in
participant was used.

Each study session was scheduled for 90 minutes of active par-
ticipation, roughly split into 20 minutes for setup and 35 minutes
for each visualization context. One researcher was present for the
entirety of the study session to instruct further and oversee partici-
pants. After joining the Zoom call, participants were instructed to
access the study apparatus via their desktop or VR headset browser.
Next, they were instructed to share their screen through Zoom so
that the researcher could monitor their collaboration and record
the study sessions for future analysis. Before each study context,
participants were walked through the visual tool and interactions
available to them and instructed to use the visualization tool and
collaborative features to complete the provided report template
(Figure 1 ®) with their collaborator.

Participants were generally free to complete this task as they
saw fit. However, the researcher was available to provide further
explanations or technical help and keep the study running on time.
For example, to ensure each session did not exceed 90 minutes, the
researchers would prompt participants to wrap up a task if the time
per task was becoming disproportionate. At the end of the study,
participants were given a brief open-ended exit interview and asked
for details about how they used the collaborative features and any
additional comments they might have. Participants who completed
the study received $23 in remuneration either through Prolific or
with an electronic gift card.®

4.8 Analysis and Measures

Each session’s audio and video were recorded and prepared for
further analysis—editing the footage to separate the two visualiza-
tion context portions and preparing transcripts using automated
audio transcription software. The videos were then analyzed using
deductive and inductive qualitative coding. The videos were first
reviewed for general collaborative behavior and coupling inspired

®For a session lasting approximately 90 minutes, this corresponds to roughly a $15
hourly rate, which is the U.S. federal minimum wage from January 30, 2022.
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by the methods employed by Tang et al. [54], an approach success-
fully used to understand collaboration around tabletop immersive
analytics in social VR settings [44]. Next, the videos were coded
for collaborative activity matching the considerations presented by
Heer and Agrawala [24]. Finally, each common ground and aware-
ness code was further coded for which level(s) of group aware-
ness technique (Sec. 3) was used. We further sub-coded instances
of tightly-coupled work (--) for leadership behavior
among participants. We defined leadership behavior as instances of
a participants beginning or leading a topic of discussion, initiating
collaborative activities, or directing work. Codes were assigned to
the start and end timestamps indicating the approximate duration
of the observation. Coding was performed by one researcher and
reviewed by a second.

5 RESULTS

Here we detail the results of our coding analysis. This includes
descriptions of each code, the frequency and percentage of time-
coded (Figure 3), the co-occurrence of codes (Figure 4), and the
frequency and percentage of leadership (Figure 5).

5.1 Collaborative Coupling and Behavior

We systematically reviewed session videos and iteratively nar-
rowed down coupling styles and group behavior, finding simi-
lar coupling behavior to those identified by Tang et al. [54]. The
following section will define these behaviors in the context of

our study apparatus. Codes are organized from _

— loosely-coupled — not coupled .

-: Active viewing, listening, conversing: One participant is
actively leading the discussion while the other participant listens
attentively, often following along by watching the actions of the
other through interaction or perspective sharing. During this be-
havior, participants will engage in back-and-forth discussion, often
leading to changes in who is leading, what they are working on,
and achieving consensus.

-: Same task same focus: Both participants actively engage
with the visualization tool while working around the same task, data
points, filters, and views. During this behavior, participants often
identify areas of interest they can explore or discuss co-currently.

STDF : Same task different focus: Both participants actively en-
gage with the visualization tool while working on the same task
but focus on different data points, filters, and views. During this
behavior, participants commonly explore different areas to find
observations to share with their collaborators.

PVLC : Passive viewing, listening conversing: One participant
is speaking or attempting to lead a discussion, while the other
participant is not listening closely. This behavior occurs when the
conversation is off-topic, for another task, or one participant focuses
on their work.

DT : Different tasks: Participants work on separate tasks, often
with different data points, filters, and views. This behavior often
occurred when one participant wrapped up a task while the other
worked ahead. For example, the VR user works on a new task while
the desktop participants edit the report for a previous task.
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D : Disengaged: One or both participants are not working to-
ward any relevant visualization tasks. This behavior could occur
due to technical issues, outside factors, or other distractions that
would distract the participants’ attention.

Overall, participants spent most of their time engaged in tightly-
or loosely-coupled work and relatively little time in uncoupled be-
havior, with behaviors sustaining for several minutes. “Peek” partic-
ipants spent more time in - while “watch” participants coded

- and - more proportionally. “Watch” participants ex-
hibited more overall codes, indicating more frequent behavioral

shifts. For between-subject factors, “watch” participants exhibited
comparable behavior across both conditions. However, “peek” par-
ticipants spent more time in STDF with parallel coordinates and

more time in - with pitch trajectories.

5.2 Collaborative Activity

Beyond high-level collaborative coupling behavior codes, we ana-
lyzed videos for lower-level collaborative activities and considera-
tions presented by Heer and Agrawala [24]. We observed activities
matching four of the seven considerations outlined in their work: di-
vision and allocation of work; reference and deixis; common ground
and awareness; and consensus and decision making.

DAW: Division and allocation of work: Participants decide which
tasks to work on, when to switch, or how to best complete tasks.
This activity typically occurred at the beginning or end of tasks and
signaled participants to start tightly-coupled collaboration styles.

RND: Reference and deixis: Participants verbally reference a data
point (name, color, value), visualization, label, or other item relating
to a task. Participants used RND during and transition to tightly-
coupled behavior to gain or direct their collaborator’s attention. In
addition to direct references, participants would use filler words
(i.e. uh, um, so) and requests (i.e. “can you see what I am seeing”)
to perform RND.

CGA: Common ground and awareness: Participants act to estab-
lish common ground and achieve group awareness by adjusting
their views or focus—interacting with the visualization tool to see
what their collaborator is seeing. This activity was commonly per-
formed after instances of RND and utilized different group aware-
ness techniques depending on the context and availability. This
activity was used while transitioning to or maintaining tightly-
coupled work.

CDM: Consensus and decision making: Participants actively dis-
cuss and confirm each other’s conclusions or answers for a given
task. This activity was commonly achieved verbally, requiring sub-
sequent RND and CGA activities, with one participant re-stating an
observation or finding while the other confirmed or added to the
statement. This activity commonly concluded periods of tightly-
coupled work, leading to new DAW activities and loosely-coupled
work.

RND was generally the most frequent collaborative activity for
within and between-subject factors. However, “watch” pairs per-
formed RND and CGA roughly equal amounts at 158 and 149 occur-
rences. Additionally, “watch” pairs performed more overall actions
than “peek” pairs (P: 293, W: 439). CGA and CDM roughly tie for the
most time spent performing each activity (P: 16%/17%, W: 16%/18%).
These trends are consistent for the within-subject factors, with only
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Peek Groups Code Frequency Watch Groups
P1PC P2PC P3PC P1PT P2PT P3PT PeekPC PeekPT  Peek  Watch Watch PCWatchPT W1PC W2PC W3PC W1PT W2PT W3PT
Active Viewing/Listening 11 8 16 8 7 19 35 34 69 82 46 36 21 14 11 12 8 16 Active Viewing/Listening
Same Task Same Focus 4 4 4 6 3 14 12 23 35 58 32 26 18 4 10 9 6 11 Same Task Same Focus
Same Task Different Focus 7 5 9 2 2 3 21 7 28 58 35 23 18 9 8 5 8 10 Same Task Different Focus
Passive Viewing/Listening 1 5 2 4 1 3 8 8 16 26 14 12 6 6 2 6 4 2 Passive Viewing/Listening
Different task 7 3 2 5 2 3 12 10 22 15 7 8 6 1 0 2 1 5 Different task
Disengaged 0 3 1 0 0 3 1 4 4 3 1 1 1 1 0 1 0  Disengaged
Division and Allocation of Work 7 4 6 5 2 9 17 16 33 48 20 28 8 5 7 9 7 12 Division and Allocation of Work
Reference and Deixis 15 15 26 12 6 34 56 52 108 158 91 67 23 34 34 15 20 32 Reference and Deixis
Common Ground and Awareness 14 11 19 10 4 29 44 43 87 149 91 58 39 27 25 17 16 25 Common Ground and Awareness
Consensus and Decision Making 10 4 8 13 6 24 22 43 65 84 38 46 17 9 12 18 11 17 Consensus and Decision Making
Level 1: Landmarks and AnalogousViews 4 4 7 3 3 21 15 27 42 84 38 46 20 8 10 16 10 20 Level 1: Landmarks and Analogous Views
Level 2: Information Cues 2 2 2 3 1 1 6 15 21 19 12 7 7 2 3 2 2 3 Level 2:Information Cues
Level 3: Interaction Sharing 10 9 13 6 1 6 32 13 45 12 6 6 0 0 6 1 2 3 Level 3:Interaction Sharing
Level 4: Perspective Sharing 0 0 o o o 0 0 0 0 66 55 il 27 19 9 4 3 4 Level 4: Perspective Sharing
Percentage of Coded
Active Viewing/Listening = 39.6%  27.3% - 41.6% 48% 36.5%  39.6%  32.1% 27.9% 339% 23.1%  38.8% | Active Viewing/Listening
Same task same focus  15.6%  12.1% 9.4% 20% 111%  234% 12% 20.2% 15.4%  28.3%  254%  32.7% 321% 89% | 33.6% _ 23.8% 334% Same task same focus
Same task different focus ~ 24.6% 27% 11.9% 9.3% 307%  4.5% 21% 10.5% 16.6%  20.3%  20.1%  20.6% 20.8% 18.3% 21.1% 8.4% | 341% 19.6% Same task different focus
Passive Viewing/Listening  2.1%  14.8% 29% 13.6% 8.1% 4% 7.4% 8% 77%  85%  81%  91% 56% 17%  23% 149% 98% 3% Passive Viewing/Listening
Differenttask ~ 18%  124% 3%  13.8% 48%  24% 104%  67%  89%  51%  53%  48% 132% 07% 0% 2%  72%  52%  Different task
Disengaged 0% 5.6% 0% 1.5% 0% 0% 22%  05%  15%  11%  15%  0.6% 04%  27% 16% 0%  19% 0% Disengaged
Division and Allocation of Work  5.2% 3.5% 3.2% 3.4% 2.5% 4.9% 3.8% 4% 3.9% 8.1% 8.9% 6.9% 145% 2.1% 8.8% 11.7% 3.4% 5.5%  Division and Allocation of Work
Reference and Deixis ~ 5.3% 6.3% 6.1% 5.9% 77% 71% 6% 6.8% 6.3% 8.6% 9.3% 7.7% 71%  133%  79% 6.1% 8.2% 8.7%  Reference and Deixis
Common Ground and Awareness ~ 23.1%  16.5%  16.2% 22% 43% 7.7% 18% 12.1% 15.5%  164%  18.9%  12.6% 266% 23.2% 52% 101% 17.7% 10.4% Common Ground and Awareness
Consensus and Decision Making ~ 15.4% 3.5% 16% 16.5% 38.4% 26.7% 10.9% 25.1% 16.9%  18.5% 17.3% 20.2% 19.2% 19% 13.2% 27.6% 14.7% 18.3% Consensus and Decision Making
Level 1:Landmarks and Analogous Views ~ 1.4%  2.5%  1.6%  11%  31% 5% 19%  33%  25%  71%  67%  7.8% 122% 47% 2%  105% 7.2%  57%  Level 1:Landmarks and Analogous Views
Level 2: Information Cues ~ 0.7%  14%  04%  15%  08%  27% 0.9% 2% 13%  16%  19%  12% 37% 1%  04% 09% 11%  15% Level 2: Information Cues
Level 3:Interaction Sharing ~ 21.7%  15.1%  14.8% 203%  12% 2% 166% 82%  131%  05%  04%  0.6% 0% 0%  14% 01% 08%  0.8% Level3:Interaction Sharing
Level 4: Perspective Sharing 0% 0% 0% 0% 0% 0% 0% 0% 0% 9.8% 13.1% 5% 184% 17.5% 2.1% 1.9% 9.4% 3.7%  Level 4: Perspective Sharing

Within-Subject Factors

Between-Subject Factors

Within-Subject Factors

Figure 3: Code frequency and percentage. The frequency of codes (top) and the percentage of time-coded (bottom) for each
level of coding and all within and between-subject factors. The left and right grids detail the individual results for each pair
organized by their between-subject factor (“peek” left, “watch” right) and within-subject factor (PC = parallel coordinates, PT =
pitch trajectories). The center grid represents the aggregate result of groups within and between-subject factors.

a minor difference with more time spent performing CDM during
the PT visualization context for both groups.

5.3 Group Awareness Techniques

We further subcode each CGA activity code instance for the level
of group awareness technique(s) used. The following section will
detail our observation of the use of these techniques.

L1: Landmarks and Analogous Views: Participants utilized L1
when CGA directly proceeded RND, which included a direct refer-
ence to a data point or component of a visualization. These instances
of CGA were brief, concluding quickly if the reference was clear
and easy to find or, otherwise, required higher-level techniques.

L2: Information cues: Participants utilized L2 when they needed
help locating a data point or performing an interaction. Participants
also used L2 with other techniques during viewing and listening
behavior.

L3: Interaction sharing: Participants with the L3 “peek” inter-
action utilized it in various ways. They would use L3 in short
bursts to quickly view what their collaborators were doing when L1
and L2 techniques were insufficient for CGA or during periods of
loosely-coupled work to reestablish CGA. Additionally, “peek” was
used for longer durations during - behavior to follow along
as collaborators explored or presented. Desktop and VR partici-
pants utilized the peek interaction proportionately. The L3 “copy”

interaction was provided to all participants and used to establish
CGA quickly and continue with either - or STDF behaviors.

L4: Perspective sharing: This behavior was coded when it was
apparent to the researcher that the participant was viewing the
window perspective sharing window. For example, when desktop
users move their head or gaze toward the watch window while
stopping other interactions, or when VR users place the window in
the center of their gaze.

Participants with the L4 “watch” interaction utilized it similarly
to participants with the L3 “peek” interaction during AVCL behav-
ior for sustained CGA while viewing or presenting. However, VR
participants accounted for most of the uses of L4 “watch” for shorter
bursts of CGA. Additionally, after determining that one of their
views was better suited to a particular task, these participants also
used this technique during - For example, when searching
for clusters with 3D parallel coordinates or viewing the spatial pitch
trajectories of outliers.

Comparing CGA techniques across between-subject factors,
“watch” pairs utilized their L4 “watch” interaction more frequently
than their counterparts utilized their L3 “peek” (P: 45, W: 66). How-
ever, both groups utilized these techniques at roughly the same
rate (P: 13%, W: 10%). Additionally, “watch” pairs relied on L1 tech-
niques far more than L4 techniques (W L1: 84, W L4: 66), while
“peek” pairs relied on them proportionally (P L1: 42, P L4: 45).
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Examining these techniques across within-subject factors reveals
some stark differences. Both groups of participants (“watch” and
“peek”) utilized their respective L3 or L4 interaction technique more
frequently and for longer during PC (P: 32 and 17%, W: 55 and
13%) compared to PT (P: 13 and 5%, W: 11 and 6%). Instead, both
participant groups relied more heavily upon L1 techniques when
performing CGA for the PT factor.

5.4 Code Co-Occurrences

We also examined the co-occurrence of collaborative activity and
group awareness techniques with the high-level coupling behavior
codes. The resultant adjacency matrices can be seen in Figure 4.

As expected for collaborative activities, tightly-coupled collab-
oration behavior co-occurs significantly more often than loosely-
or uncoupled behavior. Furthermore, CGA was the most common
activity during tightly-coupled work. Notably, CDM and DAW oc-
curred most frequently during - and less so during other
behaviors.

For group awareness techniques, L1 occurred most frequently

during tightly-coupled work (-: 36, -: 71) and was also
common during STDF , co-occurring 21 times. Both L3 and L4
techniques occurred most often during - (L3: 34,1L4:37) and
were common during - (L3: 18, L4: 22). Finally, L2 techniques

were most common during - co-occurring 29 times.

Collaborative Behavior and Activity Co-occurrence Leadership Co-occurrence
Desktop VR

AV STSF STDF PVLC ot ) Leading  Leading

Reference and Deixis

Common Ground and Awareness

Consensus and Decision Making 15 5 2 0 57

Division and Allocation of Work 41 18 15 6 2 0 41 17

[« ive Behavior and Technique C

Level 1: Landmarks and Analogous Views 36

Level 4: Perspective Sharing 37 22 3 4 0 0
Level 3: Interaction Sharing 34 18 4 0 1 0 18 23

Level 2: Information Cues 7 29 4 0 0 0 13 13

Figure 4: Code co-occurrence. The co-occurrence matrix of
collaborative activities (top) and group awareness techniques
(bottom) with high-level collaborative behavior coupling
styles and leadership.

5.5 Leadership

The percentage and total of leadership codes per group and con-
dition can be seen in Figure 5. VR participants trended towards
leading more often during the “peek” condition, while desktop par-
ticipants lead more often during the “watch” condition. We also
examined the co-occurrence of leadership during lower-level codes
(Figure 4). These results highlight this pattern even further, with
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Leadership Role During Tightly Coupled Work
Desktop Leading VR Leading
100-

75- 4

50- 5
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Peek Groups Watch Groups

Figure 5: Leadership. The percentage and total distribution
of leadership behavior per group and experimental factor
(PC = parallel coordinates, PT = pitch trajectories).

desktop participants leading more commonly during L4 interactions
and VR participants leading during L3 interactions. Additionally,
desktop users led much more frequently during DAW activities,
where as other activities co-occurred relatively proportionally.

6 DISCUSSION

Here we discuss the results of our study, share general trends, and
explore implications. We then use our findings to derive guide-
lines for collaborative cross-virtuality analytics systems. Finally,
we discuss limitations and future work.

6.1 Behavioral Code Takeaways

Coupling Behavior: Participants spent most of their time in
tightly-coupled behavior across all groups and factors. This be-
havior is a strong indicator that, despite asymmetric views, partici-
pants were able to establish enough common ground to facilitate
tightly-coupled work. The L3 “peek” interaction led to participants
spending more time viewing and listening to collaborators, likely
because it controls users’ visualization state while in use. Con-
versely, L4 “watch” could be utilized in the background, making it
easier for collaborators to maintain common ground while working
in parallel.

Collaborative Activity: Common ground and awareness (CGA)
and reference and deixis (RND) were crucial activities that allowed
participants to move between collaborative activities and visual-
ization tasks while remaining or entering tightly-coupled work.
This is apparent in the co-occurrence between CGA, RND, and
tightly-coupled work (Figure 4). We believe that asymmetric views
influenced this behavior and created a demand for more CGA ac-
tivities.
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Group Awareness Techniques: We observed that users could
establish group awareness using all four techniques provided. Fur-
thermore, we observed how the different levels of group awareness
were used depending on the level of group awareness needed. For
example, L1 and L2 techniques were used when interpreting quick
references, performing locate tasks, and maintaining previously
established group awareness. At higher levels, L3 and L4 were used
when transitioning from loosely-coupled work to tightly-coupled
work and establishing or re-establishing group awareness.

Leadership: Instances of leadership behavior often accompa-
nied the use of group awareness techniques to facilitate reference,
deixis, and common ground. We observed that VR participants were
more likely to use L4 techniques while desktop participants were
leading. This can be clearly seen in the co-occurrence of desktop
leading and L4 codes (Figure 4). Similarly, desktop participants uti-
lized L3 interactions more commonly while VR participants were
leading. This suggests that users will use the higher-level group
awareness techniques to follow along while being led. Furthermore,
it indicates that the technique may play a role in who is more likely
to take leadership or follower roles. However, leadership is prone
to being influenced by external factors such as expertise, individ-
ual differences, and assigned roles. For example, desktop led much
more frequently during division and allocation of work, likely due
to the input task being assigned to them.

6.2 Experimental Factors

Abstract vs. Natural Spatial Mapping: The impetus for sepa-
rately investing in abstract and natural spatial mapping visualiza-
tion contexts was that desktop and VR views have different advan-
tages and, thus, different collaboration behavior. We did observe
different collaborative behavior between contexts, most notably in
the level of group awareness techniques used. Participants relied
heavily on landmarks and analogous views (L1) group awareness
techniques during the pitch trajectories (PT) natural spatial map-
ping context and utilized interaction sharing (L3) and perspective
sharing (L4) techniques more frequently during the parallel coor-
dinates (PC) abstract context. Our initial reasoning can explain
some of this behavior. Desktop participants had a much easier time
performing interactions during the PC context, resulting in the VR
participant relying on them for the L3 and L4 techniques.

However, this argument does not fully explain these results. An-
other factor likely at play here is the differences in visualization
design and complexity between PC and PT contexts. The PC visu-
alization design is a single visual metaphor and UI paradigm, while
the PT visualization design utilizes several visualizations, UI panels,
and tables. The desktop view distributes these elements on a 2D
plane, but the VR view has these elements distributed in 3D space.
As aresult, desktop and VR collaborators do not have a 1:1 mapping
for reference and deixis and would have to search for the correct
view (L1) more often before using L3 and L4 techniques.

We could potentially elevate these issues by using more exten-
sive information cue (L2) group awareness techniques. Our L2
techniques were primarily semi-shared brushing and linking, i.e.,
what one collaborator was hovering over was also highlighted for
the other. However, we could have taken this further with “pinging”
interactions where participants could ping aspects of their views,
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highlighting the relevant view for their collaborator. This inter-
action would help direct attention to the correct location across
disparate views.

“Peek” vs. “Watch”: Our goal for examining the “peek” and
“watch” interactions between-subjects was not to conclude that one
technique is better than the other—and indeed, our results do not
suggest this. Instead, we wanted to study how, where, and why
participants would use these techniques as a primary collaboration
mode. We believe that the results, recordings, and transcripts we
collected provide a means to answer those questions.

The perspective-sharing (L4) “watch” interaction was used more
frequently than the interaction-sharing (L3) “peek” interaction.
However, “watch” was disproportionately used more often by the
VR participant. A possible reason for this could be that VR par-
ticipants have more space to orient the “watch” window within
view without blocking other elements, allowing them to glance at
it when needed. However, the “watch” window was displayed for
desktop participants over the rest of the visualization. Even though
the window could be resized and moved around, participants kept
it toggled off most of the time.

Observing participants’ behavior, a clear pattern for what each
technique was suitable for emerged. Interaction sharing was helpful
when a quick look at collaborators’ views was needed, but total
group awareness was not. Additionally, participants used interac-
tion sharing when specific interactions were more accessible for
their collaborators to perform instead. For example, highlighting a
specific pitcher on the parallel coordinates plot was often quicker
on the desktop, thanks to mouse precision. On the other hand,
perspective sharing was most helpful when one view was more
effective for a specific task, for long periods of actively viewing,
and for tasks requiring complete group awareness while working in
parallel. For example, clusters of pitchers across correlated statistics
were easier to see in the parallel coordinates immersive VR view.

6.3 Design Alternatives by Level

While we ultimately opted for the group awareness techniques
discussed in Sections 4.4 and 5.3, here we discuss alternatives to
these methods.

Level 1: One approach to landmarks, beyond the Ul elements and
visualization metaphors used in our own work, might include a grid,
icons, or glyph-based landmarks [17]. Our participants used L1 tech-
niques mainly for brief instances of CGA; a persistent grid and glyph
approach might clutter the view, and it is not clear that toggling
would yield the same beneficial results as previously demonstrated.

Level 2: Apart from brushing and linking, other information
cues might include “auras” such as those used in ReLive [28] high-
lighting the attention of the users during the sessions the authors
evaluated. Avatars showing the presence of a collaborator were
used in Prezi [34]. Such an approach might create either a spatial- or
interaction-based mapping between 2D and 3D space and represent
the immersive user as a cursor in the desktop user’s view and the
desktop user’s cursor as a floating object in the immersive user’s
space. This approach could have benefited our users, given that
they typically used L2 techniques when they needed help locating
a data point or interacting with a Ul element. However, brushing
and linking are currently more common in data visualization.
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Level 3: Beyond “peeking,” other interaction sharing could in-
clude relinquishing control, allowing a remote user to take over
interaction with the system. However, this is quite intrusive ap-
proach. Our participants used L3 techniques in short bursts only
when L1 and L2 techniques failed them or they lost the CGA thread.
Changing the direction of the control such that one user can hijack
their collaborator’s view could be disruptive to the workflow of the
user subject to being controlled.

Level 4: Embodying another collaborator’s immersive session—
really stepping into their shoes—would be true perspective sharing.
However, this approach would not be appropriate for our scenario
because one participant only had a desktop environment on hand.
Transposing the landscape from 2D to 3D and vice-versa may offer
a viable alternative, especially if paired with a “visual differencing”
technique (comparable to a view of differences in lines of a text
file using a file comparison utility). Given that the participants in
our evaluation who used L4 techniques were mainly VR users, this
area could be particularly relevant for future immersive implemen-
tations.

6.4 Designing Collaborative XVA Systems

We present the following considerations for designing collaborative
cross-virtuality analytics (XVA) systems based on our experience
in implementing VRxD and conducting this user study.

(1) Separate but not disparate. XVA systems should utilize tai-
lored views that leverage the affordances of each device. How-
ever, this should not mean that views do not share any similar-
ities. Landmarks and analogous views group awareness tech-
niques were critical for effective collaborative behavior. They
allowed participants to collaborate effectively without constant
total group awareness. Furthermore, by reusing visual elements
and UI design where possible, the development time of the XVA
system was reduced—a vital benefit given their complexity.
Follow the leader. As our leadership study results show, the
user with the view best suited for a particular task will often
take charge. As such, it will be necessary to determine which
views are best for what tasks to design them accordingly. Lead-
ership roles for specific tasks should be encouraged through
visualization and interaction design, while other views should
be designed with support or viewing in mind.

(3) Queue the cues. We did not thoroughly implement information
cue techniques in VRxD and noticed several scenarios where
more cues would have been helpful. It is essential to consider
how users will utilize information cues for reference and deixis,
allowing them to direct their collaborators’ attention without
perfect knowledge of their views. Furthermore, designing such
information cues will require new techniques for mapping land-
marks and analogous views when 1:1 mappings do not exist.

(4) Show, don’t tell. Interaction and perspective group awareness
techniques were critical when higher levels of group aware-
ness were required. We should design these interactions around
satisfying the following tasks: quickly checking what collabora-
tors are doing, presenting to or assisting collaborators interac-
tively, and viewing collaborators’ activity for sustained periods.
These tasks could warrant uniquely designed interaction and
perspective-sharing techniques to support them. The techniques
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we implemented were general and not optimized to handle these
tasks. Providing users with less intrusive methods of perspective
sharing should encourage its use more often—leading to more
group awareness and better collaboration.

7 LIMITATIONS AND FUTURE WORK

The intention of our visualization design was not to be the most
effective or comprehensively implemented version of an XVA sys-
tem. Instead, it was merely an appropriate platform for participants
to complete the experimental task while enabling us to observe
collaborative behavior. Obviously, the actual design is a factor that
will influence user performance and, as such, could limit the gener-
alizability of our results. Even so, we intend the results from this
study to act as a baseline for future domain-specific studies to build
upon as a standard group awareness model.

Likewise, individual differences between participants—such as
personalities, levels of engagement, and baseball knowledge—can
influence the results of such a study. We believe that future studies
can better control this factor by thoroughly screening participants’
personalities and domain knowledge to select appropriate pairs.

We forecast several future directions for collaborative cross-
virtuality analytics research. There is excellent potential in a design
space for information cues, interaction sharing, and perspective-
sharing group awareness techniques. While we investigated ele-
ments of this design space, our work is not exhaustive. Furthermore,
longitudinal studies of collaborative XVA systems are needed to
examine how collaborative behavior changes with more experience
and evolving tasks. Finally, more domain-specific collaborative XVA
applications are needed to understand their utility fully.

8 CONCLUSION

Group awareness is imperative to effective collaboration and col-
laborative visualization. However, as collaborators’ views diverge,
common ground diminishes, making group awareness harder to
achieve. This phenomenon is problematic for collaborative cross-
virtuality analytics (XVA), as tailoring views and visual metaphors
to collaborators’ disparate devices is core to its philosophy. To
address this, we presented our “eyes-and-shoes” principles that
abstract achieving group awareness into four levels of techniques.
We further evaluated these techniques and different visualization
contexts, giving us insights into their use and general collaborative
XVA behavior. We hope these principles and our documented results
and observations can be used to design more effective XVA systems.
Furthermore, we think this work can catalyze increased interest in
researching and applying this unique modality of collaboration.
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