678 IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. 18, NO. 4, MAY 2024

Modeling and Analysis of Near-Field ISAC
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Abstract—As technologies envisioned for next-generation wire-
less networks significantly extend the near-field region, it is of in-
terest to reevaluate integrated sensing and communications (ISAC)
with an appropriate channel model to account for the effects intro-
duced by the near field. In this article, a near-field ISAC framework
is proposed for both downlink and uplink scenarios based on such
a channel model. We consider a base station equipped with a
uniform planar array, and the impacts of the effective aperture
and polarization of antennas are considered. For the downlink
case, three distinct designs are studied: a communications-centric
(C-C) design, a sensing-centric (S-C) design, and a Pareto optimal
design. Regarding the uplink case, the C-C design, the S-C design
and a time-sharing strategy are considered. Within each design,
sensing rates (SRs) and communication rates (CRs) are derived.
To gain further insights, high signal-to-noise ratio slopes and rate
scaling laws concerning the number of antennas are examined.
The attainable near-field SR-CR regions of ISAC and the baseline
frequency-division S&C are also characterized. Numerical results
reveal that, as the number of antennas in the array grows, the SRs
and CRs under our model converge to finite values, while those
under conventional far- and near-field models exhibit unbounded
growth, highlighting the importance of precise channel modeling
for near-field ISAC.

Index Terms—Channel model, effective aperture, integrated
sensing and communications (ISAC), near field, performance
analysis, polarization mismatch.

I. INTRODUCTION

HE Integrated Sensing and Communications (ISAC) con-
T cept has generated substantial interest owing to its promise
for sixth-generation (6G) and other emerging wireless net-
works [2]. ISAC stands out due to its unique capability to
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efficiently share time, frequency, power, and hardware resources
for both communication and sensing tasks simultaneously.
This distinguishes it from the conventional approach known
as Frequency-Division Sensing and Communications (FDSAC),
where distinct frequency bands and infrastructure are needed for
each function. ISAC is anticipated to deliver superior efficiency
compared to FDSAC in terms of spectrum utilization, energy
efficiency, and hardware demands [3], [4]. Furthermore, ISAC
can also be combined with other emerging techniques, such
as reconfigurable surfaces [5], [6], providing additional im-
provements in the performance of sensing and communications
(S8&C) [7].

In evaluating the effectiveness of ISAC, two essential per-
formance metrics are commonly used: sensing rate (SR) and
communication rate (CR) [4], [8]. SR measures the system’s
ability to estimate environmental information through sensing
processes, while CR quantifies the system’s capacity for effi-
cient data transmission during communication. Analyzing these
two metrics provides valuable insights into the overall perfor-
mance and effectiveness of ISAC in seamlessly integrating S&C
functions.

In light of recent developments in wireless S&C, there is a
growing need to accommodate the demanding requirements of
next-generation wireless networks. This entails the application
of extremely large-scale antenna arrays and very high frequen-
cies [9], [10]. With these technical trends, according to the metric
for distinguishing between the near-field and far-field regions,
i.e., the Rayleigh distance % with D denoting the antenna aper-
ture and A denoting the wavelength [11], the near-field region
will significantly expand, encompassing distances of several
hundred meters. For example, consider a large-scale array with
an aperture size of D = 0.5 meters operating at a frequency of
60 GHz, which results in a near-field region of 100 meters. It is
crucial to emphasize that electromagnetic (EM) waves exhibit
distinct propagation characteristics in the near-field region as
compared to the far field. In the far-field region, EM waves can be
adequately approximated as planar waves. However, in the near
field, a more precise modeling approach is required, involving
spherical waves. Consequently, the conventional uniform planar
wave (UPW) model employed in existing works analyzing the
performance of ISAC within the far-field region, e.g., [12], [13],
[14], [15], is no longer valid in the near-field region. Therefore,
it is important to reevaluate the performance of ISAC systems
from a near-field perspective.

So far, there have been only limited studies addressing near-
field ISAC [16], [17], [18], [19], [20]. In [16], the authors
provided an overview of the effects of the near field on ISAC
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and explored the potential of near-field ISAC. The works of [17],
[18], [19], [20] primarily focused on waveform or beamforming
design aspects for the downlink near-field ISAC, where [17],
[18] considered the uniform spherical wave (USW) and [19],
[20] considered the non-uniform spherical wave (NUSW). How-
ever, the performance of near-field ISAC regarding both down-
link and uplink cases remains unexplored.

Furthermore, despite the adoption of spherical wave models in
the existing studies of near-field ISAC, both the USW model and
the more precise NUSW model are still considered unreason-
able. In the USW model, the signal phases for different antennas
are accurately modeled [21], while the channel gains are still
uniform as in the UPW model. More accurate than the USW
model, the NUSW model appropriately captures the variations of
both the phases and channel gains for different links across array
elements [22]. However, it worth noting that all three conven-
tional models (TCMs) mentioned above, i.e., UPW, USW and
NUSW, ignore the loss in channel gain caused by the effective
antenna aperture [23] and the polarization mismatch [24], [25].
The effective aperture denotes the projected antenna aperture
that is orthogonal to the local wave propagation direction corre-
sponding to the current element, and the polarization mismatch
represents the angular difference in polarization between the
local wave and the antenna [9]. Consequently, the effective
aperture and polarization loss vary across array elements. If such
losses are neglected, the receive power can unlimitedly increase
with the number of antennas and even exceed the transmit power,
leading to violation of the energy-conservation law [9].

Therefore, motivated by the aforementioned research gaps,
we conduct a performance analysis for a near-field ISAC system
based on an accurate channel model in this work. The main
contributions of the paper are summarized as follows:

® We propose a near-field ISAC framework for both down-
link and uplink scenarios, where the base station (BS) is
equipped with a uniform planar array (UPA). We employ
a channel model that is more accurate than the TCMs.
In addition to precisely modeling the variations of signal
phase and amplitude, this model takes into account the
effects introduced by the effective antenna aperture and
polarization mismatch for each element.

e We study the downlink near-field ISAC performance, con-
sidering three distinct scenarios: a sensing-centric (S-C)
design, a communications-centric (C-C) design, and a
Pareto optimal design. For each scenario, we derive the SR,
CR, and their high signal-to-noise ratio (SNR) slopes. To
further validate the rationality of the model in comparison
to the TCMs, we derive the asymptotic CRs and SRs for
arrays with infinitely many elements. Furthermore, we
consider upper bounds on the CRs and SRs under the
scenario where the polarization mismatch is mitigated.
Finally, we characterize the attainable SR-CR regions of
downlink ISAC and FDSAC.

e We analyze the uplink near-field ISAC performance by
considering the S-C design and the C-C design, with each
employing different interference cancellation orders for
S&C signals at the BS. We derive the same metrics as in the
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downlink case and also obtain the achievable rate region
of uplink ISAC by using a time-sharing strategy.

e Numerical results are presented, demonstrating that ISAC
achieves a more extensive rate region than FDSAC in
both downlink and uplink cases. Additionally, when the
number of array elements increases, the SRs and CRs of
our model tend to finite limits, while those of the TCMs
grow unboundedly. For a given number of array elements,
this performance gap narrows as the distances from the
communication user (CU) and target to the BS increase.

The rest of this paper is organized as follows. In Section II,
we introduce the conceptual framework of the ISAC model
in the near-field region, addressing both downlink and uplink
scenarios. Section III is dedicated to examining the near-field
ISAC performance in the downlink case, presenting results for
the three designs and the achievable SR-CR regions. Moving on
to Section IV, we explore near-field ISAC performance in the
uplink case, offering results for the two distinct designs and
characterizing the rate region with the time-sharing strategy.
Numerical results are present in Section V, and a conclusion
is provided in Section VL.

Notation: Throughout this paper, scalars, vectors, and matri-
ces are denoted by non-bold, bold lower-case, and bold upper-
case letters, respectively. For the vector a, [a];, a', a*, and
a denote the ith entry, transpose, conjugate, and conjugate
transpose of a, respectively. The notations |a| and ||a|| denote
the magnitude and norm of a scalar a and vector a, respectively.
The N x N identity matrix is denoted by Iy. The set C stand
for the set of complex numbers. The mutual information (MI)
between random variables X and Y conditioned on Z is de-
noted by 1(X;Y|Z). Finally, CN (s, X) is used to denote the
circularly-symmetric complex Gaussian distribution with mean
v and covariance matrix X.

II. SYSTEM MODEL

Consider a downlink/uplink near-field ISAC system, as illus-
trated in Fig. 1(a), where a dual-functional S&C (DFSAC) BS
equipped with an N-antenna UPA is communicating with a CU
equipped with a single antenna, while concurrently performing
sensing on a target. We consider a monostatic sensing setup at
the BS. As shown in Fig. 1(b), we assume that the UPA centered
at the origin is deployed along the y — z plane and N = N, N,
with N, and N, denoting the number of antennas along the
y-axis and z-axis, respectively. The antenna size is denoted as
VA x \/Z, and the inter-element distance is represented as d
(d > v/A). In particular, { £ :1% € (0,1] denotes the array oc-
cupation ratio (AOR) which measures the proportion of the entire
UPA area occupied by antennas. Without loss of generality, we
consider IV, and IV, as odd numbers. The central location of the
(ny,n.)-th element is denoted as py, . = [0,n,d, n.d]" for

ny € {0,%1,..., ¥V and n, € {0,£1,..., + 81}

A. Near-Field Channel Model

As illustrated in Fig. 1(b), we consider a CU/target located
at a distance r; from the center of the UPA, with an elevation
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(a) A downlink/uplink ISAC system.

CU/Target

(b) System layout of the UPA.

Fig. 1. Illustration of downlink/uplink near-field ISAC.

angle 6; € [0, 7] and an azimuth angle ¢; € [—7, §], where i €
{c, s} with the subscripts “c” and “s” representing the CU and
the target, respectively. Therefore, the location of the CU/target
is given by r; = [r;W;, 7;®;, 7:0]7, where ¥; £ sin 6; cos ¢,
®, £ sin b, sin ¢;, and €; £ cosé;. Accordingly, the distance
between the CU/target and the (n,,n)-th antenna is given as
follows:

7Any,nz = ||r1 - pny,nz

= ri\/(nyei — <I>i)2 + (n.e; — Qi)2 + 02, (1)
where ¢; = Ti Particularly, since the inter-element distance d is
typically on the order of wavelength, we have r; > d and thus
€ << 1.

Since the signals transmitted by different antennas are ob-
served by the receiver from distinct angles, the resulting effec-
tive antenna aperture and polarization mismatch varies across
the array. The effective antenna aperture is determined by the
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projection of the array normal to the direction of the signal,
and the polarization mismatch is characterized by the squared
norm of the inner product between the polarization vectors of
the receiving mode and the transmitting mode, with the resulting
loss in channel gain referred to as effective aperture loss and po-
larization loss, respectively [9]. Consequently, under free-space
line-of-sight propagation, the channel power gain between the
(ny,n.)-th element and the CU/target is given by

iy . ()P = /P £1 (x1,p) L2 (vi,p) L3 (i, p) dp, ()

where o
Ly (ri,p) = m, (3)
Ly (ri,p) = %7 “)
Ls(ri,p) = |pT (I‘i)e(PJi)}Q Q)

2
le (P, r4)l
denotes the free-space path loss, the effective aperture loss
and the polarization loss, respectively. Furthermore, Py, ., =

[nyd — ‘/szyd + ‘/TZ] X [n.d— ‘/Tz,nzd + ‘/TK] denotes the
surface region of the (n,,n.)-th array element, p € Py, .
denotes the point located in this element, @, = [1,0,0] rep-
resents the normal vector to the UPA, p(r;) denotes the nor-
malized polarization vector at the CU/target, and e(p,r;)
(I; — %)j (p) with J(p) being the normalized elec-
tric current vector at point p [9]. Given that the size of each
individual element is in the order of wavelength in practice,
significantly smaller than r;, we can assert that ; > v/A. There-
fore, the variation of the channel coefficient among different
points p € Py, . can be considered negligible. As aresult, (2)

can be rewritten as

3
}h"yvnz (ri)|2 = A H ‘Ck (ri? pny,nz)~

k=1

(6)

For mathematical tractability and to gain insights into the
fundamental performance, in this paper, we consider a simplified
case when the polarization vector at the CU/target and the elec-
tric current induced in the UPA both align in the y direction, i.e.,
p(r —i) = J(p) = [0,1,0]T. As aresult, the near-field channel
response between the (n,, . )-th element and the CU/target can
be obtained as in (7), shown at the bottom of this page.

To provide an intuitive comparison, we also briefly discuss
the TCMs as follows.

1 7‘1'\1/2'
hny,nz (Tia 0i7 QS’L) = 4 2 X
ﬂ-rny7nz T‘nyfnz

Free-space loss

Effective aperture loss

7:3\1/12 + 7‘1'\112' (7'197, - nzd)2
X 2

r
My ,MNz

127
e 1 x Tny.nz

Polarization loss

Authorized licensed use limited to:

27
e 1% Tny,nz
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1) UPW:

A ieme  ddm.dQs
hgmz (i, 0i,0i) = 4777"26 I (rimnyd®i—n.d) (8)

The UPW model is the commonly used model in far-field
scenario, where both free-space path loss and the angles of the
links between any element and the CU/target are assumed to be
identical.

2) USW:

A on
hUSW (Ti,0i7¢i) = ei‘]QTrny,nz' (9)

Tyt 4rr?

In the USW model, instead of using the planar wave, the USW

is applied, accurately modelling the phase, while the path loss
remains uniform.

3) NUSW:
_i2m,
hggsr\l (Tiaeivd)i): W 15 Ty (10)

Unlike the USW model, the NUSW model calculates the path
loss for each link separately.

It is important to note that none of the TCMs take into account
the effective aperture loss and polarization loss. As we will
see later, this ignorance can cause unreasonable consequence.
Therefore, throughout this study, we investigate the performance
of near-field ISAC based on the more accurate model given in

(D.

B. Downlink Signal Model

Consider a signal matrix for the DFSAC denoted as X =
[x1...x7] € CV*F transmitted from the BS, where L denotes
the duration of the sensing pulse/communication frame. For
sensing purpose, each x; € cNforl=1,...,L corresponds
to the snapshot used for sensing during the I/th time slot. In the
context of communication, x; represents the /th data symbol
vector. Under the framework of multiple-input single-output
(MISO) ISAC, we can write the ISAC signal X as follows:

X = \/ﬁwsH,

where w € CV*! denotes the normalized beamforming vec-
tor with ||w||> =1, p denotes the transmit power, and s =
[s1...s1]" € CE*! denotes the unit-power data streams in-
tended for the CU with L~ !|[s||? = 1.

1) Communication Model: The signal received at the CU is
given by

(12)

yl =h!X +nf = /phlws" +nH, (13)

where h. € CV*! obtained by consolidating {hny . (Te, Oc,
¢c) }¥n, m. into a vector represents the communication chan-
nel, and n, € CE*! denotes the additive white Gaussian noise
(AWGN) vector with each entry having zero mean and unit
variance. Accordingly, the downlink CR is given by

2
Rac = log, (1+p[hw|*). (14)
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2) Sensing Model: The received echo signal at the BS for
target sensing is given by

Y, = GX +N;, 15)

where G € CV*V represents the target response matrix, and

N, € CV*L denotes the AWGN matrix with each entry having
zero mean and unit variance. Specifically, the target response
matrix can be modeled with the round-trip channel:

G = Shsh/, (16)

where 3 ~ CN(0, ) denotes the complex amplitude of
the target with the average strength of ag, and hg =
[Py ns (Tsy Osy @) lvny n. € CN*! represents the sensing link
between the UPA and the target. Therefore, we can rewrite the
reflected echo signal as

Y. = /pBhsh]ws" + N, (17)

In this study, we assume that the target’s position is accurately
tracked and known in advance by the BS. Therefore, our focus
lies in estimating the reflection coefficient /3. The sensing task
involves extracting environmental information contained in 3
from the reflected echo signal Y, with the knowledge of X.
Information-theoretic bounds for this sensing task are quantified
by the sensing MI, which denotes the MI between Y and S,
conditioned on the ISAC signal X [4]. In evaluating the sensing
performance, we utilize the SR as the performance metric,
defined as the sensing MI per unit time [2], [8], [14]. Assuming
that each DFSAC symbol lasts 1 unit time, the SR is expressed
as

Ras =L (Y BIX), (18)
In particular, Rq ¢ can be calculated as follows.
Lemma 1: For a given w, the downlink SR is given by
1 2
Ras = 7 log (1 + pLag |[hy||* |h] w] ) . (19)
Proof: Please refer to Appendix A. |

With the proposed downlink near-field ISAC framework, our
objective is to assess its S&C performance by examining the
CR and SR, both of which are influenced by the beamforming
vector w. However, finding an optimal w that that can effectively
enhance both R4 . and Rq s concurrently presents a formidable
challenge. In order to tackle this issue, we present three distinc-
tive scenarios within the downlink near-field ISAC framework in
Section III. The first scenario is referred as the C-C design, with
the primary aim of optimizing the CR. In the second scenario,
we delve into the S-C design, which seeks to maximize the SR.
Finally, we focus on the Pareto optimal design, aiming to identify
the Pareto boundary of the achievable SR-CR region.

C. Uplink Signal Model
In the uplink case, the signal observed by the BS reads

Y = ,/pchcs';| + \/p:GwsSH + Ny, (20)
where p. denotes the communication power, s, =

[$c1...ser)t € CL! denotes the communication messages
sent by the CU subject to E{s.sH'} = I, p, denotes the sensing
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power, ss = [ss1...8:]™ € CL*1 denotes the sensing pulse
subject to L™ !||s||> = 1, and N, = [, ...n, |/ € CV*F
is the standard AWGN matrix.

Upon reception of the signal described above, the BS faces the
challenge of decoding both the communication signal and the en-
vironmental information contained in the target response matrix
G. To effectively manage this inter-functionality interference
(IFI), we can employ successive interference cancellation (SIC)
with two different decoding orders [26]. In the first SIC order,
the BS firstly identifies the target response signal, regarding
the communication signal as interference. Then, the identified
sensing signal will be removed from the superposed signal,
leaving the remaining part for communication signal detection.
In contrast, the second SIC order begins by detecting the com-
munication signal, treating the echo signal as interference. Fol-
lowing this, the communication signal undergoes subtraction,
thereby preserving the residual signal for the purpose of sensing.
The primary observation is that the first SIC order excels in
optimizing communication performance, whereas the second
SIC order enhances sensing performance. As a result, we denote
these two SIC orders as the C-C design and the S-C design,
respectively, which will be investigated in Section I'V.

III. DOWNLINK NEAR-FIELD ISAC

This section introduces three scenarios for downlink near-
field ISAC: C-C design, S-C design, and Pareto optimal design.
In each scenario, the SR, CR, and their asymptotic performance
are investigated. Furthermore, performance upper bound in the
absence of polarization loss is explored. Finally, the downlink
SR-CR region achieved by near-field ISAC is characterized.

A. Communications-Centric Design

Under the C-C design, the beamforming vector w is set to
maximize the downlink CR, which is given by

*

h
c 21
[he||

W, = argmax,, Rq. = argmax,, |h] w| =

With the beamforming vector w., we investigate the downlink
communication performance and sensing performance under the
C-C design, respectively, in the following subsections.

1) Performance of Communications: Givenw = w,, the CR
can be written as follows:

The following theorem provides an exact closed-form expres-
sion of R . and its high-SNR approximation.

Theorem 1: Under the C-C design, the downlink CR is given
by

8
1+Ezzgc(y7z) ’

YEY. 2E€E2Z,

R = logy (23)

where V. = {Mee + @}, 2. = {Mz& + 0.}, and 8.(y, 2) is

defined in (24), shown at the bottom of this page. For large p
(i.e., high-SNR), we have

c ~ C
R, = logy p + log, i Z Z de (Y 2) (25)
yeVez€Ze
Proof: Please refer to Appendix B. ]

Remark 1: (25) indicates that the high-SNR slope and the
high-SNR power offset of R .. are, respectively, givenby S§ . =
Land OF . = logy (55 ey, Des, 0e(y: 2))-

To gain further insights for the CR under the near-field channel
model, we next investigate its asymptotic behaviour when the
UPA has an infinite number of elements, i.e., N,, N, — oo.

Corollary 1: As Ny, N, — oo, the asymptotic CR is given by

. 18
1 RE .. =1 1+=]. 26
Ny,ll\fl?ﬂoo d,c 089 < + 3 ) ( )
Proof: Since lim, ., arctan(—=—~=——) =% and
limy,zﬁoc
T _ . _
i e O We have limy, v oo ey, 2) = §
fory € Y. and z € Z.. [ |

Remark 2: The results in Corollary 1 indicate that as
Ny, N, — oo, rather than growing unboundedly, the downlink
CR in the C-C design converges to a finite quantity that is
increasing in the AOR.

Notably, in traditional antenna design, there are methods to
mitigate or avoid polarization mismatch, such as polarization
matching between the transmitter and receiver [27], multi-
polarized antennas [28], and adaptive polarization [29]. Accord-
ingly, we examine a scenario where the polarization mismatch
is considered to be avoided, i.e., L3(r;, p) = 1, establishing an
ideal upper bound for system performance. Under this consid-
eration, the near-field channel model in (7) can be rewritten as

3(02 +y2) /U7 + 4% + 22

- A’I"\I/ i2m
Py (Tis 03y 93) = | [ T—g——e 35 s, 27
o =logs (140 o). (22) e (0 000 = [ 7
2 Yz U,yz .
6;(y, z) = — arctan + i € {c,s}. 24
(y,2) 3 (‘I’i /\I/f—&—yQ—i—zQ) {c,s} (24)
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Consolidating {An, n.(7i, 0i, #i) }yn, n. into a vector gives h;.
Corollary 2: When the polarization loss is eliminated, the
downlink CR of the C-C design is given by

28 Yz
*10 ].+ arctan| ———— .
( £ S St ))

yeyL zZE€EZ.
(28)
When N, N, — oo, we have
lim RS.=logy 1+ B (29)
Ny,N.—00 dye 2 2 ’

which is a finite value larger than lim Ny, N. 00 Rg,c
Proof: Please refer to Appendix C. |
2) Performance of Sensing: When the beamforming vector
w, is applied, the downlink SR under the C-C design reads

2
) . (30)

For clarity, we define the inner product of the normalized chan-
nels, namely

[hlh¢
Ihe”

c 1
d,s — E 10g2 (1 + pLag ||hs||2

[ |
Il P

as the channel correlation factor (CCF), which measures the
correlation between the communication and sensing channels.
Accordingly, (30) can be rewritten as

4

€[0,1], (31)

p

1
o= 7 logs (14 pLagp Ih]l*) |

leading to the derivation of the following theorem.
Theorem 2: The SR under the C-C design can be expressed
as

(32)

2
pLas(p

g —llo 1+——
d7S_L g2 167 2

PIPIACE

yeYsz€ 2

, (33

where ), = {N% + .}, Zo = {M= £ O}, and 6,(y, 2) is
defined in (24). For large p, its high-SNR approximation is given
by

VAP § 55 (4, 2)

logy p+2log, .

¢ oL
d,S NL
YEYs 2€2Z5

(34)

Proof: The proof of this result is similar to that of
Theorem 1. |
Remark 3: The results in (34) indicate that the
high-SNR slope and the high-SNR power offset of

RG are, respectively, given by &g =1 and Of, =

v Lagp
210g2(< ‘ Zyeys ZZGZS 6S(y7 Z))
While dlrectly computing lim Ny .N.—00 is intractable, we

2
can infer that limy, N, 500 R o < %logQ(l + pL‘éSC ),as p <
1. This suggests that lime N.—oco R 1s a finite value. To
reinforce this observation, we plot p in terms of the number
of antennas in Fig. 2, which is generated by averaging the CCFs
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across 10* channel realizations. As can be observed from this
graph, the CCF converges to some constant (denoted as C,) as
Ny, N, — oo. Based on this analysis, we derive the following
corollary.

Corollary 3: When N, N, — oo, the asymptotic SR under
the C-C design is given by

1 CppLozS(2
N, 71]1Vm_>oo Ris= 7 log, (1 + 9 ) (35)
Proof: The proof of this result is similar to that of
Corollary 1. |

Remark 4: The results in Corollary 3 indicates that as
Ny, N, — oo, rather than growing unboundedly, the SR of
the downlink C-C design converges to a finite quantity that is
increasing in the AOR.

The downlink SR of the C-C design in the absence of polar-
ization loss is derived in the following corollary.

Corollary 4: Without polarization loss, the downlink SR of
the C-C design is given by

pLOzSCQﬁ
G.=1 14—
d,s 082 + 1672
2
(Z Zarctan( 5 )) ], (36)
yeYs z€25 \II SV \II +y +
where p £ HT“% When N, N, — oo, we have
1 (fpchuSC2
N, 1]1Vmﬁoo7€ =7 log, (1 + - ) (37

which is a finite value with (fp = limp, N, 00 P as depicted in
Fig. 2. ‘

Proof: The proof of this result is similar to that of
Corollary 2. |

B. Sensing-Centric Design

In this subsection, we investigate the downlink S-C design.
Under the S-C design, the beamforming vector is set to maximize
the SR, which is given by

*

b, . (38)

w, = argmax,, Rq,¢ = argmax,, |h]w| = T
S
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1) Performance of Sensing: Given w = wy, the downlink
SR can be written as follows:

1
e = 7 log (1 + pLa, Hhs||4) . (39)

The following theorem provides an exact closed-form expres-
sion of Rj ; and its high-SNR approximation.
Theorem 3: The SR achieved by the S-C design is given by

2

pLas(?
8= log2 S Tn DI D (40)
YEYs 2€Z5
For large p, we have
< 1 v Lag(
GsT |logapt2logy [ 2D 0D Ay 2) || 4D

YEVs2E€2s

Proof: The proof of this result is similar to that of Theo-
rem 1. ]
Remark 5: (41) indicates that the high-SNR slope and the
high-SNR power offset of Rj  are, respectively, givenby S5 , =

Land 0, = 2logy(LES Y S by, 2).

We also investigate the asymptotic SR under the C-C design
when the UPA has an infinite number of elements.

Corollary 5: When Ny, N, — oo, the asymptotic SR under
the S-C design is given by

lim RS
Ny, N-—00 ds =

2
pLasC > _ 2)

—1 1
0g‘2( + 9

Proof: The proof of this result is similar to that of
Corollary 1. [ ]

Remark 6: The results in Corollary 5 indicate that as
Ny, N, — oo, rather than growing unboundedly, the SR of
the downlink S-C design converges to a finite quantity that is
increasing in the AOR.

When the polarization mismatch is avoided, the SR under the
S-C design can also be improved.

Corollary 6: Without polarization loss, the downlink SR of
the S-C design is given by

pLasC2

1
* 1672

7?’3,5 = 10g2

2
Yz
(g ;arctan<mg+y2+z2)> ] (43)

When N, N, — oo, we have

L lOgQ (1 +

which is a finite value larger than limy, N, 00 R ;-
Proof: The proof of this result is similar “to that of
Corollary 2. |
2) Performance of Communications: When the beamform-
ing vector wy is applied, the downlink CR under the S-C design

lim R
Ny ,N.—00

2
b LZS< ) . @

is given by

|hlh;
c=loga|1+p

logs (14 plhe|?p) . (45)
TE ) 2(1+ plibelp)

The following theorem provides an expression of R . and its
high-SNR approximation.
Theorem 4: The downlink CR of the S-C design is given by

= log, 1+&ZZ¢S (y, 2 (46)
YEYe z€E2,
For large p, its high-SNR approximation is given by
RS ~logyp+ logy [ £ S by 2) (47
© dr ’

YEVe €2,

Proof: The proof of this result is similar to that of
Theorem 2. |

Remark 7: (47) indicates that the high-SNR slope and the
high-SNR power offsetof R, . are, respectively, givenby S5 . =
L and Oz,c = logQ(% Zyeyc ZZEZC 6C(y7 Z))

Next we consider the case when IV, N, — oo and derive the
following corollary.

Corollary 7: When N, N, — oo, the asymptotic downlink
CR under the S-C design is given by

= log, (1 + C'pS]?C) .

Proof: The proof of this result is similar to that of
Corollary 1. |

Remark 8: The results in Corollary 7 indicates that as
Ny, N, — oo, rather than growing unboundedly, the downlink
CR under the S-C design converges to a finite quantity that is
increasing in the AOR.

The downlink CR of the S-C design in the absence of polar-
ization loss is studied in the following corollary.

Corollary 8: When the polarization mismatch is eliminated,
the downlink CR of the S-C design is given by

DS pCp < )
Ge=lo 1+— arctan

lim Rd c

Ny,N.—00 (48)

1/63/L ZE€EZ.
(49)
When N, N, — oo, we have
Cop§
1+ 2=
Nwl]lvm_)ooRdC logg( +5 ) (50)
Proof: The proof of this result is similar to that of
Corollary 2. |

Based on the analysis above for the downlink scenario, we
can conclude following remarks.

Remark 9: In downlink near-field ISAC, we have S§ . = &3
and 8§, = & , which indicates that the beamforming design
does not impaét the high-SNR slopes of both CR and SR. On the
other hand, we have Ozyc — OS)C = Og’s — (937S = log, psc €
(—00, 0], which indicates that the beamforming design influ-
ences the CR and SR by altering their high-SNR power offsets.
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The performance gaps between the C-C design and the S-C
design for both S&C are influenced by the channel correlation.

Remark 10: Under the near-field channel model we investi-
gated, all CRs and SRs tend to finite quantities when N — co.
By contrast, as will be shown by the numerical results, CRs and
SRs under the TCMs exhibit unbounded growth with V.

C. Pareto Optimal Design

In practical scenarios, the beamforming vector w can be
customized to fulfill diverse quality of service requirements,
creating a tradeoff between communication and sensing perfor-
mance. To evaluate this tradeoff, we analyze the Pareto boundary
of the SR-CR region achieved by the downlink near-field ISAC.
The Pareto boundary comprises SR-CR pairs where it becomes
impossible to augment one rate without simultaneously reducing
the other [30]. Particular, any rate pair located on the Pareto
boundary of the SR-CR region can be determined by solving
the following optimization problem:

m&%R, 5.6 Ras > 0R, Rae > (1-0) R, [[w|*=1, (51)

where o € [0, 1] is a particular rate-profile parameter. The entire
Pareto boundary is obtained by solving the above problem with o
varying from O to 1. Despite of its non-convexity, we can achieve
an optimal closed-form solution for problem (51) as follows.
Theorem 5: For a given o, by defining the auxiliary parameter

¢a \/Lr;C > yey. >ozez, 0s(y, 2), the optimal beamforming
vector is given by (52), shown at the bottom of this page.
Specifically, R* represents the optimal solution for R, which
is obtained by solving (53), shown at the bottom of this page.
Moreover, 117 and p5 are Lagrange multipliers for problem (51),
which are given in (54a) and (54b), shown at the bottom of this

685

Fig. 3. Pareto optimal beamforming vector.

Based on the above results of the optimal beamforming vector,
we can further deduce the following corollary.
Corollary 9: The Pareto boundary of the rate region can be
attained through the beamforming vector as outlined below:
The + (1 — 7) hge74¥

o S 55
YT = e + (1= 7) hoe 327 (5

where 7 € [0, 1] is the weighting factor.

Proof: Please refer to Appendix E. |

Noting that w, can represent any arbitrary linear combination
of h, and hye 74¥ with non-negative real coefficients, we can
draw the following conclusion.

Remark 11: The results in Corollary 9 indicate that the Pareto
optimal beamforming vector lies in the plane spanned by h. and
h.e 4%, as illustrated in Fig. 3.

Therefore, for a given value of 7, let R ; and R . represent
the SR and CR on the Pareto boundary achieved by the corre-
sponding optimal beamforming vector w ., respectively, which
are given by

1
Ry, = Z1og2 (1 + pLag ||hg]|? (56)

page, respectively, with y = % 72p |[he | ||hg|* +(1=7)° || * +27 (1 =7) |[he | || b
Proof: Please refer to Appendix D. [ ] 72 |he|® + (1 = 7)% |he|® + 27 (1 = 7) |he| |he) )’
RS o
WC7 ag E I:O7 Rizaciszgs}
/(20 1) phctaa /(2 1) pehye < (7ER) Ri.. Rii
Wt = r o€ (mrthr ma).
[(Q(I’U)R*—l)ufpl\hc”z+(2”LR*—1)H§:052Hth2+2\/(2“"’)7?*—1)(2“7‘*—1)#1#2@5\115115\} ' ' ’ ’
® 7= RARL
(52)
(275R— 1) [[he]? + (20797 1) €2 [hy||2 — 2/ (20-0R— 1) (22— 1)¢ [Fh| = p€? (e [ g2~ [ [)
(53)
= € [l |I” — x¢ [be'h| (542)
(Il = x 1€ mEhe] ) 2727 o LIn2 + (& > = x by ) 20-9R" (1 = o) In2
2 _ 1 |pH
_ ”th - X glhchs’ (54b)

(Il = x1¢ hfhy] ) 2727 o LIn2 + (& I |> = x [bHihy| ) €20-97" (1 = o) In2
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TABLE I
DOWNLINK HIGH-SNR SLOPES

System CR SR

ISAC (C-C) 1 1/L

ISAC (S-C) 1 1/L

ISAC (Pareto Optimal) 1 1/L
FDSAC k | 1—-k)/L

Rg,c = 1Og2 (1 +p

72 |||+ (1=7)p [ e[ g ||* 27 (1 —7) ||hc||3||hs||>'
72 [he|* + (1 =) ||hs|* + 27 (1 — ) [|he]| |[hs]
(57)

In particular, we have (R3,,R3.) = (Ri, Ry, and
(Ris Rie) = (RG4 RG..)- The closed-form expressions of
Ri s and R . can be obtained by substituting the previously
derived expressions for ||h.|| and ||hg||, which are omitted due
to space limitations. Consequently, it can be easily shown that
for any given 7, the high-SNR slopes of SR and CR are the same
as those achieved by the S-C and C-C design, i.e., any downlink
SR-CR pair on the Pareto boundary exhibits identical high-SNR
slopes. Additionally, all the SRs and CRs on the Pareto boundary
converge to finite quantities when N, N, — oo.

D. Downlink Near-Field FDSAC

‘We consider the near-field FDSAC as the baseline, where the
bandwidth is split into two distinct sub-bands: one dedicated
solely to sensing and the other designated for communication.
Furthermore, the total power is also distributed into two separate
portions, each allocated for the specific objectives of S&C,
respectively. In particular, we consider € [0, 1] fraction of
the total bandwidth and ¢ € [0, 1] fraction of the total power
is allocated to sensing. Accordingly, the downlink SR and CR
of FDSAC are, respectively, given by

K

R =
d,s L

v
log, (1 + EpLas Hhs||4) , (58)

11—
R = (1 - k) log, (1 R m— ||hc||2> - (59

It is worth noting that (R _, Rf ) can be discussed in the way
we discuss (Rz’s, Rﬁ,c)- Upon ’concluding all the analyses of
near-field ISAC and FDSAC, we consolidate the results of high-
SNR slopes within Table 1.

Remark 12: Theresults in Table I indicate that in the downlink
near-field scenario, ISAC exhibits higher high-SNR slopes than
FDSAC in terms of both CR and SR, which implies that ISAC
offers greater degrees of freedom than FDSAC concerning both
S&C.

E. Rate Region Characterization

The achievable downlink SR-CR region of ISAC and FDSAC
systems are, respectively, given by

Cai ={(Rs,Re)|Rs € [O,Ras} yRe€ [O,Rg’c] ,7€[0,1]},

(60)

Cd,f = {(RS7 Rc)

Rs € [O,RS,S] yRe € [OvR(fi,c] 7} ©61)
Kk €[0,1],0€[0,1] .

Theorem 6: The regions described above satisfy Cq ¢ C Cq ;.

Proof: Please refer to Appendix F. |

As per Theorem 6, the rate region attained by the donwlink
near-field ISAC completely encompasses the region achieved by
FDSAC. This can be primarily attributed to ISAC’s integrated
utilization of both spectrum and power resources.

IV. UPLINK NEAR-FIELD ISAC

In this section, we investigate the performance of uplink
near-field ISAC under the C-C and S-C designs according to
the interference cancellation order of the SIC process. Also, the
uplink achievable rate region is characterized with time-sharing
strategy. The analysis for the scenario without polarization loss
in the uplink case is similar to that of the downlink, which
is omitted here for brevity, while the simulation results are
presented in Section V.

A. Communications-Centric Design

In the context of the C-C design, the initial step involves esti-
mating the target response signal by considering the communi-
cation signal as interference. Subsequently, the communication
signals transmitted from the CU are detected after eliminating
the influence of the sensing signal.

1) Performance of Sensing: From a worst-case de-
sign perspective, the aggregate interference-plus-noise
Z.= \/pT;thZ' + N, is regarded as the Gaussian noise [31]. In
this case, the achievable SR is derived in the following theorem.

Theorem 7: The SR of the uplink C-C design is given by

pe |nHh|?
1+p0||hc”2 .
(62)

Proof: Please refer to Appendix G. |
It is worth to note that in most cases, the CU and target are
located at different locations, leading to p < 1 in the near-field

H H pc‘h}:th pc‘h?hc‘z _
region [32]. Accordingly, we have E < =

pllhs||? < ||hs|[?. As will be shown in Section IV-B2, the
SR achieved by the uplink S-C design is R ; = %logg(l +
psLag|/hg||*). The above facts suggest that the gap of SR
between the uplink C-C and S-C design is negligible, i.e.
R¢ s = RE - This also implies that the near-field effect can be
harnessed to effectively mitigate IFI, improving uplink ISAC
performance. Furthermore, to unveil the system’s lower-bound
performance, we consider the worst case where p =1, i.e.,

1

Ri. =7

10g2

1+ psLa [|hy||? <||hs|2 -
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|hHh.|? = ||h.||?||hs||%. In this case, the SR is written as

. 1 Loy ||hg]|*
RE, = — log, <1+ps o [ )

(63)
L 1+ pe HhCHQ

The following corollary provides an exact closed-form expres-
sion of 7~€§’S and its high-SNR approximation.

Corollary 10: The SR achieved by the uplink C-C design is
lower bounded by

2
+psLasC2 (Zyeys ZzEZS (53(3/, Z))
1672 +4mp( Zyeyc ZZEZC 5C(y’ Z)

~ 1
Rg,s = ZIOgQ 1

(64)
For large p, its high-SNR approximation is given by
~ 1
Re~—
C,S L
) 2
) ) LasC (Zyeyﬁ ZzeZs ds(y, Z))
0gs ps + log )
2 2| 1672 +4mpoC EyeyCZZGZC 3y, 2)
(65)

indicating a hign-SNR slope of 1.

Proof: The proof of this result is similar to that of
Theorem 1. |

Then, similar to the analysis of downlink scenario, we also
investigate the asymptotic uplink performance for the case when
Ny, N, — 0.

Corollary 11: When the number of array elements goes to
infinity, we have

. Sc 1 psLO‘:sCQ
N, Res = T loes (”W 9

which is a finite quantity.

Proof: The proof of this result is similar to that of
Corollary 1. |

2) Performance of Communications: After the estimation of
the target response, the echo signal GX will be removed from the
received superposed S&C signal. The remained communication
signal can be then directly detected with the optimal detection
vector Hﬁ—z without interference, which yields a similar CR to
the downlink C-C design by simply replacing ps with p., i.e.,
R = logy (1 + pellhel[?).

B. Sensing-Centric Design

In the S-C design, the BS initially detects the communication
signal, treating the echo signal GX as interference. Subse-
quently, the BS subtracts the detected communication signal
from the received signal, using the remaining part for sensing
purpose.

1) Performance of Communications: From a worst-case de-
sign perspective, the aggregate interference-plus-noise Zgs =
\/]TSGWSSH + N, can be treated as the Gaussian noise [31].
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Based on this, the uplink CR of the near-field ISAC is given
in the following theorem.
Theorem 8: In the S-C design, the uplink CR is given by

RS =logy | 1+pe | [[he|?— =2 s ” s (67)

c,c og Pc C - .

o L+ psas by

Proof: Please refer to Appendix H. |
2|lKH 2 2| lwH 2

Given that psas|[hs|?[hihg] < Psas|hs|?[hehg| — p||hc||2 <

T+psas[hs]?
[he||* in the near-field region, we have R . ~ R . Further-
more, we provide a lower bound of the uplink CR under the S-C
design for p = 1, which is expressed as

R, —log, (14— Lelhel”
U L4
The following corollary provides an exact closed-form expres-
sion of R . and its high-SNR approximation.

Corollary 12: The CR achieved by the uplink S-C design is
lower bounded by

psas|hs|*

(68)

>, 47 ) 2
Re o =logy| 1+ P D yey, 2azez, Oc(y: 2) 2
1672 +psas(? (Zyeyszzezsés(ZL z))

(69)
For large p., its high-SNR approximation is given by
ﬁj’i,c ~logy pe
47 Oc(y, 2
+ 10g2 C Zyeyc ZZEZC (y ) 7 (70)

2
1672+ pgorg (2 (ZyeySZzeZs s (y, Z))

indicating a hign-SNR slope of one.
Proof: The proof of this result is similar to that of
Theorem 1. |
Corollary 13: When Ny, N, — oo, the asymptotic expres-
sion of 7~3§C follows

lim 7~ZZC = log, <1 73;!%( ) ,

71
Ny, Nz—00 * 9 + psas(? 7D

which is a finite quantity.

Proof: The proof of this result is similar to that of
Corollary 1. |

2) Performance of Sensing: After the decoded communica-
tion signal is removed, the rest part can be directly used for
sensing without interference. It can be easily shown that under
this circumstance, sensing yields the same performance as in the
downlink S-C design, i.e., RS, = + logy(1 4 psLovs||h[*).

Based on the analysis of the near-field uplink ISAC above,
we can draw the following conclusion.

Remark 13: The SIC order does not influence the high-SNR
slopes for either CR or SR, but it has an effect on the S&C
performance by altering the high-SNR power offsets.

C. Rate Region Characterization

We now define the uplink SR-CR region achieved by the
near-field ISAC. By employing the time-sharing strategy [33],
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Fig. 4.

TABLE II
UPLINK HIGH-SNR SLOPES

System CR SR

ISAC (C-C) 1 1/L

ISAC (5-C) 1 1/L

ISAC (Time-Sharing) | 1 1/L
FDSAC k| (1—r)/L

we implement the S-C design with probability ¢ and the C-C
design with probability 1 — o. For a given p, the attainable
rate pair is denoted as (R¢,,R¢.), where R¢ = oR;  +
(1-0)Res and RE, = oR; . + (1 — 0)RE .. Therefore, the
achievable SR-CR region of uplink ISAC satisfies

Cei={(Rs,Rec) |Rs€ [0, RE,] ,Rc€[0,RE.] , 0 €[0,1]}.
(72)

Remark 14: By exploiting the sandwich theorem, we can
obtain that any rate pair achieved by the time-sharing strategy
yields the same high-SNR slopes.

D. Performance of FDSAC

The uplink FDSAC is served as baseline, where a fraction
k € [0,1] of the total bandwidth is designated for sensing,
while the remaining fraction is designated for communications.
Accordingly, the SR and CR of FDSAC are given by

SL S hS 4
R = Zlog, <1 4 PelLas bl > , (73)
’ L K
e |Ihe]l
RE .= (1—k)log, (1 + P71||_ K|;| ) . (74)

It is worth noting that (Rf ., R ) can be discussed in the way
we discuss (R¢ ., R¢ ;). After completing all the analyses of the
uplink case, we summarize the results pertaining to the high-
SNR slope in Table II.

Remark 15: The results in Table II indicate that uplink ISAC
achieves larger high-SNR slopes than FDSAC in terms of both

SR and CR.

—5 ISACS-C [Eé. (39)]
O ISAC S-C [Eq. (40)]

¢ l[AIsacCC ?
FDSAC
N ||--- - High-SNR approx.
< N
&4 '
=4
7!

p [dB]
(b) SR vs. p.

Downlink performance versus SNR.

V. NUMERICAL RESULTS

In this section, numerical results for the S&C performance
of the near-field ISAC systems are presented. Without other-
wise specification, the simulation parameter settin%s are de-
fined as follows: A = 0.125 m, d = % m, A= 27’ L =4,
as=1,k=1=050N, =N, =15,p=90dB, (rc, O, o) =
(10m, 7, %)’ and (rs, 05, ¢s) = (5m, 7, _%)

A. Downlink

Fig. 4(a) and (b) plot the downlink CRs and SRs versus the
transmit SNR p, respectively. It is evident that C-C ISAC attains
the best communication performance, while S-C ISAC records
the best sensing performance. The derived closed-form results
match the simulation results well, and the high-SNR approxima-
tions precisely track the results in the high-SNR region. We can
also observe that the C-C ISAC and the S-C ISAC have the same
high-SNR slopes in terms of both CR and SR, corroborating the
statement in Remark 9. Importantly, both of these high-SNR
slopes surpass those achieved by FDSAC.

Fig. 5(a) and (b) respectively illustrate the changes in CRs
and SRs for various channel models as the number of UPA
antennas varies. We can observe that as N increases, the CRs
achieved by our accurate model and the TCMs follow distinctly
different scaling patterns. The CRs and SRs achieved by the
accurate model converge to upper limits accurately tracked by
our derived asymptotic results, which is aligned with Remark 10.
In contrast, the CRs of the C-C design and the SRs of the
S-C design achieved by the TCMs exhibit unbounded growth
with N. This unrestrained increase is primarily attributed to the
neglect of aperture loss, leading to the potential violation of
the energy-conservation laws. Specifically, the NUSW model,
which accounts for both phase and power variations across array
elements, demonstrates diminishing returns for large N, which s
more accurate than the UPW and USW models. However, due to
its failure to consider aperture loss and polarization loss, the CRs
and SRs of the NUSW model still exhibits a slow but persistent
increase with the number of array elements, which is not feasible
in practical scenarios. Therefore, though the USW and NUSW
models might find application in certain near-field scenarios,
they are not applicable for scenarios with a large number of
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40 Accurate C-C —NUSW C-C
-------- Accurate S-C ———USW C-C
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Fig. 6.

antennas. Further, it can be observed from Fig. 5(a) and (b)
that both CRs and SRs for the scenario where the polarization
mismatch is avoided also converge to finite limits as /V increases,
which is consistent with our analysis. The S&C performance
achieved under this scenario is larger than performance in the
case with polarization loss, establishing an ideal performance
upper bound.

By setting s = r and r. = 2r, Fig. 6 illlusrates S&C per-
formance as it relates to . We can observe that, for a given
number of antennas, the performance gap between different
models diminishes as the distances from the CU and target to
the BS increase. This is because the effect of the near-field
is pronounced at short distances, where the effective antenna
apertures and polarization mismatches among the elements vary
significantly. Consequently, the rates of the TCMs, which ignore
such impacts, are markedly overestimated when the CU and
target are located near the BS. As the distance extends, the CU
and target move toward the far field where the near-field effect
is alleviated, though effective aperture loss and polarization
loss remain, resulting in a narrow but constant gap between the
accurate model and the TCMs at large distance.

Fig. 7 presents the downlink SR-CR regions achieved by
the two systems: ISAC system (as defined in (60)) and the
baseline FDSAC system (as defined in (61)). On the graph, we
can observe two marked points representing the S-C and C-C
designs, respectively. The curve connecting these two points
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signifies the Pareto boundary of the downlink ISAC’s rate region,
which was obtained by solving the problem (51) for values of
o ranging from 1 to 0. It’s essential to emphasize that the rate
region attained by downlink FDSAC is entirely encompassed
within the rate region of ISAC, thus validating Theorem 6.
Furthermore, we also observe that the Pareto boundary achieved
by the beamformer outlined in Theorem 5 perfectly coincides
with the boundary obtained from the beamformer presented in
Corollary 9, which provides further support for the conclusion
presented in Remark 11.
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B. Uplink

For the uplink results, we first focus on Fig. 8(a) and (b), which
demonstrates the uplink CR and SR concerning the transmit
SNR p. and pg, respectively. As anticipated, the C-C ISAC ex-
hibits the highest communication performance, while S-C ISAC
achieves the highest SR. Remarkably, C-C ISAC and S-C ISAC
exhibit the same high-SNR slopes, which outperform those
achieved by FDSAC, as stated in Remark 15. Furthermore, both
for CR and SR, a consistent performance gap exists between S-C
ISAC and C-C ISAC in the high-SNR region. This observation
aligns with the discussions presented in Remark 13.

In Fig. 9(a) and (b), we present the uplink CR and SR
as functions of the number of antennas NV, respectively. As
mentioned before, the gaps of the CRs and SRs between the
uplink C-C and S-C designs under our accurate model are
negligible in the near-field region, which is consistent with
the results in these two graphs. Thus, the figures also display
the derived lower bounds for the CR of the S-C design and the
SR of the C-C designs. Notably, for small values of /V, the rates
achieved in all models exhibit a linear increase with log /N. This
is because, when NV is small, the CU/target can be treated as in
the far field, where all models are accurate. However, when [V is
sufficiently large, the disparity in effective antenna apertures and
polarization mismatches across the UPA becomes significant.
In this case, the rates of the TCMs are overestimated due to the
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ignorance of the above impacts and will grow unboundedly with
N, breaking the law of energy conservation. By contrast, as [V
approaches infinity, with the accurate model, the CRs and SRs,
along with their aforementioned lower bounds and upper bounds
achieved through mitigating polarization mismatch, are capped
at finite values, justifying the accuracy of the near-field channel
model proposed in our work.

Fig. 10 illustrates the SR-CR regions attained by the uplink
near-field FDSAC and ISAC systems. The two points on the plot
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correspond to the rates achieved by the S-C and C-C schemes,
respectively, while the line segment connecting these points
represents the rates attainable through a time-sharing strategy
between the two schemes. The inner bound is achieved by the
lower bounds of SR and CR as specified in (63) and (68), respec-
tively. A crucial observation from the plot is that the achievable
rate region of the uplink FDSAC is wholly contained within that
of the uplink ISAC and even its inner bound, illustrating the
superiority of ISAC over FDSAC in the near-field region.

VI. CONCLUSION

This paper has investigated the S&C performance of a near-
field ISAC system for both downlink and uplink scenarios.
By incorporating the impacts of effective aperture and polar-
ization loss, a more accurate channel model than the TCMs
was employed in our investigation. The downlink ISAC was
analyzed under three scenarios: S-C design, C-C design, and
Pareto optimal design, while two different scenario based on the
interference cancellation order were considered in uplink case.
For each scenario, CRs, SRs and their high-SNR approximations
were derived. To gain further insight into our near-field channel
model, we also derived the asymptotic performance when the
UPA of the BS has an infinite number of antennas. Furthermore,
we characterized the attainable SR-CR rate regions of ISAC and
the traditional FDSAC for both downlink and uplink scenarios.
These results have demonstrated the superior S&C performance
of ISAC over FDSAC, and more importantly, have underscored
the accuracy of the proposed near-field ISAC model.

APPENDIX A
PROOF OF LEMMA 1

Vectorizing the sensing signal Yy in (17), we get

vec (Ys) = /ph] wvec (hys™) 8 + vec (N) . (A.1)

It is worth noting that the conditional MI between vec(Y) and
[ is equivalent to the capacity of a MISO Gaussian channel
with a Gaussian distributed input 8 ~ CA(0, a,): y = h +
1, where h = /ph] wvec(h,s™) represents the channel vector,
and n ~ CN(0,I). Therefore, the sensing MI can be calculated
as I1(Ys; B|X) = log, det(I + hh'). By applying Sylvester’s
identity, we can further obtain

1(Ys; 81X) = log, (1 + h“h)
= log, (1 + pLag ||hy|? ‘hSTw|2> . (A2)

Substituting (A.2) into (18), we obtain the final result.

APPENDIX B
PROOF OF THEOREM 1

Based on (7), we can calculate ||h,||? as

N’y2*1 N22—1
AV
bel®=1-5 > X
47”"3 Ny-1 Nz-1
Ny=— 1’27 ny=—="%5—
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2 _ 2
x e + (e — nece) _. (B.D)

(nyec — <I>C)2 + (nyec — QC)2 + \Ilg} :

W24 (Q-2)2
[(y—2c)?
rectangular area H = {(y,z) | — 2% <y < N
2 < Ne =%} that is then partltloned into Ny N, sub- rectangles
each with equal area €. Since €. < 1, we have f(y,z) ~
f(nyecanEC) for V(yv ) € {(y7 ) ‘ ( Ty 2)60 <y < (ny +
$)ec, (nz — 3)ec < ,z;v<1(nz + 1)ec} Based on the concept of

Ny 1 Z

integral, we have Z
Ny=—

IJy fly, z)dydz=. Therefore, (B.1) can be rewritten as

We define the function , in the
f:2) = H(2-Q0)2+02]3

Nzec <

S szl f(nyecanzfc)eg ~

Nz€(‘

Ihel* =

_ N FL‘ Ny‘c

U2 4 (Q — 2)?
X et ?) =dydz.
(5= @) + (2 = Q) + w2]
We can calculate the inner integral with the aid of [[34] Eq.

(2.263.3) & (2.264.5)] and then the outer integral with the aid
of [[34] Eq. (2.284.5)], which yields

el = = 57 3 6l 2)

YEY: zE€EZ,

(B.2)

(B.3)

Substituting (B.3) into (22), we obtain the final results in (23).
For the high-SNR approximation, by applying the fact that
lim, o logs (1 + 2) = log, « to (23), we can easily get (25).

APPENDIX C
PROOF OF THEOREM 2

Following steps similar to those in Appendix B, we can obtain

Nze(,

e =

Nz‘(‘ Nl/fc

x (42 + 22 — 2oy — 20z + 1) 2dydz.  (C.1)

We can calculate the inner integral with the aid of [34, Eq.
(2.264.5)] and then the outer integral with the aid of [34,
Eq. (2.284.5)], which yields the results of (28). The asymp-
totic results for Ny, N, — oo can be derived based on

. ye o
limy, - 00 arctan(i‘yc\/m) = Z.
APPENDIX D

PROOF OF THEOREM 5

The optimal solution of problem (51) can be obtained from
the Karush-Kuhn-Tucker (KKT) condition as follows:

{v (—R) + AV (HWHQ _ 1) Vi + Vi =0, (D.1)
/u‘lfl = Oa H“2f2 == 07 M1 2 07 H2 2 07 (D2)

where  fy =2079R —1—phlwf?, fy=27R—1-
pe2hIw|? and A, uy, po are real Lagrangian multipliers.
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From (D.1) and the constraint |w|> = 1, we obtain

piphchfw + pope?hhftw = Aw, (D.3)
pap [Iw|* + pope? [0 w]* = awhw = 2, (D.4)
p1207R (1 — o) In2 + pp2°*RoLIn2 = 1. (D.5

It follows from (D.5) that p; and po cannot be O at the same
time. Subsequently, we discuss three cases as follows.

1) p1>0& ps =0

In this case, we have

piphchfw = Aw, (D.6)
pp [hlw|* =1, (D.7)
2R (1 —g)In2 =1, (D.8)
fo=0=p|hlw|’ =20-R _1, (D.9)

According to (D.9), to maximize R, we can obtain the optimal
beamforming vector as w) = w,, which is followed by

1

R* =
1—0

RS,
log (1 +p ||hc||2) = f‘ig (D.10)

1

Under this circumstance, we have Rq s = R, = oR*, which
Ris

yields o € [0, W}

2) p1 =0& p2 >0
Following the similar steps in the first case, we can obtain

R R
* * d,s d,s
w; = wgand R* = —2= foro € [773;“4_7335,1].

3) p1 >0& pe2 >0

In this case, we have

fi=0=p |thW|2 =20k 1,
5 (D.11)
fo=0=pg|hfw|" =27IR 1.
From (D.3), we can write w as follows:
h" Zht
wo MPBeW P BIW Y e b (D2)

A
Substituting (D.12) into (D.3) gives

b a
o (I + 20 ) = pape? (1 + 1) =
a b
(D.13)

-1
a _ pix
where . f2o) 20T

combining (D.13) and (D.5), we can derive the expressions
of u1, o and A. Substituting these expressions into (D.4), we
can obtain the (53) for R. Since the left-hand side of (53) is a
monotonic function with respect to R, ranging from 0 to co, and
the right-hand side is non-negative, a solution of the equation
can be definitely found, which is followed by the results of w.

is obtained according to (D.11). By

APPENDIX E
PROOF OF COROLLARY 9

The attainable SR-CR regions achieved by w, and w, are
given by

Co={(Rs,R¢)|Rs€[0,RI],Rc€[0,RY],o€[0,1]}, (E.1)
Cr={(Rs,Rc) IRs€[0, R]], Rc €0, RL], 7€[0,1]}, (E2)

where (RZ, RZ) and (R, R7) denote the rate pairs achieved by
w and w,, respectively. Since C, encompasses all achievable
rate pairs, we have C, C C,. Furthermore, because w; is the
linear combination of h, and hge ¥ with non-negative real
coefficients, and w can represent any arbitrary linear combina-
tion of h, and hye 3% with non-negative real coefficients, we
have C, C C,. Consequently, we obtain C, = C,, leading to the
results presented in Corollary 9.

APPENDIX F
PROOF OF THEOREM 6

Firstly, We define an auxiliary region as follow:

Ca = {(Rs, Ro)|Rs €[0, R;, |, Re €]0, RS, ], < €[0, 1]},
(E1)

where R;, and R; . are, respectively, defined as
RS, = +logy(1 + pLay|[h|*) and RS, = logy(1+ (1 -
§)p||hel|?). As C, is achieved by allocating power separately for
communication and sensing while utilizing the entire bandwidth
for each purpose, we have Cq ¢ C C,. It noteworthy that Rflys
monotonically increases with ¢, while Rj, . monotonically
decreases with . When ¢ = 0, we have R . = R§ . = R,
and ngs =0<RGs= Rg)s. When ¢=1, we have
Rie=Ri,=Ri,and R} =0 <R, =R}, Therefore,
it is easily' shown that Co C Cq,i. Cons’equentlil, we obtain
Car CCq CCqy-

APPENDIX G
PROOF OF THEOREM 7

Substituting (12) and (16) into (20), the received signal of the
BS can be written as Y = Shyhlws!! + Z.. Vectorizing the
signal, we have

vec (Y) = /ph{ wvec (hs!!) 8 + z, (G.1)

where z. = vec(Z.). By regarding (G.1) as a MISO channel
model with a zero-mean Gaussian noise z., the maximum SR
with w = wy can be calculated as follows:

1
RE o= 7 logs [ 1+aups [ [|* vecH (host) R vee(hust) |
(G2)

where R, = E{z.z"'}. Since we have E{s s/} = I and N, ~
CN(0,I), R. is a block diagonal matrix composed of L blocks
of A=p.h.h"!+1Iy. Thus, (G.2) can be rewritten as

1

Rg,s = L

log, (1 + psLag ||hy|> hg'Aflhs) . (G3)
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By applying the Woodbury matrix identity, we can obtain

_ —1 —1
A 1:(Pchcth+ IN) :IN —puhc(1+pc ||hc||2> h|c—|
(G.4)
Substituting (G.4) into (G.3) yields the results in Theorem 7.

APPENDIX H
PROOF OF THEOREM 8

Since the CR remains constant across all time slots, with-
out loss of generality, we focus on the [th time slot with
1 €{1,...,L}. Under the S-C design, to reach the optimal SR,
we have w = wy, and thus the received signal of BS at [th time
slot is given by

Y = \/]Tchcsc,l + \/ﬁﬁ ||hs|| hsss,l + Ny,

Zs,1

(H.1)

where zg; is a zero-mean Gaussian noise. In this case, the
maximum achievable CR is calculated as follows:

RS . =logy (1+ pchlR;'he), (H.2)
where Ry = E{z.z'} = pia||hs|*hsh! + Iy. By applying
the Woodbury matrix identity, R ! can be written as

-1
R, = T — pacs [l s (1+ paas [ *) BE. 1)

Substituting (H.3) into (H.2) yields the results in Theorem 8.
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