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A FLEXIBLE APPROACH FOR NORMAL APPROXIMATION OF

GEOMETRIC AND TOPOLOGICAL STATISTICS

ZHAOYANG SHI, KRISHNAKUMAR BALASUBRAMANIAN, AND WOLFGANG POLONIK

Abstract. We derive normal approximation results for a class of stabilizing functionals of
binomial or Poisson point process, that are not necessarily expressible as sums of certain
score functions. Our approach is based on a flexible notion of the add-one cost operator,
which helps one to deal with the second-order cost operator via suitably appropriate first-
order operators. We combine this flexible notion with the theory of strong stabilization to
establish our results. We illustrate the applicability of our results by establishing normal
approximation results for certain geometric and topological statistics arising frequently in
practice. Several existing results also emerge as special cases of our approach.

1. Introduction

Let (X,F) be a metric measure space equipped with a σ-finite measure Q and a metric
d : X × X → [0,∞). For s ≥ 1, let Ps denote the canonical Poisson process on X with
intensity measure λ := sQ, and for Q a probability measure, let ξn denote the binomial
process associated to Q. Let dK(Y, Z) denote the Kolmogorov distance between two random
variables Y, Z, i.e., dK(Y, Z) := supt∈R | P(Y ≤ t) − P(Z ≤ t)|. In this work, we study nor-
mal approximation results for real-valued functionals Fs(Ps) and Fn(ξn) respectively of the
Poisson and the binomial point processes in the Kolmogorov metric under relatively flexible
assumptions on the functionals. In particular, motivated by geometric and topological sta-
tistics, we focus on the case when the functionals Fs and Fn are not necessarily expressible
as sums of certain score functions, and on obtaining presumably optimal bounds in this case.

Our proof techniques are based on the widely-used concept of stabilization. Indeed, since
the use of stabilization concepts to establish central limit theorems for Poisson-based mini-
mal spanning tree in [KL96], these concepts have been widely developed as a general tool to
establish normal approximation rates for various functionals of Poisson and Binomial point
process. We refer the interested reader to [PY01, Pen05, BY05, PY05, Sch10, LPS16, CS17,
LRP17] and reference therein for details. In particular, [LPS16] develops normal approxima-
tion bounds for a fairly general class of functions of Poisson processes by combining Malliavin-
Stein techniques [PSTU10, PR16], second-order Poincaré inequalities [Cha09, NPR09] and
stabilization concepts, and by using the iterated add-one cost operator, also called second
order cost operator. Considering the case of functionals expressible as a sum of exponen-
tially stabilizing score functions, [LRSY19] establishes user-friendly normal approximation
results based on [LPS16]. The work of [LRPY22] introduces bounds for general functionals
of Poisson process. Their method does not involve the hard-to-evaluate iterated add-one cost
operators but uses the add-one cost operator at two different scales, an approach pioneered
by [CS17] for the case of Poisson-based minimal spanning trees. However, their generality
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comes at the cost of sub-optimality – in general, the bounds based on [LRPY22] are sub-
optimal compared to those of [LPS16]. Furthermore, for the case of functionals that are
expressible as a sum of exponentially stabilizing score functions, the bounds of [LRPY22]
necessarily lead to sub-optimal rates.

Hence, the following question remains: Can one obtain presumably optimal bounds for
general functionals that automatically result in presumably optimal bounds when specialized to
the case of functionals that can be expressed as sums of score functions. Following [LRSY19],
we use the term presumably optimal to refer to the case when the order of the normal
approximation is the same as that of a sum of i.i.d. random variables. In this work, we
answer this question in the affirmative for a class of functionals. Similar to [LRPY22], our
approach is based on the idea of using the add-one cost operator at two scales. However, in
contrast to their work, we use it to directly simplify the evaluation of the iterated add-one
cost operators. When specialized to the case of sums of score functions, such an approach
recovers the presumably optimal results of [LRSY19]. To summarize, we make the following
contributions:

• In Definition 2.7, we introduce a flexible notion of the add-one cost operator with
a general set Ax that allows to (relatively) easily evaluate computations with the
iterated add-one cost or second-order difference operators, for general functionals of
Poisson and binomial point process that are not necessarily a sum.

• In our main results, Theorems 3.1 and 3.2, we provide normal approximation results
for functionals of Poisson and binomial point processes respectively. In particular,
the functionals do not necessarily need to be expressible as sums of certain score
functions.

• We illustrate the applicability of our approach by deriving normal approximation re-
sults for several geometric and topological statistics. Specifically, in Theorem 4.1 and
4.2 we use our approach to derive normal approximation results for the total edge
length of k-Nearest Neighbor graph and weighted k-Nearest Neighbor graph based
Shannon entropy estimators. In Theorem 4.3, we derive results for Euler Charac-
teristic, which is an elementary statistics widely used in the field of topological data
analysis. Finally, we discuss the applicability of our approach for the minimal span-
ning tree problem in Theorem 4.4, by recovering existing results via our approach.

Organization. The rest of the paper is organized as follows. In Section 2, we introduce
the basics of point processes, stabilization concepts and required assumptions. In Section 3,
we present our main theorems and discuss relations to existing results. In Section 4, we
discuss applications of our results to geometric and topological statistics. The proofs are
provided in Section 5 and 6.

2. Preliminaries

2.1. Point Process Basics. Let (X,F) be a measure space with a σ-finite measure Q

and a metric d : X × X → [0,∞). Let N be the set of σ-finite counting measures on
X, which can be interpreted as point configurations in X. Thus, we treat the elements
from N as sets. The set N is equipped with the smallest σ-field N such that the maps
mA : N → N ∪ {0,∞},M 7→ M(A) are measurable for all A ∈ F ; see [KK97] and [LP11].
A point process η is a random element in N. Denote by F(N) the class of all measurable
functions f : N → R, and by L0(X) := L0(X,F) the class of all real-valued, measurable
functions F on X. Note that, as F is the completion of σ(η), each F ∈ L0(X) can be
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written as F = f(η) for some measurable function f ∈ F(N). Such a mapping f , called
a representative of F , is Q ◦ η−1-a.s. uniquely defined. In order to simplify the discussion,
we make this convention: whenever a general function F is introduced, we will select one
of its representatives and denote such a representative mapping by the same symbol F .
Throughout this paper, we denote by L2

η(X) the space of all square-integrable functions F

of a point process η with EF 2(η) < ∞. We mainly consider two different classes of point
processes: Poisson point process and binomial point process.

Definition 2.1 (Poisson Point Process). A Poisson point process with intensity measure λ
is a point process P(λ) on X with the following two properties:

(1) ∀B ∈ F , P(λ)(B) is a Poisson random variable with parameter λ(B).
(2) ∀m ∈ N+ and for any pairwise disjoint sets B1, B2, ..., Bm ∈ F , we have that the

random variables P(λ)(B1),P(λ)(B2), . . . ,P(λ)(Bm) are independent.

Definition 2.2 (Binomial Point Process). Let P be a probability distribution and n be a
fixed positive integer. Let X1, X2, ..., Xn be i.i.d. random variables sampled from P . The
binomial point process ξn based on P and n is defined as ξn :=

∑n
i=1 δXi

, where δ is the Dirac
measure.

We now describe the setting for developing normal approximations of functionals of Poisson
and binomial point processes. For s ≥ 1, let λ := sQ be the intensity measure of Poisson
point process P(λ) := Ps. For the case when Q is the probability measure, let ξn be the
binomial point process based on Q and n. Consider square-integrable functionals of these
two point processes, i.e., F (Ps) := Fs(Ps) ∈ L2

Ps
(X) and F (ξn) := Fn(ξn) ∈ L2

ξn
(X). We then

seek upper bounds for the following two quantities:

dK

(

Fs(Ps)− EFs(Ps)
√

VarFs(Ps)
, N

)

, and dK

(

Fn(ξn)− EFn(ξn)
√

VarFn(ξn)
, N

)

,

where N is the standard normal random variable.

2.2. Stabilization. The notion of stabilization is widely used in deriving normal approxima-
tion rates for functionals of Poisson or binomial point processes [KL96, PY01, Pen05, PY05].
We start with introducing notions of stabilization for functionals which are not necessarily
representable as sums of sore functions.

Definition 2.3 (Add-one Cost Operator). Let F be a measurable functional of a point process
η on (X,F). The family of Add-One Cost Operators, D = (Dx)x∈X, are defined as

DxF (η) := F (η ∪ {x})− F (η).

Similarly, we can define a second-order cost operator (also called iterated add-one cost oper-
ator): for any x1, x2 ∈ X,

Dx1,x2F (η) := F (η ∪ {x1, x2})− F (η ∪ {x1})− F (η ∪ {x2}) + F (η).

In addition, we define for any y ∈ X,

DxF
y(η) := F (η ∪ {y} ∪ {x})− F (η ∪ {y}).

Clearly, when {y} = ∅, it degenerates into the add-one cost operator.
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Based on the add-one cost operator introduced above, we next introduce weak and strong
stabilization in the context of functionals Fs of the Poisson point process Ps. Similar def-
initions hold automatically for the case of functionals Fn of the binomial Point Process ξn
.

Definition 2.4 (Weak Stabilization). The functional Fs is said to be weakly stabilizing at
x ∈ X, if and only if there exists a random variable ∆x such that for any sequence (Wm)m≥1

in F tending to X, as m → ∞, we have DxFs(Wm) → ∆x, almost surely.

Definition 2.5 (Strong Stabilization). The functional Fs is said to be strongly stabilizing at
x ∈ X, if and only if there exists an almost surely finite random variable Rx, which is referred
to as the radius of stabilization, such that for all finite A ⊂ X\Bx(Rx), with probability 1,

DxFs((Ps ∩ Bx(Rx)) ∪ A) = DxFs(Ps ∩ Bx(Rx)),

where Bx(Rx) := {y ∈ X : d(x, y) ≤ Rx}.
Clearly, strong stabilization implies weak stabilization. In some cases, the functionals Fs

and Fn can be represented as a sum of the form

Fs(Ps) :=
∑

x∈Ps

fs(x,Ps), and Fn(ξn) :=
∑

x∈ξn

fn(x, ξn), (2.1)

where fs, fn are called score functions. In this case, there exists a useful notion of stabilization
based on the score functions. For simplicity, we still state the definition for functionals of
Poisson point process; the binomial case is defined similarly.

Definition 2.6 (Score-based Stabilization [LRSY19]). The score function fs is said to be
stabilizing at x ∈ X, if and only if there exists an almost surely finite random variable Rx

(the radius of stabilization) such that for all finite A ⊂ X\Bx(Rx), we have

fs(x, (Ps ∩ Bx(rx)) ∪ A) = fs(x,Ps ∩ Bx(rx)).

Informally speaking, the above definition posits that the value of the score function fs will
not be affected by the points outside the ball centered at x with radius Rx. For discussing the
relation between strong stabilization and score-based stabilization, we present the following
simple result.

Proposition 2.1. Given any Fs =
∑

y∈Ps
fs(y,Ps), we have for all x ∈ X,

DxFs(Ps) = fs(x,Ps ∪ {x}) +
∑

y∈Ps

Dxfs(y,Ps). (2.2)

Proof of Proposition 2.1. We have

DxFs(Ps) = Fs(Ps ∪ {x})− Fs(Ps)

=
∑

y∈Ps∪{x}

fs(y,Ps ∪ {x})−
∑

y∈Ps

fs(y,Ps)

= fs(x,Ps ∪ {x}) +
(
∑

y∈Ps

fs(y,Ps ∪ {x})−
∑

y∈Ps

fs(y,Ps)

)

(2.3)

= fs(x,Ps ∪ {x}) +
∑

y∈Ps

Dxfs(y,Ps),

which completes the proof. �
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Remark 2.1. We now make the following remarks.
(1) Strong stabilization focuses on the cost function of the functional F while the score-

based stabilization is assumed on the score functions f . Equation (2.3) reveals this
relationship. It plays an important role in Section 4.2 and its proof.

(2) Strong stabilization is more general than score-based stabilization in that strong stabi-
lization does not restrict the form of the functional to be expressible as a sum of scores.
Furthermore, the same functional might be expressible in multiple ways as sums of
scores. Depending on the representation, it might be easier or harder to compute the
radius of stabilization and also the moments of the score functions (which also play
a crucial role - see below). Strong stabilization, however, provides an approach to
directly work with the functional F itself.

The following example from the literature on Topological Data Analysis (TDA), further
illustrates the aforementioned remarks. Readers unfamiliar with the basics of TDA are
directed to the elementary definitions provided in Appendix A. We also refer to [EH10,
BCY18] for more on the basics of TDA.

Example 2.1 (Euler Characteristic). Given a simplicial complex K, the Euler characteristic
is defined as

χ(K) :=

∞∑

k=0

(−1)k#{Sk},

where #{Sk} is the number of simplices of dimension k.

Typically, the simplicial complex K, is taken to be the Vietoris-Rips complex (VR com-
plex) or the Čech complex, constructed over a point cloud sampled from binomial or Poisson
point processes ξn or Ps, respectively. In this case, we denote the simplicial complex as
K(ξn) or K(Ps) to denote the dependency on the underlying point process explicitly. We
now discuss the stabilization properties of the above statistic. While it is possible to express
the Euler characteristic as a sum of certain score functions, it is not required to do so, as the
Euler characteristic is strongly stabilizing with radius of stabilization Rx = 2r for the C̆ech
and the VR-complex; see [KRP21].

The following example, on the total edge length of a k-nearest neighbor graphs, is a
canonical example of a geometric statistic that satisfies score-based stabilization and strong
stabilization.

Example 2.2 (k-Nearest Neighbor (k-NN) Graphs). Consider a configuration of a Poisson
point process Ps, where here we represent Ps by a random number of (conditionally) i.i.d.
points Xi, i.e. Ps = {Xi}|Ps|

i=1 . For some k ∈ N+, and for every integer 1 ≤ j ≤ k, denote
by Xj,i the j-nearest neighbor of Xi, i.e. Xj,i is the jth closest point to Xi. Furthermore, let
ρj,i denote the distance between Xj,i and Xi. Then, the (undirected) k-NN graph NGk(Ps)
is the graph with the vertex set V := Ps and an edge x ∼ y if y is some j-nearest neighbor
of X and (or) x is some j-nearest neighbor of y. For ϑ > 0, we define

fs(x,Ps) :=







∑

x∼y

1

2
d(x, y)ϑ, if x, y are mutual k-nearest neighbors,

∑

x∼y

d(x, y)ϑ, if x, y are not mutual k-nearest neighbors.
(2.4)
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The total edge length is defined as

Fs :=
∑

x∈Ps

fs(x,Ps).

According to [LRSY19], the total edge length statistic satisfies score-based stabilization. Addi-
tionally, by the proof of [PY01, Lemma 6.1], we also have that it satisfies strong stabilization
with the radius of stabilization being Rx = 4R, where R is defined in the following way: for
each t > 0, construct six disjoint equilateral triangles Tj(t), 1 ≤ j ≤ 6, such that the origin is
a vertex of each triangle, such that each triangle has edge length t and such that Tj(t) ⊂ Tj(u)
whenever t < u. Then, define R to be the minimum t such that each triangle Tj(t) contains
at least k + 1 points from Ps.

By definition, strong stabilization only focuses on the first-order add-one cost operator. In
order to deal with second-order cost operators, which are also crucial in obtaining our normal
approximation results, we introduce the following flexible notion of add-one cost operators.

Definition 2.7 (Flexible Add-One Cost). For any point process η in (X,F), any x ∈ X and
a set Ax ∈ F (that may or may not depend on x), the flexible add-one cost operator for the
functional F is defined as

DxF (Ax) := DxF (Ax)(η) := DxF (η|Ax) := F ((η|Ax) ∪ {x})− F (η|Ax),

where we denote by η|Ax the restriction of the point process η to the set Ax (see, for exam-
ple, [LRPY22]).

Informally speaking, we introduce the flexible add-one cost DxF (Ax) by only observing
the point process in the ‘window’ Ax. Obviously, if one sets Ax = X, the flexible add-one cost
function degenerates into the classical add-one cost function in Definition 2.3. The following
proposition, whose proof is immediate by simply using the definition of the second-order
cost function, provides a way to deal with the second-order cost function by the flexible cost
function defined above.

Proposition 2.2. Under the setting of Definition 2.3 and 2.7, we have

Dx1,x2F = (Dx1F
x2 −Dx1F

x2(Ax)) + (Dx1F
x2(Ax)−Dx1F (Ax)) + (Dx1F (Ax)−Dx1F ) .

Particularly, when Ax = X, we have

Dx1,x2F = Dx1F
x2 −Dx1F.

2.3. Assumptions. We now discuss the assumptions made in our work to obtain the normal
approximation results. On the measure Q, following [Pen07, PY05, Yuk15, LRSY19], we
make the following assumption: There exist constants κ > 0, ω > 1 such that for r ≥ 0 and
all x ∈ X,

lim sup
ǫ→0+

Q(Bx(r + ǫ))−Q(Bx(r))

ǫ
≤ κωrω−1, Q({x}) = 0. (2.5)

For example, one can consider a measure Q on X, a full dimensional subset of Rd, with a
bounded density with respect to the Lebesgue measure, where one can choose κ = sup f
and ω = d. We also make the following tail-bound assumption on the radius of strong
stabilization.
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Assumption 2.1 (Decay of Radius of Stabilization). Under the setting of strong stabilization
and (2.5), we say the radius of stabilization Rx decays exponentially if and only if there exist
constants c1, c2, c3 > 0 such that for r ≥ 0,

P(Rx ≥ r) ≤ c1e
−c2(s1/ωr)c3 .

If Rx is based on a binomial process ξn, then a similar decay holds with s replaced by n.

Yet another reason for why we refer to Definition 2.7 as “flexible” is that even when the
tail probability of the radius of stabilization Rx is unknown for a specific functional, it might
be possible to pick Ax “strategically” and use our approach to obtain normal approximation
bounds. We illustrate this point in Section 4.4 by using our approach to recover existing
results on normal approximation for the total edge length of the minimal spanning tree.

We next move on to the assumptions on the (flexible) add-one cost operator. Throughout
the paper, we assume that E

∫
(DxF )2λ(dx) < ∞. Furthermore, we assume the following

K-exponential bound assumption.

Assumption 2.2 (K-exponential bound). We say the add-one cost function DxF satisfies
a K-exponential bound, where K is a measurable subset of X, if and only if for x, x∗ ∈ X,
there exist constants k1, k2, k3 > 0 such that

P(DxF 6= 0) ≤ k1e
−k2ds(x,K)k3 , and P(DxF

x∗ 6= 0) ≤ k1e
−k2ds(x,K)k3 ,

where ds(·, ·) := s1/ωd(·, ·) and d(x,K) := infy∈K d(x, y). Similarly, we can assume the above
for binomial point processes by changing s as n.

A similar assumption has been made in [LRSY19, Equations (2.8) and (2.9)] on the score
functions to capture functionals whose variances exhibit surface area order scaling. Here, we
make the assumption directly on the functional F , which captures a more general class of
functionals than that considered in [LRSY19].

Assumption 2.3 (Moment Condition). We say the functional Fs satisfies the moment con-
dition if and only if there exists some p > 0 and H < ∞ such that

sup
s≥1

sup
x,x∗∈X

(E |DxFs|p + E|DxF
x∗

s |p) = H. (2.6)

If the Poisson process Ps is replaced by a binomial process ξn, then the above suprema are
taken over n rather than s as well as the functional Fs is changed to Fn.

Bounded moment conditions are commonly made to derive normal approximation results.
For related work in the context of stabilizing functionals of point process, see [LRSY19,
Equations (2.6) and (2.7)] and [LRPY22, Equations (1.5) and (1.8)]. While [LRSY19] con-
siders moment conditions on score functions, we directly deal with the functional F so that
it fits a more general class.

3. Main Results

We now present our two main results on the normal approximation of a certain class of
functionals of Poisson and binomial point process, Theorem 3.1 and 3.2 respectively, that
are not necessarily expressible as sums of score functions. We discuss several applications in
Section 4. Firstly, we introduce a general result for functionals of Poisson point process. We
remark that the following theorem does not leverage Assumptions 2.1, 2.2 and 2.3. However,
in Corollary 3.1 we present a refined results under the above mentioned set of assumptions.
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Theorem 3.1 (Normal Approximation for Functionals of Poisson Point Processes). Let F
be a functional of the Poisson point process P(λ) with F ∈ L2

P(λ) and E
∫
(DxF )2λ(dx) < ∞.

For any x, x1, x2 ∈ X, define

E|DxF −DxF (Ax)|4 := b1(x,Ax), E|DxF (Ax)|4 := b2(x,Ax), (3.1)

and

E|Dx1F
x2 −Dx1F

x2(Ax1)|4 := b3(x1, x2, Ax1), (3.2)

E|Dx1F (Ax1)−Dx1F |4 := b4(x1, x2, Ax1), (3.3)

E|Dx1F
x2(Ax1)−Dx1F (Ax1)|4 := b5(x1, x2, Ax1). (3.4)

Then, there is an absolute constant C∗ > 0 such that

dK

(F − EF√
VarF

,N
)

≤ C∗

6∑

i=1

γ′
i,

where

γ1
′ :=

1

VarF

(∫ ( 2∑

j=1

bj(x1, Ax1)
1
4

2∑

j=1

bj(x2, Ax2)
1
4

5∑

j=3

bj(x3, x1, Ax3)
1
4

5∑

j=3

bj(x3, x2, Ax3)
1
4

)

λ3(d(x1, x2, x3))
) 1

2
,

γ′
2 :=

1

VarF

(∫ 5∑

j=3

bj(x3, x1, Ax3)

5∑

j=3

bj(x3, x2, Ax3)λ
3(d(x1, x2, x3))

) 1
2
,

γ′
3 :=

1

(VarF )
3
2

∫ 2∑

j=1

bj(x,Ax)
3
4λ(dx),

γ′
4 :=

∫ ∑2
j=1 bj(x,Ax)

3
4λ(dx)

(VarF )2

((∫ 2∑

j=1

bj(x,Ax)
1
2λ(dx)

) 1
2

+
(∫ 2∑

j=1

bj(x,Ax)λ(dx)
) 1

4

+ (VarF )
1
2

)

,

γ′
5 :=

1

VarF

(∫ 2∑

j=1

bj(x,Ax)λ(dx)
) 1

2
,

γ′
6 :=

1

VarF

(∫ 2∑

j=1

bj(x1, Ax1)
1
2

5∑

j=3

bj(x1, x2, Ax1)
1
2 +

5∑

j=3

bj(x1, x2, Ax1)λ
2(d(x1, x2))

) 1
2
.

Remark 3.1. We make some remarks about the general Theorem 3.1 as follows.
(i) The above Theorem 3.1 generalizes [LPS16, Theorem 1.2] by introducing the flexible

cost function DxFs(Ax).
(ii) Theorem 3.1 is valid for deriving normal approximation rates for general functionals

or stabilizing functionals not having a known tail probability bound; see Section 4.4.
When such tail bounds are known, a more refined result is available (see Corollary 3.1
below).
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When we set Ax = X and λ = sQ, Assumptions 2.1, 2.2 and 2.3 could be leveraged to
give upper bounds for the following crucial probabilities that appear implicitly in the proof
of Theorem 3.1:

Is(x) := P(DxFs 6= 0), (3.5)

Js(x1, x2) := P(|Dx1Fs −DxF
x2
s | 6= 0), (3.6)

resulting in the following corollary.

Corollary 3.1. Suppose Fs ∈ L2
Ps

and that Fs is strongly stabilizing with the radius of
stabilization Rx decaying exponentially (Assumption 2.1). Further suppose its cost function
satisfies the K-exponential bound (Assumption 2.2) and the bounded moment condition for
p > 4 (Assumption 2.3). Then, there exists a constant C0 > 0 depending only on the
constants in (2.5) and (2.6) such that for s ≥ 1,

dK

(
Fs − EFs√

VarFs

, N

)

≤ C0




Θ

1
2
K,s

VarFs
+

ΘK,s

(VarFs)
3
2

+
Θ

5
4
K,s +Θ

3
2
K,s

(VarFs)2



 ,

where

ΘK,s := s

∫

X

e
−C2

(p−4)
4p

(

ds(x,K)
2

)C3

Q(dx). (3.7)

Corollary 3.2. Under the conditions of Corollary 3.1, assume there exists a constant C > 0
such that

sup
s≥1

ΘK,s

VarFs
≤ C, (3.8)

then there exists a constant C ′
0 > 0 depending on C and (2.5)-(2.6) such that for s ≥ 1,

dK

(
Fs − EFs√

VarFs

, N

)

≤ C ′
0

1√
VarFs

. (3.9)

Next, we introduce the main theorem for binomial point process. The binomial version of
Theorem 3.1 is not immediately known. Indeed, for the Poisson case we leverage Theorem
5.1 for our proofs. However, due to the fact that there is no nice counterpart of the second-
order Poincaré inequality (see [LPS16]) an analogue of Theorem 5.1 is not known for the
binomial case. On the other hand, we point out that it is possible to obtain a similar result
based on [LRP17, Theorem 5.1], which serves as a counterpart of Theorem 5.1 for binomial
setting. Based on this approach, we now present our result for the Binomial setting.

Theorem 3.2 (Normal Approximation for Functionals of Binomial Point Process). Suppose
Fn ∈ L2

ξn
and invoke the binomial version of assumptions in Corollary 3.1. Then, there

exists a constant C0 > 0 depending only on the constants in (2.5)-(2.6) such that for n ≥ 2,

dK

(
Fn − EFn√

VarFn

, N

)

≤ C0




Θ

1
2
K,n

VarFn
+

ΘK,n

(VarFn)
3
2

+
ΘK,n +Θ

3
2
K,n

(VarFn)2



 , (3.10)

where

ΘK,n := n

∫

X

e
−C2

(p−4)
4p

(

dn(x,K)
2

)C3

Q(dx).
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Remark 3.2. We now make the following remark on Theorem 3.2. Compared to the Poisson
case, the exponent of ΘK,n in the third component of the sum on the right hand side of (3.10)
is different. In essence, this difference can be traced back to a fundamental fact that there is
no nice counterpart of the second-order Poincaré inequality (see [LPS16]) for binomial case.
Instead, we use the approach taken in [LRSY19, Theorem 4.2] to prove Theorem 3.2.

Corollary 3.3. Under the conditions of Theorem 3.2, assume there exists a constant C > 0
such that

sup
n≥1

ΘK,n

VarFn
≤ C, (3.11)

then there exists a constant C ′
0 > 0 depending on C and (2.5)-(2.6) such that for n ≥ 2,

dK

(
Fn − EFn√

VarFn

, N

)

≤ C ′
0

1√
VarFn

. (3.12)

Remark 3.3. We make the following remarks about the above results on both Poisson and
binomial cases.

(i) If K = X and Q(X) < ∞ or Q has a bounded density with respect to the Lebesgue
measure on a compact set, the conditions (3.8) and (3.11) can be simplified as

sup
s≥1

s

VarFs

≤ C, (3.13)

sup
n≥1

n

VarFn

≤ C, (3.14)

(ii) Optimality: Following [LRSY19], we refer to cases where the bounds in (3.9) and (3.12)
can be attained, as being presumably optimal. Indeed, Corollary 3.2 and 3.3 show that
if the variance of the statistics Fs, Fn are bounded below by ΘK,s,ΘK,n, respectively,
a presumably optimal normal approximation rate is achieved. To give an intuition
on why the above situation is referred to as being presumably optimal, note that for
the case of sums of i.i.d random variables, non-trivial i.i.d. random variables can be
constructed that achieve the upper bounds of the form in (3.9) and (3.12). Formal
lower bounds on the optimality are available for the case of integer-valued statistics
in [Eng81] and [PRR13]. Furthermore, in a recent work, [SY21] established lower
bounds for a large class of statistics.

Comparison to related works. We now provide some comparisons to the related
work. Firstly, our proof techniques, similar to [LRSY19], are based on several central ideas
proposed in [LPS16]. For the case of functionals that are expressible as sums of score func-
tions, [LRSY19] established presumably optimal bounds under the score-based stabilization
assumption, for both the binomial and Poisson cases. While they too use second-order cost
operators, our Theorem 3.1 and Theorem 3.2 handle a much larger class of functionals in
comparison (not necessarily as sums of scores). The work of [LRPY22] consider general
functionals (not necessarily sums) and work under strong stabilization assumption. How-
ever, they only consider the Poisson case. To get explicit bounds (e.g., their Corollary 1.5
and Proposition 1.12), they introduce a specific form of Ax in their proofs and their over-
all approach results in sub-optimal rates in comparison to our results, Corollary 3.1, and
to [LRSY19] in the case when the functional is expressible as sums of scores. Our Theorem
3.1 generalizes [LPS16, Theorem 1.2] by introducing the flexible cost function DxFs(Ax) for
general functionals of Poisson point process. The work of [LRP17] also consider normal
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approximations of general functions (not necessarily as sums). However, their approach is
only valid for the binomial case. Moreover, a further investigation of their main theorem
[LRP17, Theorem 4.2] reveals that instead of introducing stabilization notions, their normal
approximation bounds are obtained by computing some quantities (for example, T, T ′ in
[LRP17, Section 4]), which are complicated to deal with for some functionals, e.g., Euler
characteristic; see [KRP21, Proof of Theorem 3.2].

Applying our main results. We conclude this section, with the following three-step
procedure illustrating how to apply our main theorems, Theorem 3.1 and Theorem 3.2.

• Step 1: Check if the functional F is strongly stabilization (i.e., Definition 2.5), if the
tail probability of the radius of stabilization (Assumptions 2.1) could be computed,
and verify Assumption 2.2 on the cost functions.

– If the functional is not strongly stabilizing or no upper bound of the radius of
stabilization Rx is known, consider the flexible cost functions DxFs(Ax) with
appropriate choice of Ax and apply Theorem 3.1.

• Step 2: Check bounded moment condition, i.e., Assumption 2.3.
• Step 3: In order to check for presumable optimality, one can seek to bound the

variance, i.e., (3.13) and (3.14).
If the above three steps are satisfied, apply Corollary 3.1 and Theorem 3.2 for the Poisson
and binomial settings respectively.

4. Applications

In this section, we illustrate the applicability of our bounds in Theorem 3.1, Corollary 3.1
and Theorem 3.2 on several geometric and topological statistics.

4.1. Total Edge Length of k-Nearest Neighbor Graphs. Recall the definition of k-NN
Graphs in Example 2.2 and define the total edge length of a k-NN graph as:

F k-NN
s (Ps) :=

∑

x∈Ps

fs(x,Ps), (4.1)

with fs as defined in (2.4). similarly, we define F k-NN
n for an underlying binomial point

process.

Theorem 4.1. Assume there exists a constant c > 0 such that, for r ≤ diam(X) < ∞,

inf
x∈X

Q(Bx(r)) ≥ crω. (4.2)

If there exists a constant C > 0 such that

sup
s≥1

s

VarF k-NN
s (Ps)

≤ C, (4.3)

then there exists a constant C0 > 0 such that for s ≥ 1,

dK

(

F k-NN

s (Ps)− EF k-NN

s (Ps)
√

VarF k-NN
s (Ps)

, N

)

≤ C0
1√
s
.

And if there exists a constant C > 0 such that

sup
n≥1

n

VarF k-NN
n (ξn)

≤ C, (4.4)
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then for n ≥ 2,

dK

(

F k-NN

n (ξn)− EF k-NN

n (ξn)
√

VarF k-NN
n (ξn)

, N

)

≤ C0
1√
n
.

Remark 4.1. We make the following remarks about the above result.
(i) Condition (4.2), is required in addition to the (2.5) for the k-NN statistic; see [LRSY19]

for details. Note that the total edge length of a k-NN graph (4.1) is expressible as a
sum of score functions. Hence, the results in [LRSY19] already provide presumably
optimal bounds. Our results above also recover the same bounds.

(ii) Now we compare our results to [LRPY22] in the Poisson setting. Recall that similar
to our work, they considered general functionals (not necessarily expressible as sums
of scores). However, their generality comes at the cost of not having presumably
optimal bounds in the setting of the total edge length of a k-NN graph. Specifically,
[LRPY22, Proposition 1.12], term

√

bn/n with bn → ∞ implies that it has a slower
rate than 1/

√
n. This highlights the benefit of our approach: despite its generality,

we still obtain presumably optimal bounds for this specific special case.
(iii) For the binomial setting, [LRP17] obtained rates in the Kolmogorov metric for the

same statistic. However, as discussed in [LRSY19, Remark (i) below Theorem 3.1],
their results are sub-optimal and involve additional logarithmic factors, that we avoid.

(iv) When we consider X as a full-dimensional compact convex subset of Rd, ω = d, as
shown in [PY01, Proof of Theorem 6.1]1, the conditions (4.3) and (4.4) are satisfied.

4.2. Shannon Entropy. Given an i.i.d. sample X1, X2, ..., Xn from a density q on Rd, the
differential (Shannon) entropy is defined as H(q) := −EX∼q log q(X) = −

∫

Rd q(x) log q(x)dx.
The nearest neighbor entropy estimate, also known as the Kozachenko-Leonenko estimator,
was first proposed in [KL87] based on the 1-NN density estimator. A generalization of this
estimator based on k-NN density estimator is given by

1

n

n∑

i=1

log

(

(n− 1)Vdρ
d
k,i

eΨ(k)

)

,

where ρk,i is the distance between Xi and its k-nearest neighbor among X1, X2, ..., Xn, Vd :=

π
d
2/Γ(1 + d

2
) is the volume of a unit d-dimensional Euclidean ball, Ψ(k) = −γ +

∑k−1
i=1 1/i is

the digamma function and γ is the Euler-Mascheroni constant [PY13, BSY19].
The consistency and CLT for the above estimator in a manifold setting were shown in

[PY13] by stabilization theory. However, a non-trivial bias term arises for d ≥ 4, rendering
the above estimator asymptotically inefficient (in the sense of [VdV00, page 367]). To have an
(asymptotically) unbiased and efficient estimator, the following weighted k-NN estimator was
proposed in [BSY19]. Defining ξn as the binomial point process associated with X1, X2, ..., Xn

the proposed estimator could be viewed as a functional of ξn, and is given by

F SE
n (ξn) :=

n∑

i=1

fw
n (Xi, ξn) where fw

n (Xi, ξn) :=
1

n

k∑

j=1

wj log

(

(n− 1)Vdρ
d
j,i

eΨ(j)

)

,

and wj are the weights (such that
∑n

j=1wj = 1) that are chosen to cancel the dominant bias
term and make F SE

n asymptotically efficient. We now provide our normal approximation

1[PY01] consider the case of ϑ = 1. However, a closer examination of the proof shows that it can be easily
extended for any ϑ > 0.
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results for the above estimator, based on a slightly modified set of assumptions considered
in [BSY19].

Theorem 4.2. Consider a density q supported on a compact set X ⊂ Rd with respect to the
Lebesgue measure Q in Rd. Let A denote the class of all decreasing functions a : (0,∞) →
[1,∞) such that a(δ) = o(δ−ǫ) as δ ց 0, for every ǫ > 0. For a ∈ A, let q be m := ⌈β⌉ − 1

times differentiable (for β>0). For x ∈ X, let ra(x) := (8d
1
2a(q(x)))−

1
β∧1 and define:

Mq,a,β(x) := max

{

max
t=1,...,m

‖q(t)(x)‖
q(x)

, sup
y∈Bo

x(ra(x))

‖q(m)(y)− q(m)(x)‖
q(x)‖y − x‖β−m

}

,

where Bo
x(r) := Bx(r)\{x}. Let the density q also satisfy that following conditions:

‖q‖∞ ≤ γ, sup
x:q(x)≥δ

Mq,a,β(x) ≤ a(δ), ∀δ > 0.

Define the class of weights as follows: for k ∈ N, let

Wk :=

{

w ∈ Rk :
∑k

j=1wj
Γ(j+ 2l

d
)

Γ(j)
= 0, for l = 1, ..., ⌊d

4
⌋,∑k

j=1wj = 1, wj = 0, if j /∈
{
⌊k
d
⌋, ⌊2k

d
⌋, ..., k

}
}

.

(4.5)

Then under the conditions of [BSY19, Theorem 1], that is, for any α > d, β > d
2

and
for any two deterministic sequences of positive integers k∗

0,n = k∗
0, k∗

1,n = k∗
1 with k∗

0 ≤ k∗
1,

k∗
0/ log

5 n → ∞, k∗
1 = O(nτ1) and k∗

1 = o(nτ2), where, with β∗ := β ∧ 1,

τ1 < min

{
2α

5α+ 3d
,
α− d

2α
,

4β∗

4β∗ + 3d

}

, and τ2 := min

{

1−
d
4

1 + ⌊d
4
⌋ , 1−

d

2β

}

,

as well as the assumption (4.2), there exits a constant C0 > 0 (independent of k, n) such that

dK

(

F SE

n (ξn)−H(q)
√

VarF SE
n (ξn)

, N

)

≤ C0

√

k

n
,

for k∗
0 ≤ k ≤ k∗

1.

Remark 4.2. We make the following remarks regarding the above result.

(i) Asymptotic limit theorems for estimators of the Shannon entropy have been obtained,
for example, in [PY13], [BSY19]. The result in [PY13] is a non-central limit theorem,
as their estimator suffers form bias in higher dimensions. The result in [BSY19],
is a central limit theorem, which was established under the case that the density is
supported on Rd. However, no normal convergence rate results were provided in the
above works. To our best knowledge, the above result, is the first normal convergence
rate result with the true center H(q).

(ii) It is also possible to obtain a similar result using the method in [LRSY19] since the
estimator F SE

n (ξn) is expressible as a sum of score functions.
(iii) Furthermore, the result in Theorem 4.2 is provided for the binomial case. The as-

ymptotic unbiasedness and efficiency of the weighted k-NN estimator of the Shannon
entropy based on Poisson point process is open, to the best of our knowledge.
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4.3. Euler Characteristic. Recall Example 2.1. Following the setting of [KRP21], consider
a bounded density q on [0, 1]d. Let ξn be a binomial point process associated with n i.i.d.
samples according to the density q and let Pn be a Poisson point process with intensity
measure nQ, where Q has a density q with respect to the Lebesgue measure, i.e., we set
s = n.

Construct the Čech complex or the Vietoris-Rips complex Kr(n
1
dPn), Kr(n

1
d ξn), see Defi-

nition A.2 and A.3 based on the Poisson point process Pn and the binomial point process ξn
respectively with r > 0 as the filtration time. Here, Kr represents both complexes for simplic-
ity. The factor n

1
d corresponds to the thermodynamic/critical regime [GTT19, OT20, Tri17]

such that this is equivalent to the case nrdn → r ∈ (0,∞) with rn as the filtration time. With
the above constriction, the Euler characteristic is given by

FEC
n (Pn) := χ(Kr(n

1
dPn)) and FEC

n (ξn) := χ(Kr(n
1
d ξn))

where χ(K(η)) for a filtration K constructed from a point cloud sampled from a point process
η is defined in Example 2.1.

Theorem 4.3. Under the above setting, for some T > 0 such that 0 < r ≤ T , there exists a
constant C0 > 0 such that for n ≥ 1,

dK

(

FEC

n (Pn)− EFEC

n (Pn)
√

VarFEC
n (Pn)

, N

)

≤ C0
1√
n
.

And for n ≥ 2,

dK

(

FEC

n (ξn)− EFEC

n (ξn)
√

VarFEC
n (ξn)

, N

)

≤ C0
1√
n
.

Remark 4.3. We make the following remarks about the above result.

(1) CLTs and functional limit theorem for Euler characteristic has been studied in [TO21]
by viewing Euler characteristic as a process indexed by r. Normal approximation
rate of Euler characteristic under binomial and Poisson sampling was obtained in
[KRP21], by computing certain geometric quantities appearing in the general result
in [LRP17]. Our flexible stabilization method has advantages of avoiding computing
several complicated geometric quantities (as done in [KRP21, Proof of Theorem 3.2]).

(2) For the Poisson case, [LRPY22] require a specific form of Ax, rendering their result
sub-optimal, i.e., the term

√

bn/n in [LRPY22, Proposition 1.12], leads to a slower
rate than 1/

√
n that we obtain above.

(3) While Euler characteristic could also be expressible as a sum of score functions, one
could possibly leverage the results of [LRSY19] to derive normal convergence rate.
Our goal in this example is to demonstrate the flexibility of our general result.

All above applications consider stabilizing statistics when there are known tail bounds for
the radius of stabilization Rx, i.e., quantities (3.5) to (3.6). Our Theorem 3.1, however, can
deal with the case when we do not have immediate bounds for those probabilities based on
the flexible cost function DxFs(Ax). We illustrate the above mentioned idea by the following
application concerning the minimal spanning tree.
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4.4. Edge length of the Minimal Spanning Tree. Consider a finite set V ⊂ Rd (usually
it is embedded in an underlying graph G := (V,E)). A minimal spanning tree T of V is a
connected graph with the vertex set V . Define

M(V ) := min
T

∑

e is an edge of T

|e|,

where the minimal is taken over all possible minimal spanning tree T of V . According
to [Pen05] and [CS17], the total edge length statistic M(V ) does satisfy certain required
stabilization properties. However, to the best of our knowledge, there is no result on the
rates of stabilization including quantitative bound on the tail probability of the radius of
stabilization. This results in a major difficulty of deriving normal approximation rate for
M(V ) by some classical methods like [LRSY19]. Our flexible stabilization method can yield
the following theorem by picking Ax “strategically” to make use of some existing bounds.

Theorem 4.4. Following the Euclidean setting in [LRPY22], consider B0 as the unit hyper-
cube in Rd centered at the origin and let Bn := nB0, n ∈ N+. Given a homogeneous Poisson
process P(λ) on Rd with intensity λ > 0, let

FMST

Bn
(P(λ)) := M(P(λ)|Bn).

Then, there exist constants C0 > 0, 1 > D1 > 0 and D2 > 0 not depending on n such that

dK




FMST

Bn
(P(λ))− EFMST

Bn
(P(λ))

√

VarFMST

Bn
(P(λ))

, N



 ≤
{

C0n
−D1 , if d = 2,

C0(log n)
−D2 , if d ≥ 3.

Remark 4.4. The normal approximation rate of the edge length statistic of the minimal
spanning tree has been derived previously in [CS17] and in [LRPY22] with similar results as
Theorem 4.4. However, [CS17] only focused on the minimal spanning tree therefore it is hard
to generalize for other stabilizing functionals. [LRPY22] used the similar idea of introducing
the set Ax but their bounds usually give sub-optimal normal convergence rates (for e.g., see
Remark 4.1 regarding the total edge length of k-nearest neighbor graphs in Section 4.1) than
ours due to the specific form of their set Ax lacking flexibility.

5. Proofs for Section 3

5.1. Proof of Theorem 3.1. We first prove our main theorem for Poisson case, Theorem
3.1, based on the flexible cost function DxF (Ax). Without loss of generality, all the constant
C > 0 mentioned in this section refer to universal constants that might take different values
in each step. Our key tool for proving Theorem 3.1 is based on [LPS16, Theorem 1.2], which
we restate below.

Theorem 5.1 ([LPS16]). Let F be a measurable functional satisfying the following two
conditions:

EF (P(λ))2 < ∞ and E

∫

(DxF )2λ(dx) < ∞.

Let N be a standard normal random variable. Then,

dK

(
F − EF√
VarF

,N

)

≤
6∑

i=1

γi,
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where

γ1 :=
4

VarF

(∫

(E(Dx1F )2(Dx2F )2)
1
2 (E(Dx1,x3F )2(Dx2,x3F )2)

1
2λ3(d(x1, x2, x3))

) 1
2

,

γ2 :=
1

VarF

(∫

(E(Dx1,x3F )2(Dx2,x3F )2)2λ3(d(x1, x2, x3))

) 1
2

,

γ3 :=
1

(VarF )
3
2

∫

E|DxF |3λ(dx),

γ4 :=
1

2(VarF )2
(E(F − EF )4)

1
4

∫

(E(DxF )4)
3
4λ(dx),

γ5 :=
1

VarF

(∫

E(DxF )4λ(dx)

) 1
2

,

γ6 :=
1

VarF

(∫

6(E(Dx1F )4)
1
2

(
E(Dx1,x2F )4

) 1
2 + 3E(Dx1,x2F )4λ2(d(x1, x2))

) 1
2

.

Proof of Theorem 3.1. The idea is to use the above theorem, and to bound the first and
second order cost functions appearing in the quantities γi, i = 1, . . . , 6 by using our flexible
approach. To this end, we rewrite the first and second order cost functions as:

DxFs = (DxFs −DxFs(Ax)) +DxFs(Ax),

and

Dx1,x3Fs = (Dx3F
x1
s −Dx3F

x1
s (Ax3)) + (Dx3F

x1
s (Ax3)−Dx3Fs(Ax3)) + (Dx3Fs(Ax3)−Dx3Fs).

We start with γ3. By the fact that (a+ b)3 ≤ 4(a3 + b3) for any a ≥ 0, b ≥ 0, we have

(VarF )
3
2γ3 =

∫

E|(DxF −DxF (Ax)) +DxF (Ax)|3λ(dx)

≤
∫

4E|DxF −DxF (Ax)|3λ(dx) +
∫

4E|DxF (Ax)|3λ(dx).

By Hölder’s inequality and the assumptions in Theorem 3.1, we then have

E|DxF (Ax)|3 ≤ (E|DxF (Ax)|4)
3
411−

3
4 ≤ b2(x,Ax)

3
4 . (5.1)

Similarly,

E|DxF −DxF (Ax)|3 ≤ b1(x,Ax)
3
4 . (5.2)

Therefore,

(VarF )
3
2γ3 ≤ C

∫ 2∑

j=1

bj(x,Ax)
3
4λ(dx) := C(VarF )

3
2γ′

3.

Next, we turn to γ4. According to [LPS16, Lemma 4.3], we have

E(F − EF )4 ≤ max

{

256

(∫

(E(DxF )4)
1
2λ(dx)

)2

, 4

∫

E(DxF )4λ(dx) + 2(VarF )2

}

.
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Consequently,

γ4 ≤
∫

(E(DxF )4)
3
4 λ(dx)

2(VarF )2

(

4
(∫

(E(DxF )4
) 1

2 λ(dx))
1
2 +

√
2
(∫

E(DxF
)4

λ(dx))
1
4 + 2

1
4 (VarF )

1
2

)

.

By calculations similar to γ3, we have
∫

(E(DxF )4)
1
2λ(dx) ≤ C

∫ 2∑

j=1

bj(x,Ax)
1
2λ(dx).

Similarly,
∫

(E(DxF )4)
3
4λ(dx) ≤ C

∫ 2∑

j=1

bj(x,Ax)
3
4λ(dx),

∫

E(DxFs)
4λ(dx) ≤ C

∫ 2∑

j=1

bj(x,Ax)λ(dx).

Combining all above, we have

γ4 ≤
C
∫ ∑2

j=1 bj(x,Ax)
3
4λ(dx)

(VarF )2

((∫ 2∑

j=1

bj(x,Ax)
1
2λ(dx)

) 1
2

+

(∫ 2∑

j=1

bj(x,Ax)λ(dx)

) 1
4

+ (VarF )
1
2

)

:= Cγ′
4.

Furthermore, by similar arguments on bounding γ3, it leads to

γ5 ≤
C

VarF

(
∫ 2∑

j=1

bj(x,Ax)λ(dx)

) 1
2

:= Cγ′
5.

We next move on to bounding the remaining part: γ2, γ2 and γ6, that involve the second
order cost functions. Similarly to the first order cost function, we have

E(Dx1,x2F )4 ≤ C

5∑

j=3

bj(x1, x2, Ax1). (5.3)

Using Cauchy-Schwarz inequality, we have

(E(Dx1F )2(Dx2F )2)
1
2 ≤ E(Dx1F )4)

1
4E(Dx2F )4)

1
4 , (5.4)

(E(Dx1,x3F )2(Dx2,x3F )2)
1
2 ≤ E(Dx1,x3F )4)

1
4E(Dx2,x3F )4)

1
4 . (5.5)

With all results above, according to (5.1) to (5.5), we give an upper bound for γ1 in a similar
way by Hölder’s inequality:

γ1 ≤
C

VarF

(∫ ( 2∑

j=1

bj(x1, Ax1)
1
4

2∑

j=1

bj(x2, Ax2)
1
4

5∑

j=3

bj(x3, x1, Ax3)
1
4

5∑

j=3

bj(x3, x2, Ax3)
1
4

)

λ3(d(x1, x2, x3))

) 1
2

:= Cγ′
1.
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Similarly, we have

γ2 ≤
C

VarF

(
∫ 5∑

j=3

bj(x3, x1, Ax3)
5∑

j=3

bj(x3, x2, Ax3)λ
3(d(x1, x2, x3))

) 1
2

:= Cγ′
2,

γ6 ≤
C

VarF

(∫ 2∑

j=1

bj(x1, Ax1)
1
2

5∑

j=3

bj(x1, x2, Ax1)
1
2 +

5∑

j=3

bj(x1, x2, Ax1)λ
2(d(x1, x2))

) 1
2

:= Cγ′
6.

Combining the obtained bounds above for γi, 1 ≤ i ≤ 6, we complete the proof. �

5.2. Proof of Corollary 3.1. Without loss of generality, we assume c1 = k1 := C1, c2 =
k2 := C2 and c3 = k3 := C3. In Theorem 3.1, we set Ax = X and λ = sQ. Then, we can set

b1(x,Ax) = 0,

b3(x1, x2, Ax1) = 0,

b4(x1, x12, Ax1) = 0.

According to Assumption 2.3, by Hölder’s inequality, we have:

b2(x,X) := E|DxFs|4 ≤ E|DxFs|pP(DxFs 6= 0)1−
4
p ≤ CP(DxFs 6= 0)1−

4
p ,

and

b5(x1, x2,X) := E|Dx1F
x2
s −Dx1Fs|4 ≤ E|Dx1F

x2
s −Dx1Fs|pP(|Dx1F

x2
s −Dx1Fs| 6= 0)1−

4
p

≤ CP(|Dx1F
x2
s −Dx1Fs| 6= 0)1−

4
p .

Define

φs := s

∫

X

P(DxFs 6= 0)
p−4
2p Q(dx),

ψs(x1, x2) := P(|Dx1F
x2
s −Dx1Fs| 6= 0)

p−4
4p .

With all bi, 1 ≤ i ≤ 5, given above, we will bound all γ′
i, 1 ≤ i ≤ 6 in Theorem 3.1. We

again start with γ′
3:

γ′
3 =

1

(VarF
3
2
s

∫ 2∑

j=1

bj(x,Ax)
3
4λ(dx)

= Cs

∫

X

P(DxFs 6= 0)(1−
4
p
) 3
4Q(dx)

≤ Cφs.

Similarly, as for γ′
3, it holds that

γ′
5 =

1

VarFs

(
∫ 2∑

j=1

bj(x,Ax)λ(dx)

) 1
2

=
1

VarFs

(

s

∫

X

P(DxFs 6= 0)1−
4
pQ(dx)

) 1
2
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≤ Cφ
1
2
s .

For γ′
4, we have

γ′
4 =

∫ ∑2
j=1 bj(x,Ax)

3
4λ(dx)

(VarFs)2

((∫ 2∑

j=1

bj(x,Ax)
1
2λ(dx)

) 1
2

+

(∫ 2∑

j=1

bj(x,Ax)λ(dx)

) 1
4

+ (VarFs)
1
2

)

. (5.6)

Respectively,
(∫ 2∑

j=1

bj(x,Ax)
1
2λ(dx)

) 1
2

=

(

s

∫

X

P(DxFs 6= 0)(1−
4
p
) 1
2Q(dx)

) 1
2

≤ Cφ
1
2
s ,

(∫ 2∑

j=1

bj(x,Ax)λ(dx)

) 1
4

=

(

s

∫

X

P(DxFs 6= 0)1−
4
pQ(dx)

) 1
4

≤ Cφ
1
4
s ,

and
∫ 2∑

j=1

bj(x,Ax)
3
4λ(dx) = s

∫

X

P(DxFs 6= 0)(1−
4
p
) 3
4Q(dx)

≤ Cφs.

From the above calculations, we see that the exponent (p − 4)/2p is set so that indeed φs

provides an upper bound for all the terms appearing in the right hand of (5.6). Hence, we
have

γ′
4 ≤ C

(

φ
3
2
s + φ

5
4
s

(VarFs)2
+

φs

(VarFs)
3
2

)

.

For terms that include bj , 3 ≤ j ≤ 5, we have

γ′
1 =

1

VarFs

(∫ ( 2∑

j=1

bj(x1, Ax1)
1
4

2∑

j=1

bj(x2, Ax2)
1
4

5∑

j=3

bj(x3, x1, Ax3)
1
4

5∑

j=3

bj(x3, x2, Ax3)
1
4

)

λ3(d(x1, x2, x3))

) 1
2

≤ C
s

3
2

VarFs

(
∫

X3

(

P(|Dx1F
x2
s −Dx1Fs| 6= 0)

p−4
4p

P(|Dx2F
x3
s −Dx2Fs| 6= 0)

p−4
4p

)

Q3(d(x1, x2, x3))

) 1
2
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= C
s

3
2

VarFs

√
∫

X

(∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1).

Similarly,

γ′
2 =

C

VarFs

(
∫ 5∑

j=3

bj(x3, x1, Ax3)

5∑

j=3

bj(x3, x2, Ax3)λ
3(d(x1, x2, x3))

) 1
2

≤ C
s

3
2

VarFs

(
∫

X3

(

P(|Dx1F
x2
s −Dx1Fs| 6= 0)

p−4
p

P(|Dx2F
x3
s −Dx2Fs| 6= 0)

p−4
p

)

Q3(d(x1, x2, x3))

) 1
2

= C
s

3
2

VarFs

√
∫

X

(∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1),

and

γ′
6 =

1

VarFs

(∫ 2∑

j=1

bj(x1, Ax1)
1
2

5∑

j=3

bj(x1, x2, Ax1)
1
2 +

5∑

j=3

bj(x1, x2, Ax1)λ
2(d(x1, x2))

) 1
2

≤ C
s

VarFs

(∫

X2

P(|Dx2F
x3
s −Dx2Fs| 6= 0)

p−4
2p

+ P(|Dx2F
x3
s −Dx2Fs| 6= 0)

p−4
p Q2(d(x1, x2))

) 1
2

≤ C
s

VarFs

(∫

X2

P(|Dx2F
x3
s −Dx2Fs| 6= 0)

p−4
2p Q2(d(x1, x2))

) 1
2

≤ C
s

VarFs

√
∫

X2

ψs(x1, x2)2Q2(d(x1, x2)).

Therefore, combining all bounds for γ′
i, 1 ≤ i ≤ 6, we have by Theorem 3.1,

dK

(
Fs − EFs√

VarFs

, N

)

≤ C(θ1 + θ2 + θ3), (5.7)

where

θ1 :=
s

VarFs

√
∫

X2

ψs(x1, x2)2Q2(d(x1, x2)), (5.8)

θ2 :=
s

3
2

VarFs

√
∫

X

(∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1), (5.9)

θ3 :=
(φs)

1
2

VarFs
+

φs

(VarFs)
3
2

+
φ

5
4
s + φ

3
2
s

(VarFs)2
. (5.10)
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We next proceed to obtain refined bounds for φs and ψs(x1, x2). Before proceeding, we
recall the following definitions from (3.5) to (3.6):

Is(x) := P(DxFs 6= 0),

Js(x1, x2) := P(|Dx1Fs −DxF
x2
s | 6= 0).

Lemma 5.1. Assume that all conditions in Corollary 3.1 hold, and recall that Rx denotes
the radius of stabilization. Then,

φs ≤ Cs

∫

X

e
−C2

p−4
2p

ds(x,K)C3

Q(dx),

and

ψs(x1, x2) ≤ Ce−C2
p−4
4p

ds(x1,x2)C3
.

Proof of Lemma 5.1. Based on the Assumptions 2.1 and 2.2, we immediately obtain

Is(x) ≤ C1e
−C2ds(x,K)C3

,

Js(x1, x2) ≤ C1e
−C2 max{ds(x1,x2),ds(x1,K),ds(x2,K)}C3

.

Therefore, we have

φs ≤ Cs

∫

X

e−C2
p−4
2p

ds(x,K)C3
Q(dx)

Similarly, we obtain the stated upper bound for ψs(x1, x2). �

Lemma 5.2. Suppose the condition (2.5) holds. Then, for any x ∈ X and r ≥ 0, we have

Q(Bx(r)) ≤ κrω.

Proof of Lemma 5.2. For any x ∈ X fixed, consider Q(r) := Q(Bx(r)), r ≥ 0 as an increas-
ing function of r. According to Lebesgue’s theorem for the differentiability of monotone
functions, the derivative Q′(r) exists almost everywhere and then with the condition (2.5),

Q(Bx(r))−Q(Bx(0)) ≤
∫ r

0

Q′(u)du ≤
∫ r

0

κωuω−1du = κrω.

Note that Q(Bx(0)) = 0. Therefore, we obtain the desired result. �

Lemma 5.3. Suppose the condition (2.5) holds. For any x ∈ X, r ≥ 0 and α > 0, there
exists a constant C > 0 such that

∫

X\Bx(r)

e−αds(x,y)C3
Q(dy) ≤ C

s
e−

1
2
α(s1/ωr)C3 .

Proof of Lemma 5.3. Let {rn}∞n=1 be an increasing sequence satisfying

r1 := r, lim
n→∞

rn = ∞, and lim
n→∞

sup
n≥2

|rn − rn−1| = 0.

Then,
∫

X\Bx(r)

e−αds(x,y)C3
Q(dy) ≤

∞∑

n=2

e−α(s1/ωrn−1)C3
Q(Bx(rn)\Bx(rn−1))
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≤
∞∑

n=2

e−α(s1/ωrn−1)C3κωrω−1
n−1(rn − rn−1)

=

∫ ∞

r

e−α(s1/ωu)C3
κωuω−1du.

Therefore, it suffices to show

ζ(s, r) := se
α
2
(s1/ωr)C3

∫ ∞

r

e−α(s1/ωu)C3
uω−1du

is bounded on Θ := {(s, r) : s ≥ 1, r ≥ 0}. Since ζ(s, r) is a continuous function, then we
only need to show

lim
(s,r)→∂Θ

ζ(s, r) < ∞.

Note that
ζ(s, r) ≤ se(

α
2
− 2α

3
)(s1/ωr)C3

∫ ∞

r

e−
α
3
(s1/ωu)C3uω−1du.

Moreover, let
∫ ∞

r

e−
α
3
(s1/ωu)C3

uω−1du ≤
∫ ∞

0

e−
α
3
(s1/ωu)C3

uω−1du := η(s),

with
lim
s→∞

η(s) < ∞.

Then,
ζ(s, r) ≤ se(

α
2
− 2α

3
)(s1/ωr)C3 η(s).

Consequently, noting
α

2
− 2α

3
= −1

6
α < 0,

we have
lim

(s,r)→∂Θ
ζ(s, r) < ∞,

giving us the desired result. �

Lemma 5.4. For any s ≥ 1, r ≥ 0 and β > 0, there exists a constant C > 0 such that

srωe−β(s1/ωr)C3 ≤ Ce−
1
2
β(s1/ωr)C3

.

Proof of Lemma 5.4. Let
µ(s, r) := srωe−

1
2
β(s1/ωr)C3 .

It suffices to prove
sup

s≥1,r≥0
µ(s, r) < ∞.

Similar to ζ(s, r) in Lemma 5.3, we only need to show

lim
(s,r)→∂Θ

µ(s, r) < ∞,

where Θ := {(s, r) : s ≥ 1, r ≥ 0}. We note that the above claim follows by calculations
similar to that in the proof of Lemma 5.3 and the fact that −β/2 < 0, thus providing the
desired result. �
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Before proceeding, we recall the definition of ΘK,s from (3.7) for convenience:

ΘK,s := s

∫

X

e
−C2

(p−4)
4p

(

ds(x,K)
2

)C3

Q(dx).

Note that by Lemma 5.1, we also have that φs ≤ CΘK,s, for a constant C > 0.

Lemma 5.5. Suppose the conditions in Corollary 3.1 hold. Then, there exists a constant
C > 0 such that

s2
∫

X2

ψs(x1, x2)
2Q2(d(x1, x2)) ≤ CΘK,s.

Proof of Lemma 5.5. Without loss of generality, we assume ds(x1,K) ≥ ds(x2,K). Similar
reasoning can be used for the other case. According to Lemma 5.1,

ψs(x1, x2) ≤ Ce−C2
p−4
4p

max{ds(x1,x2),ds(x1,K)}C3
.

Let
Lx2,s := s

∫

X

ψs(x1, x2)
2Q(dx1).

It suffices to show there exists a constant C > 0 such that

Lx2,s ≤ Ce
−C2

p−4
2p

(

ds(x2,K)

2

)C3

.

Let r := 1
2
d(x2,K) and note the fact that max{x, y} ≥ x,max{x, y} ≥ y for any x, y, then

Lx2,s ≤ Cs

∫

X

e−C2
p−4
2p

max{ds(x1,x2),ds(x1,K)}C3
Q(dx1)

≤ Cs

∫

Bx2(r)

e−C2
p−4
2p

ds(x1,K)C3
Q(dx1) + Cs

∫

X\Bx2 (r)

e−C2
p−4
2p

ds(x1,x2)C3
Q(dx1)

:= CL1 + CL2.

By the triangle inequality, 2r ≤ d(x2,K) ≤ d(x1, x2) + d(x1,K), then when d(x2, x1) ≤ r,
d(x1,K) ≥ r. Therefore, according to Lemma 5.2 and lemma 5.4, there exists a constant
C > 0 such that

L1 ≤ s

∫

Bx2 (r)

e−C2
p−4
2p

(s1/ωr)C3
Q(dx1) ≤ sκrωe−C2

p−4
4p

(s1/ωr)C3 ≤ Ce−C2
p−4
4p

(s1/ωr)C3
.

According to Lemma 5.3, there exists a constant C > 0 such that

L2 ≤ s · C
s
e−C2

p−4
4p (s1/ωr)

C3

= Ce−C2
p−4
4p (s1/ωr)

C3

.

Then,

Lx2,s ≤ Ce−C2
p−4
4p (s

1/ωr)
C3

= Ce
−C2

p−4
4p

(

ds(x2,K)
2

)C3

,

giving us the desired result. �

Lemma 5.6. Suppose the conditions in Corollary 3.1 hold. Then, there exists a constant
C > 0 such that

s3
∫

X

(∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1) ≤ CΘK,s.
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Proof of Lemma 5.6. We can prove this lemma in a similar way as Lemma 5.5. Let

L′
x1,s := s

∫

X

ψs(x1, x2)Q(dx2).

Similar to Lx2,s, one can show there exists a constant C > 0 such that

L′
x1,s

≤ Ce
−C2

p−4
8p

(

ds(x1,K)
2

)C3

.

Therefore,

s3
∫

X

(∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1) = s

∫

X

(

s

∫

X

ψs(x1, x2)Q(dx2)

)2

Q(dx1)

≤ Cs

∫

X

e
−C2

p−4
4p

(

ds(x1,K)
2

)C3

Q(dx1)

≤ CΘK,s.

�

With the above ingredients in place, we are finally in a position to prove Corollary 3.1.

Proof of Corollary 3.1. Recall the definition of θ1, θ2 and θ3 respectively in (5.8), (5.9) and
(5.10). According to Lemma 5.1, Lemma 5.5 and Lemma 5.6, there exists a constant C > 0
such that

θ1 ≤ C
(ΘK,s)

1
2

VarFs

, θ2 ≤ C
(ΘK,s)

1
2

VarFs

, φs ≤ CΘK,s.

Therefore, according to (5.7), we complete the proof. �

5.3. Proof of Theorem 3.2. The proof of the Poisson case applies mutatis mutandis to the
binomial case. We now highlight the main changes. First, recall that we do not have a similar
result like Theorem 3.1 for Poisson case due to the fact that there is no nice counterpart
of the second order Poincaré inequality (see [LPS16]). Hence, Theorem 3.2 cannot follow
from Theorem 3.1. Instead, we use [LRSY19, Theorem 4.2] that provides an auxiliary result
for the binomial case. While [LRSY19] provided a general result for marked binomial point
process, we state the following result for the unmarked binomial point process.

Theorem 5.2 ([LRSY19]). Let n ≥ 3 and let F be a functional of a binomial point process
ηn with EF (ξn)

2 < ∞. Assume that there are constants c, ρ ∈ (0,∞) such that

E|DxF (ξn−1−|A| ∪ A)|4+ρ ≤ c, Q− a.e., x ∈ X,A ⊂ X, |A| ≤ 2.

Then, there is a constant C := C(c, ρ) ∈ (0,∞) such that

dK

(
F − EF√
VarF

,N

)

≤ C(S ′
1 + S ′

2 + S ′
3),

with

Γn
′ := n

∫

X

P(DxF (ξn−1) 6= 0)
ρ

8+2ρQ(dx),

ψ′
n(x, x

′) := sup
A⊂X:|A|≤1

P(Dx,x′F (ξn−2−|A|) 6= 0)
ρ

8+2ρ ,
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S ′
1 :=

n

VarF

√
∫

X2

ψ′
n(x, x

′)Q2(d(x, x′)),

S ′
2 :=

n
3
2

VarF

√
∫

X

(∫

X

ψ′
n(x, x

′)Q(dx′)

)2

Q(dx),

S ′
3 :=

(Γ′
n)

1
2

VarF
+

Γ′
n

(VarF )
3
2

+
Γ′
n + (Γ′

n)
3
2

(VarF )2
. (5.11)

Remark 5.1. The exponent of Γ′
n in the third component of the sum on the right hand side

of (5.11) is different than that of Poisson case, due to the fact that it is not derived by
the counterpart of the second order Poincaré inequality. In fact, it is obtained by [LRSY19,
Theorem 4.3].

Now, based on Theorem 5.2, we start to prove Theorem 3.2.

Proof of Theorem 3.2. The proof of the binomial point process is similar to that of the
Poisson case, based on Theorem 5.2 for binomial case. We treat Theorem 5.2 for binomial
as a counterpart of (5.7) for Poisson noting Dx,x′Fn = DxF

x′

n − DxFn. Starting with this,
one can follow the same procedure to get the required counterparts of Lemma 5.1 to Lemma
5.6 by changing s as n. This provides the desired result. �

6. Proofs for Section 4

6.1. Total Edge Length of k-NN.

Proof of Theorem 4.1. We begin with the Poisson point process case and consider the statis-
tic F k-NN

s (Ps) :=
∑

x∈Ps
fs(x,Ps), with fs as defined in (2.4).

Step 1: From Example 2.2, F k-NN
s (Ps) is a strongly stabilizing functional with the radius of

stabilization Rx = 4R, with R being defined as follows: for each t > 0, construct six disjoint
equilateral triangles Tj(t), 1 ≤ j ≤ 6, such that the origin is a vertex of each triangle, such
that each triangle has edge length t and such that Tj(t) ⊂ Tj(u) whenever t < u. Then,
define R to be the minimum t such that each triangle Tj(t) contains at least k + 1 points
from Ps. Consequently, we have

P(R > r) ≤ P
(
Ps

(
∪6
j=1Tj(r)

)
≤ 6k)

)
≤ P

(

Ps

(

Bx

(

r
√
3/2

))

≤ 6k
)

,

where Ps

(
Bx

(
r
√
3/2

))
follows Poisson distribution with parameter sQ

(
Bx

(
r
√
3/2

))
. Ac-

cording to the assumption (4.2) and a Chernoff bound for Poisson tail, [Pen03, Lemma 1.2],
we have that there exits a constant c′ > 0 such that

P(R > r) ≤ P

(

Ps

(

Bx

(

r
√
3

2

))

≤ 6k

)

≤ P

(

Poi

(

cs

(

r
√
3

2

)ω)

≤ 6k

)

≤ 6ke−c′srω .
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This implies the radius of stabilization Rx = 4R decays exponentially. Furthermore, we set
K = X for the K−exponential bound.

Step 2: As for the bounded moment condition, according to [LRSY19, Lemma 5.5], for
some p > 4, the bounded moment condition holds.

Step 3: As for the variance condition, by the assumption (4.3), it is satisfied.
Therefore, according to Corollary 3.2, we end the proof for the Poisson case. For the

binomial case, it is similar to the Poisson case by considering a Chernoff bound for the
binomial distribution [Pen03, Lemma 1.1] and [LRSY19, Lemma 5.6]. �

6.2. Shannon Entropy Estimation.

Proof of Theorem 4.2. We start by replacing the biased center EF SE
n (ξn) by the true param-

eter H(q). By triangle inequality, we have that

dK

(

F SE
n (ξn)−H(q)
√

VarF SE
n (ξn)

, N

)

≤ dK

(

F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

, N

)

︸ ︷︷ ︸
:= d1

+ dK

(

F SE
n (ξn)−H(q)
√

VarF SE
n (ξn)

,
F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

)

︸ ︷︷ ︸
:= d2

.

We first apply Corollary 3.3 to bound d1, using the three step approach.
Step 1: Similar to the total edge length of k-NN, following the proof of [PY01, Lemma

6.1], F SE
n (ξn) is strongly stabilizing with the radius of stabilization Rx decaying exponentially

and we take K = X.
Step 2: As for the moment condition, again, by [LRSY19, Lemma 5.6], the bounded

moment condition holds for p > 4.
Step 3: For the variance, note that for d1, we have

F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

d
=

nF SE
n (ξn)− E

(
nF SE

n (ξn)
)

√

Var (nF SE
n (ξn))

,

where d
= means equal in distribution. Therefore, we can consider the variance condition for

the nF SE
n (ξn) instead. According to [BSY19, Lemma 7], there exits a constant C > 0 such

that for k∗
0 ≤ k ≤ k∗

1,

sup
n>0

n

Var (nF SE
n (ξn))

≤ C. (6.1)

By Corollary 3.3, we immediately have that d1 ≤ C ′
0(k, p)/

√
n. Since k also diverges as n

goes to ∞, it is necessary to calculate the constant C ′
0(k, p) more explicitly. Therefore, we

derive the following lemma. Note that the following lemma is a refined version of Theorem
5.2 as it reveals how the constant C ′

0(k, p) is related to the constant p and the functional F
thus k.

Lemma 6.1. Assume there are constants c > 0, p0 > 0 such that

E|DxF (ξn−1−|A| ∪ A)|4+p0 ≤ c, |A| ≤ 2.
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Then, there exists some constant C not depending on n nor F such that

dK

(
F − EF√
VarF

,N

)

≤ C(S1 + S2 + S3 + S4 + S5),

where

S1 := c
2

4+p0
n

VarF

√
∫

X2

ψn(x, x′)Q2(d(x, x′)),

S2 := c
2

4+p0
n

3
2

VarF

√
∫

X

(∫

X

ψn(x, x′)Q(dx′)

)2

Q(dx),

S3 := c
2

4+p0

√
Γn

VarF
,

S4 :=

(√
3max

{

4
√
2c

1
4+p0

Γ
1
2
n

(VarF )
1
2

,
√
2c

1
4+p0

Γ
1
4
n

(VarF )
1
2

+ 1

}

+ c
1

4+p0
Γ

1
4
n

n
1
4 (VarF )

1
2

)

c
3

4+p0
Γn

(VarF )
3
2

+ c
4

4+p0
Γn

(VarF )2
,

S5 := c
3

4+p0
Γn

(VarF )
3
2

.

Here,

Γn := n

∫

X

P(DxF (ξn−1) 6= 0)
p

8+2p0 Q(dx),

ψn(x, x
′) := sup

A⊂X:|A|≤1

P(Dx,x′F (ξn−2−|A| ∪ A) 6= 0)
4

8+2p0 .

The proof of Lemma 6.1 follows in a straightforward manner by [LRSY19, Proof of The-
orem 4.2]. Now, we proceed to calculate moment bounds to see how k is related to the
constant C ′

0. Let

ζi :=
k∑

j=1

wj log

(

(n− 1)Vdρ
d
j,i

eΨ(j)

)

.

Following [LRSY19, Lemma 5.6], by Jensen’s inequality, for p = 4 + p0, p0 > 0,

E|DyF
SE
n (ξn−1−|A| ∪ A)|4+p0

= E

∣
∣
∣
∣
∣
∣

ζk(y, ξn−1−|A| ∪ {y} ∪ A) +
∑

x∈ξn−1−|A|∪A

Dyζk(x, ξn−1−|A|)

∣
∣
∣
∣
∣
∣

4+p0

≤ 43+p0E|ζk(y, ξn−1−|A| ∪ {y} ∪ A)|4+p0 + 43+p0
∑

x∈A

E|Dyζk(x, ξn−1−|A|)|4+p0

+ 43+p0
∑

x∈ξn−1−|A|

E|Dyζk(x, ξn−1−|A|)|4+p0.
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Then, following [LRSY19, Proof of Lemma 5.6], the constant c in Lemma 6.1 satisfies

c . 43+p0ca + 43+p0cb + 45+
3
2
p0c

4+p0
4+2p0
b k

4
4+2p0 ,

where A . B means there is a constant C > 0 such that A ≤ CB. Note that according
to the definition of weights (4.5), there only exist finitely many terms in the sum of ζi and
according to [SP16, Section 3.2],

ca := E|ζk(y, ξn−1−|A| ∪ {y} ∪ A)|4+p0 . ‖w‖4+p0
∞ E

∣
∣
∣
∣
∣
log

(

(n− 1)Vdρ
d
k,i

eΨ(k)

)∣
∣
∣
∣
∣

4+p0

< ∞,

and similarly,

cb : = E|Dyζk(x, ξn−1−|A|)|4+p0 < ∞.

Then,

c . k
p0

4+2p0 ,

and by [LRSY19, Theorem 4.3] and [LRP17, Theorem 5.1], the constant C in Lemma 6.1
does not depend on either n or k.

Therefore, according to Corollary 3.3 and Lemma 6.1,

d1 .
1√
n
× c

4
4+p0 .

1√
n
k

4p0
(4+p0)(4+2p0) ≤

√

k

n
. (6.2)

Next, we focus on d2, which is related to the bias, EF SE
n (ξn)−H(q). Let

hw :=
F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

and ∆h :=
H(q)− EF SE

n (ξn)
√

VarF SE
n (ξn)

.

Then we have

d2 : = dK

(

F SE
n (ξn)−H(q)
√

VarF SE
n (ξn)

,
F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

)

= sup
t∈R

∣
∣
∣
∣
∣
P

(

F SE
n (ξn)−H(q)
√

VarF SE
n (ξn)

≤ t

)

− P

(

F SE
n (ξn)− EF SE

n (ξn)
√

VarF SE
n (ξn)

≤ t

)∣
∣
∣
∣
∣

= sup
t∈R

|P(hw ≤ t+∆h)− P(hw ≤ t)|

≤ 2d1 + sup
t∈R

|Φ(t +∆h)− Φ(t)|

= 2d1 + 2

(

Φ

(∣
∣
∣
∣

∆h

2

∣
∣
∣
∣

)

− 1

2

)

≤ 2d1 + 1− e−
1
2
(∆h)2−

√
2
π
|∆h|

. d1 + |∆h|,
where Φ is the c.d.f. of the standard normal distribution and actually, we applied a tight
bound for standard normal distribution function according to [MJ13]. Therefore,

dK

(

F SE
n (ξn)−H(q)
√

VarF SE
n (ξn)

, N

)

. max{d1, |∆h|}.
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The bias of F SE
n (ξn) satisfies the following bound according to [BSY19, Corollary 4]: for

every ǫ > 0,

sup
f∈Fd,θ

|EfĤ
w
n −H(f)| = O



max







(
k

n

) α
α+d

−ǫ

,

(
k

n

) 2(⌊ d
4 ⌋+1)

d

,

(
k

n

)β
d









 . (6.3)

Note that α > d and β > d
2
. With (6.1) and (6.3) , by elementary algebraic manipulation

we have that

|∆h| . n− 1
2 ×

(
k

n

) 1
2

.
k

1
2

n
. (6.4)

Comparing (6.2) and (6.4), we obtain the desired result.
�

6.3. Euler Characteristic.

Proof of Theorem 4.3. We follow the 3-step procedure.
Step 1: According to Example 2.1, the Euler characteristic is strongly stabilizing with the

radius of stabilization Rx = 2r. Clearly, as a constant, Rx can be bounded exponentially as
one can choose c1 large enough and c2, c3 > 0 such that for 0 ≤ t ≤ 2r,

1 ≤ c1e
−c2(n1/dt)c3 . (6.5)

The similar argument also holds for Poisson case. Also, we take K = [0, 1]d.
Step 2: Moreover, for the bounded moment condition, note that for p > 4, there exists a

constant C(d, T ) > 0 such that

sup
n>0,x∈[0,1]d

E|DxF
EC
n (ξn)|p ≤E

∣
∣
∣
∣

n∑

ℓ=0

#{σ ∈ Kr

(

n
1
d (ξn ∪ {x})

)

: (6.6)

σ is an ℓ-simplex intersecting with {x}}
∣
∣
∣
∣

p

≤

∣
∣
∣
∣
∣
∣

n∑

ℓ=0

∑

{j1,...,jℓ}⊂{1,2,...,n}

(

P

(

xj1 ∈ Bx

(

n− 1
d r
)))ℓ

∣
∣
∣
∣
∣
∣

p

≤
∣
∣
∣
∣
∣

n∑

ℓ=0

(
n

ℓ

)
(C(d, T )‖q‖∞rd)ℓ

nℓ

∣
∣
∣
∣
∣

p

≤
∣
∣
∣
∣
∣

n∑

ℓ=0

(C(d, T )‖q‖∞rd)ℓ

ℓ!

∣
∣
∣
∣
∣

p

≤(eC(d,T )‖q‖∞rd)p < ∞.

Also, by [YSA17, Lemma 4.1] and [KRP21, Proof of Lemma 4.2],

sup
n>0,x∈[0,1]d

E|FEC
n (Pn)|p < ∞.

Moreover, consider

DxF
EC
n (ξn)

x∗

= χ
(

Kr

(

n
1
d (ξn ∪ {x} ∪ {x∗})

))

− χ
(

Kr

(

n
1
d ξn

))
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+ χ
(

Kr

(

n
1
d ξn

))

− χ
(

Kr

(

n
1
d (ξn ∪ {x∗})

))

,

and following a similar argument like (6.6), we have

sup
n>0,x∈[0,1]d,x∗∈[0,1]d

E|DxF
EC
n (ξn)

x∗|p < ∞.

The bounded moment condition is satisfied and similar arguments can be utilized to show
for Poisson case.

Step 3: According to [PY01, Theorem 2.1] and [KRP21, proposition 4.6], there exists a
constant C > 0 such that

sup
n>0

n

VarFEC
n (ξn)

≤ C,

and it also holds for Poisson case.
Therefore, according to Corollary 3.2 and Corollary 3.3, we complete the proof. �

6.4. Edge Length Statistic of the Minimum Spanning Tree.

Proof of Theorem 4.4. According to [Pen05, Theorem 3.3], the total edge length M(V ) of
the minimal spanning tree satisfies the strong stabilization with a radius of stabilization Rx

almost surely finite. Without knowing the tail probability of Rx, we need to use Theorem
3.1. Set

Ax1 = Bn ∩ {x1 + nαB0},
where 0 < α < 1 and {x + A} := {x + y : y ∈ A} for any set A. According to [LRPY22,
Proposition 3.7], for any q0 > 0 and x ∈ Bn, there exists a constant Cq0 > 0 independent of
n, x such that uniformly

E|DxF
MST
Bn

(P(λ))|q0 ≤ Cq0. (6.7)

The same bound also holds for DxF
y,MST
Bn

As for the second order cost, according to [LRPY22, Proposition 3.11]2, for any q0 ≥ 1,
there exist constants E0 > 0, E1 > 0, E2 > 0 such that for any x1 ∈ Bn with d(x1, ∂Bn) > nα,

E|Dx1F
MST
Bn

(Ax1)−Dx1F
MST
Bn

(P(λ))|q0 ≤
{

E0n
−E1 , if d = 2,

E0(log n)
−E2, if d ≥ 3.

(6.8)

The same bound also holds for Dx1F
y,MST
Bn

. On the other hand, the variance bound is directly
from [LRPY22, Propostion 3.9]: there exists a constant c > 0,

VarFMST
Bn

(P(λ)) ≥ c|Bn| ≍ nd,

.
Then, plugging these two bounds (6.7) and (6.8) in Theorem 3.1, we get that there exist

constants Cfirst > 0 and Csecond > 0 such that,
2∑

j=1

bj(x1, Ax1)
1
4 ≤ Cfirst,

2This proposition is provided for q0 = 1. However, a closer examination of the proof reveals that it can
be extended to any q0 ≥ 1 in a straightforward manner.
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and for x3 ∈ Bn, d(x3, ∂Bn) > nα and d(x1, x3) ≥ nα,

5∑

j=3

bj(x3, x1, Ax3)
1
4 ≤

{

2E0n
−E1, if d = 2,

2E0(logn)
−E2 , if d ≥ 3,

and for other (x1, x3) ∈ Bn × Bn, the points near the boundary of Bn, similar to [LRPY22,
proof of Proposition 3.11], we just apply uniform moment bounds for the flexible cost func-
tions and get

5∑

j=3

bj(x3, x1, Ax3)
1
4 ≤ Csecond.

Therefore, by the fact that

|{(x, y) ∈ B2
n : Ax ∩ Bn ∩Ay 6= ∅}| ≍ ndndα,

then we have,

γ′
1 .







n
dα
2

n
d
2

Csecond + 2E0n
−E1 , if d = 2,

n
dα
2

n
d
2

Csecond + 2E0(log n)
−E2, if d ≥ 3.

Similarly, one can derive

γ′
2 .







n
dα
2

n
d
2

Csecond + 2E0n
−E1 , if d = 2,

n
dα
2

n
d
2

Csecond + 2E0(log n)
−E2, if d ≥ 3,

and

γ′
3, γ

′
4, γ

′
5 .

1

n
d
2

,

and

γ′
6 .







n
dα
2

n
d
2

Csecond + 2E0n
−E1 , if d = 2,

n
dα
2

n
d
2

Csecond + 2E0(log n)
−E2, if d ≥ 3,

Therefore, we complete the proof by invoking Theorem 3.1. �
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Appendix A. Background on TDA

Definition A.1 (Simplicial Complexes). An abstract simplicial complex over a (finite) ver-
tex set An := {a1, . . . , an} is a collection S of subsets of An with the properties that

(i) {ai} ∈ S, i = 1, . . . , n,
(ii) σ ∈ S and τ ⊂ σ implies that τ ∈ S.

Every τ ⊂ σ is called a face of σ. Every σ ∈ S with |σ| = ℓ+ 1, ℓ ≥ 0, is called ℓ-simplex.

Note that the vertices do not necessarily have to be elements of a Euclidean space. If they
are (affinely independent) elements of Rd, one can think of every simplex of order ℓ ≤ d as a
convex hull of ℓ+1 (affinely independent) vertices, so that 0-simplices are points, 1-simplices
are lines, 2-simplices are triangles, etc. The following two types of simplicial complexes, the
Vietoris-Rips complex (VR complex) and the Čech complex, are widely used in TDA.
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Definition A.2 (VR Complex). Following the definition A.1, let the vertex set An be in
a metric space with the metric d. Then, the VR complex VRr(An) for a given postive real
number r > 0 is a collection of simplices, where a simplex σ ∈ VRr(An) if and only if for
any pair of vertices ai, aj ∈ σ, d(ai, aj) < r.

Definition A.3 (Čech Complex). Following the definition A.1, let the vertex set An be in
a metric space with the metric d. Then, the Čech complex Cr(An) for a given postive real
number r > 0 is a collection of simplices, where a simplex σ := {ai}i∈I ∈ Cr(An) for some
I ⊂ {1, 2, ..., n} if and only if for ∩

i∈I
Bai

(
r
2

)
6= ∅.

Definition A.4 (Filtrations). A filtration S of a simplicial complex S is a nested sequence of
simplicial complexes ∅ = S0 ⊂ S1 ⊂ · · · ⊂ SI = S, where Si = Si−1∪σi, i = 1, . . . , I for some
σi ∈ S. A filtration is thus equivalent to an ordering of the simplices in the complex. Usually,
a filtration is given in form of a filtration function ψ : S → R that assigns a real value ψ(σ)
to each simplex σ ∈ S. The filtration itself is then defined via S(r) = {σ ∈ S : ψ(σ) ≤ r}.
Note that while r is a continuous parameter, there are only finitely many values of r at
which the complex is changing for a simplex over a finite set of vertices as considered here.
Additionally, the parameter r here is called as the filtration parameter or the filtration time.

Remark A.1. The real number r in Definition A.2 and A.3 is called the filtration parame-
ter/time for the VR complex and the Čech complex respectively.
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