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ABSTRACT Atomic ForceMicroscopy (AFM) has been a broadly used platform for high-resolution imaging
and mechanical characterization of a wide range of samples. However, this technique can be time-consuming
and heavily relies on constant human supervision and human insight for data acquisition and analysis.
Recent advancement in artificial intelligence (AI) provides the potential for efficient data analysis for AFM
applications. The fusion of AFM with AI for effective image analysis and classification still remains an
ongoing research endeavor. In this study, we present a novel AFM image defect detection and classification
framework, AFM_YOLO-ResNet, using advanced deep learning (DL) techniques. Central to our approach
is a highly integrated DL model that consists of a YOLO image defect detection layer and a ResNet feature
extraction and classification layer. The proposed AFM_YOLO-ResNet framework is trained with expert
annotated AFM images, and prepared to assess future AFM images from similar samples. Performance of
AFM_YOLO-ResNet was validated for AFM image defect detection and classification, and compared with
three commonly used transfer learning and computer visionmodels (Googlenet, Darknet, andYOLOv8). The
results with high training and validation accuracies demonstrated that the AFM_YOLO-ResNet framework
greatly improves the AFM imaging analysis efficiency.

INDEX TERMS AFM, deep learning, image analysis, identification, classification.

I. INTRODUCTION
Within the family of ‘‘scanning probe microscopy’’, atomic
force microscopy (AFM) is an excellent platform for
high-resolution surface topography imaging and mechan-
ical characterization. It can work with a wide range of
materials, such as composites, ceramics, polymers, as well
as biological samples [1], [2], [3]. AFM characterization
can be carried out in multiple mediums, including ambient
air, liquid dispersions, and controlled environments. It is
capable of providing 3-D surface/mechanical property profile
images [4], [5]. Owing to the superior force, spatial resolution
as well as versatility, AFM has been one of the most popular
characterization instruments for material studies [6], [7].
However, this technique is not without limitations. AFM
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characterization is time-consuming, elusive, and prone to
errors as it relies on constant human supervision and human
insight for image data acquisition and analysis. This is largely
attributed to the inherent issues in AFM operations, such
as cantilever tip degradation after extended usage, sample
damage (especially on soft samples) due to non-optimized
force settings, and imaging performed at undesired locations.
This requires that experimentalists must manually screen and
identify the defects in each AFM image, which often fails
to be fast, accurate, and consistent. Hence, the throughput
of AFM characterization is greatly limited. Therefore, it is
evident that alternative methodologies are needed to alleviate
these issues to advance AFM technologies.

Artificial intelligence (AI) and machine learning (ML)
tools become the natural choices to reduce the time and labor
cost in AFM imaging analysis. The significant advancements
in the area of AI and deep learning (DL) in recent years
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have profoundly influenced imaging analysis. Some of these
technologies have been developed and implemented for
image post-processing and the analysis of various samples,
thus refining data quality and improving the overall sample
characterization efficiency. Moreover, the materials science
community has started integrating AI techniques with AFM
to perform high-throughput pattern recognition and advanced
data post-processing tasks [8], [9], [10]. Bai and Wu has
reported an autodetection method for flexible nanowires
using DL technique [8]. Müller et al proposed an ML tool to
automate the data quality assessment of AFM force-distance
curve measurement of biological tissues [9]. Huang et al.
demonstrated an AI-based AFM that is capable of imaging
processing in real-time on the fly for ferroelectric materials
and electrochemical systems [10]. Additionally, research
efforts on combiningAI andML in image-basedAFMsample
region selection and data modeling have been reported.
Rade et al. have developed aDL-based approach to automated
sample selection for AFM living cell measurement [5].
Krull et al. proposed an AI framework for AFM good
sample region selection and good/bad image sorting [11].
Alldritt et al. developed a DL infrastructure that correlates
AFM images with specific molecular configurations [12].
Although these efforts have demonstrated promising results,
they are primarily focusing on post-operation data handling
for certain limited samples. The broad AFM application still
demands better automated approaches that can be adopted for
image analysis and identification of a wide variety of samples
to substantially improve the throughput.

In this paper, we leverage the DL-based image feature
detection and classification tools to propose an AI-driven
AFM image defect detection and classification framework.
This framework seeks to overcome the inherent limitations of
AFM image quality assessment and identification of diverse
samples, aiming to substantially cut down on labor costs
and time. The AI framework consists of a real-time object
detection layer for image defect identification and a con-
volution neural network (CNN) layer for feature extraction
and classification. To ensure defect detection fidelity, this
framework has been trained using a dataset of AFM images,
each annotated by specialists to highlight different defects.
The trained AI framework focuses on the detection and
classification of three major AFM image defect profiles:
scratches, wobbles, and cracks. Specifically, the proposed
framework leverages the ‘‘You Only Look Once’’(YOLOv5)
[13] as the defect detector and Residual Network (ResNet-
34) [14] as an advanced feature delineator and classifier
thus, namely AFM_YOLO-ResNet. The former is selected for
its fast computation, superior detection precision, and lean
model dimensions, while the latter is tailor-made for feature
curation and classification tasks. Taking AFM images as the
input, the framework outputs the detected defect’s profile
(e.g., the shape of the defect) and its precise coordinates
(e.g., location and dimension). These results can serve as the
foundation for subsequent sample evaluations and decision-
making tool during AFM operation.

For demonstration, AFM_YOLO-ResNet has been trained
and tested using AFM images with varying defect types
and sizes of two samples: highly ordered pyrolytic graphite
(HOPG) and hard disk. The training, validation, and testing
accuracies for these samples were 90.13%, 87.68%, and
85.45%, respectively. In addition, AFM_YOLO-ResNet was
also compared with existing DL image analysis models,
such as Googlenet, Darknet, and the newly announced
YOLOv8 using the same dataset. AFM_YOLO-ResNet’s
accuracies in terms of training, validation, and testing
are notably higher than that of the three aforemen-
tioned models, highlighting the superiority of this work’s
approach for defect identification and quality assessment
in AFM applications. The key contributions of this work
are:

• A successful DL model, AFM_YOLO-ResNet, which
integrates YOLOv5 andResNet-34 forAFM topography
image defect detection and classification.

• Custom AFM image preparation algorithms to enhance
data quality and consistency.

• Integration of the DL model with data augmentation
and transfer learning to enable accurate detection and
classification of small objects.

• Thoroughmodel performance evaluation plan to demon-
strate the efficacy of the proposed approach and
its superiority over existing commonly used object
detection and classification models.

With the high accuracies, implementing the proposed
AI approach can greatly lower the time and labor cost in
AFM quality analysis, and can be potentially extended to
other applications where image analysis is critical, such
as manufacturing, material engineering, and biomedical
engineering.

II. METHODS
A. AFM IMAGE DATA COLLECTION
AFM sample topography images are essential for training
and validating this DL model and were acquired during
the AFM scanning process of various samples. The sample
topography images were acquired from commercial AFM
systems (Dimension Icon and BioResolve AFMs, Bruker
Nano Inc.).

The images were saved in the .spm format, which is a
standard file format for AFM data export. This format retains
crucial 3D information about the sample, such as topography,
adhesion, and nanomechanical property signals at each lateral
imaging location. The choice of .spm format ensures that
the data remains compatible with the software and analytical
tools commonly used in AFM research.

B. DL MODEL FOR AFM IMAGE DEFECT DETECTION AND
CLASSIFICATION
A DL model, AFM_YOLO-ResNet, which could be well-
trained to identify a variety of defects in AFM topography
images, was developed and explained in the following
sections.
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FIGURE 1. Overview of the proposed DL AFM_YOLO-ResNet framework.

1) ARCHITECTURE OF THE AFM_YOLO-ResNet FRAMEWORK
AFM_YOLO-ResNet focuses on detecting the presence of
imaging defects (blemishes) and categorizing common defect
types, such as cracks, scratches, and wobbles. These defects
are often observed in AFM imaging applications.

As depicted in Figure 1, the proposed AFM_YOLO-
ResNet model consists of two main components: a defect
detector and a feature extractor and classifier.

Despite undergoing several revisions and tests, including
the latest version, YOLOv8, YOLOv5 [15] was selected
for defect shape detection and localization in this work for
its speed, simplicity, and accuracy. Launched in 2020 as
an unofficial iteration of the YOLO series, YOLOv5
brings numerous enhancements compared to its predecessors.
Although not the most recent version, YOLOv5 significantly
improves processing speed, accuracy, and model compact-
ness. Additionally, it offers a more streamlined architecture
that reduces parameters and optimizes computing resource
utilization. Consequently, it is suitable for object detection
tasks involving image feature detection and object local-
ization. Employing a single convolutional neural network
[16], YOLOv5 divides input images into grids based on
the principle of ‘‘You Only Look Once’’ to predict object
presence and location within each grid cell. YOLOv5 uses
bounding box regression [17] for optimizing object scale
variations to enhance its detection capabilities. Each grid
cell predicts multiple bounding boxes along with their
coordinates, dimensions, and likelihoods of objects within
them; conditional class probabilities are also provided for
defect detection purposes while bounding boxes serve defect
localization needs.

YOLOv5, as illustratively shown in Figure 2, consists
of three main components: backbone, neck, and head.
It uses CSPDarknet53 [18] as the backbone feature extractor.
The main structure of CSPDarknet53 is the stacking of

several CBS (Conv+ BatchNorm + SiLU) modules with C3
(Concentrated-Comprehensive Convolution) modules [19],
and then connecting to an SPPF (Spatial Pyramid Pooling
with Features) module [17]. The CBS module is used
to assist the C3 module in feature extraction, while the
SPPF module enhances the feature expression ability of the
backbone. This setup helps to improve the running speed.
An integrated feature fusion network [17], which consists
of FPN (Feature pyramid network [20]) and PAN (Path
aggregation network [21]), serves as the neck of YOLOv5
for object detection to generate three feature maps P3, P4,
and P5 (with the dimensions of 80 × 80, 40 × 40 and 20 ×

20) to detect small, medium, and large objects, respectively.
FPN performs upsampling of the backbone output to generate
feature maps for detecting different scales objects with a
top-down feature fusion path. PAN performs downsampling
with a bottom-up feature fusion path to further enhance
the detection accuracy for different scales objects. The
head then executes the confidence score calculation and the
bounding box regression of the detected objects [17] using
the generated feature maps. The regression process uses the
x and y offsets calculated by the model to adjust the center
coordinate of the preset prior anchor and the final prediction
box size.

Although the superiority of YOLOv5 in object detection
has been demonstrated in studies, it is known to have
relatively low accuracy in classification, especially for
small objects. In this work, an image classification model,
ResNet-34 [22], is integrated with YOLOv5 to ensure the
classification accuracy. The central innovation of ResNet
lies in its utilization of ‘‘residual connections’’ [22], [23]
that can avoid the gradient vanishing problem, enabling the
model to master a residual mapping between the input and
output of each layer rather than endeavoring to learn the
entire mapping directly. The classical ResNet-34 network
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FIGURE 2. Illustrative architecture of YOLOv5 (input image with pixel size of 640 × 640×3 as an example).

FIGURE 3. Architecture of ResNet-34.

(see Figure 3) contains one convolutional layer, four residual
modules, and one fully connected layer [22]. The input
image is first processed by the first convolution layer, batch
normalization, and maximum pooling to get the low-level
features, which are input of the subsequent residual module.
A residual module contains repeated residual blocks that have
two 3×3 convolutional layers with the same number of output
channels. In ResNet-34, the four residual modules have 3,
4, 6, and 3 repeated residual blocks with 64, 128, 256, and
512 channels, respectively. Finally, the fully connected layer
outputs the classification results.

To harness the strengths of both YOLOv5 and ResNet-
34, the proposed model, AFM_YOLO-ResNet, merges these
two sequentially by taking the output of YOLOv5 as the
input of the ResNet-34 classifier (see Figure 1). In this

configuration, YOLOv5 acts as the ‘‘conduit’’ for defect
detection, encompassing both the detection and localization
of defects. More precisely, YOLOv5 identifies the defects
(blemishes) within the AFM images and pinpoints their
locations, which are then forwarded to ResNet-34 for defect
extraction and type classification. By integrating these two
techniques, the high-level features discerned and categorized
by ResNet-34 can be employed to enhance the overall
classification performance.

2) DATA PREPROCESSING
a: DATA CONVERSION
In order to speed up the training process of the AFM_YOLO-
ResNet, converted JPEG images were used. To streamline the
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image processing workflow and enhance efficiency, a custom
Python script was developed to seamlessly interface with
the AFM Nanoscope Analysis software (Bruker Nano Inc.),
allowing for the automatic conversion of all multi-channel
.spm files into high-quality JPEG images. This conversion
step is critical for data preprocessing, as the majority of
deep learning frameworks can directly read and process JPEG
images without additional conversions or adaptations.

Employing NanoScope Analysis for batch conversion
provided an efficient and reliable way to handle the AFM
raw image data. This significantly streamlined the data
preparation workflow and ensured the preservation of image
quality throughout the conversion process. Compared to the
original .spm files, JPEG images are smaller in size, making
themmore manageable for storage and transmission, yet they
still retain ample information for the model to learn from.

b: DATA ANNOTATION
Accurately annotating the defects is labor intensive and
essentially important for the success of model learning. For
the purpose of defect annotation [24], [25], phase-contrast
images were generated from the JPEG files. Then we utilized
an open-source tool, OpenLabeling [26], to facilitate manual
data annotation. Each defect in the training dataset was
manually outlined by designating a bounding box on the
images. Through OpenLabeling, defects in each sample
image were meticulously marked and categorized. Upon
deactivation of the marker, a corresponding text (.txt) file
containing the information of the annotated defect data was
generated. Specifically, each defect was characterized by
three attributes: an index denoting the object class (or defect
type), (x, y) coordinates pinpointing the central location of
the defect, and the dimensions (both width and height) of
the defect. The location and dimensional parameters were
normalized with respect to the overall image dimensions.

However, the manual acquisition of these sample images
was indeed labor-intensive in terms of time and effort.
Notwithstanding our diligent efforts, the resulting annotated
dataset remained modest in size.

c: DATA AUGMENTATION
To address the dataset limit issue, we augmented [27] the
data to increase the effective size of the dataset and enhance
the robustness of machine learning models. The original
annotated images undergo various transformations to create
the augmented samples. These transformations included
mirroring, rotation (both clockwise and counterclockwise by
90Â◦), and flipping (both vertically and horizontally).
The augmented samples were then integrated into the

training set (see Algorithm 1). This not only increased the
volume of the training dataset but also introduced a broader
range of defect orientations. As a result, the DLmodel is more
resilient and capable of handling diverse defect orientations
after training.

This entire process of training data preparation is visual-
ized in Figure 4, which illustrates how data augmentation
contributes to the dataset increase.

Algorithm 1 Data Loading and Augmentation
Input:

Dataset Path: path_to_dataset
Output:

Augmented Dataset Daug

1: procedure LoadAndAugmentData(dataset)
2: Initialize D as an empty dataset
3: Load dataset from path_to_dataset
4: for each img_path in path_to_dataset do
5: Load image load_image(img_path)
6: Add img_jpeg to D
7: Initialize Daug as an empty dataset
8: for each img_jpeg in D do
9: Apply augmentation techniques to img_jpeg
10: Add augmented images to Daug

return Daug

C. TRAINING WITH TRANSFER LEARNING
The foundation for training the proposed AFM_YOLO-
ResNet DL model lies in the carefully curated training
dataset. To ensure comprehensive evaluation and robust
training, we employed a meticulous data-splitting approach.
Initially, 20% of the dataset was reserved for rigorous testing,
while the remaining 80% served as the core for model
development.

Within the 80% subset, we further divided it into two
distinct sets: 75% of it was designated as the primary
training set, and the remaining 25% was allocated as the
validation set. This segregation allowed us to harness 60%
of the entire dataset for intensive model training while
reserving the remaining 20% for continuous validation. This
validation subset played a pivotal role in tuning the model’s
hyperparameters and generalization capabilities throughout
the training process.

Advanced transfer learning [28], [29], a process thoroughly
detailed in Algorithm 2, was implemented to expedite
the training process while enhancing overall effectiveness.
In stead of training the model from scratch, pretrained
weights obtained for traffic lights identification using the
Microsoft COCO dataset [30], [31] was used as a start point
aiming to reduce the overall training time and resources.
Other pretrained weights can be implemented as well to
optimize the training efficiency. The network was then
further fine-tuned for AFM images using the transfer learning
technique. Specifically, the initial training utilized high-
resolution images (i.e., those AFM images with a bigger
number of scan points at each scan line) from the dataset
to ensure the model could discern fine details within the
AFM images. Subsequently, the training process was refined
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FIGURE 4. Training data preparation.

FIGURE 5. Defection detection test results of the HOPG sample (a) and (b), and hard disk surface
sample (c) and (d).

using mixed-resolution images, further honing the model’s
adaptability.

Integration of transfer learning with pretrained model
weights significantly contributed to a more robust learning
experience, particularly in the recognition and classification
of diverse defect types within the intricate AFM images.

III. RESULTS AND DISCUSSION
A. DATA SET
The AFM topographical images of highly ordered pyrolytic
graphite (HOPG) and hard disk surfaces formed the basis
for the AFM_YOLO-ResNet DLmodel’s training and testing
(see Figure 5 for example, AFM images of these two
samples). The dataset consists of 200 images for each sample
type. These images were divided into three subsets: 60% for
training, 20% for validation, and 20% for testing, ensuring
no overlap among the subsets to minimize the effect of

data discrepancy. Given the relatively small size of the
dataset, data augmentation and transfer learning techniques
to enhance the model’s performance and robustness. These
techniques allow the framework to generalize better and
achieve high accuracy despite the limited number of images.

B. TRAINING OPTIMIZATION AND MODEL
PERFORMANCE
The model’s training leveraged the YOLOv5 architecture,
complemented by the robust feature extraction capabilities of
ResNet-34. Python based PyTorch [32], a popular DL library,
was used to develop the proposed AFM_YOLO-ResNet
network. The training was conducted up to 1000 epochs,
with a focus on optimizing the model training and validation
performance. Both Adam [33] and Stochastic Gradient
Descent (SGD) [34] optimizers were tested to achieve the
optimal performance.

132032 VOLUME 12, 2024



J. Zhang et al.: AFM Imaging Defect Detection and Classification Using Deep Learning

Algorithm 2 Training With Transfer Learning
Input:

Augmented Dataset Daug
Pre-trained YOLOv5 and ResNet-34 models:

model_yolo, model_resnet34
Number of epochs e
Learning rate α

Output:
Trained YOLOv5 and ResNet-34 models

1: procedure TrainWithTransferLearn-
ing(Daug,model_YOLO,model_resnet34, e, α)

2: for e = 1 to e do
3: for each img_jpeg in Daug do
4: Process the image with YOLOv5:
5: results = model_yolo(img_jpeg)
6: Extract bounding boxes and confidence

scores:
7: preds = results.pred[0]
8: for each box in preds do
9: Extract ROI:

10: roi = extract_roi(img_jpeg,
box)

11: Resize the ROI for ResNet-34:
12: roi_resized =

cv2.resize(roi, (224, 224))
13: Perform backpropagation and update

models
14: Update learning rate α if needed
15: return Trained model_YOLO and model_resnet34

During the process of obtaining the optimal configura-
tion, extensive tests with diverse permutations of network
parameters were performed. Adjustments included training
batch sizes, epoch numbers, and learning rate variations.
The performance of the model under each configuration was
rigorously assessed using the mean average precision (mAP)
for all defect categories. The outcomes of these evaluations
are consolidated in Table 1.

TABLE 1. Performance of the DL model trained with different network
configurations. The mAP value over all defect shapes is used for selecting
the optimal configuration (highlighted).

From themAP evaluations, the configuration that delivered
the best accuracy is highlighted in Table 1 (the last row), with

the mAP score of 90.2% over all defect shapes. It’s worth
noting that during training, the learning rate initially was set
to 0.001 and then changed to 0.0002 when the epoch number
was 500. Post the 300-epoch mark, the mAP decreased for
both optimizers, signaling overfitting occurred. The final
training, validation, and test accuracies are 90.13%, 87.68%,
and 85.45%, respectively, as shown in Figure 6 (a).

C. MODEL TEST
AFM_YOLO-ResNet’s performance was evaluated using
various metrics on the designated test dataset. This evaluation
highlighted the model’s precision in detecting and classifying
common defects. Examples of defect detection outcomes for
the two samples are visually depicted in Figure 5, showcasing
the precision of defect type, location, and dimensions
achieved by this AFM_YOLO-ResNet DL model.

The confusion matrix (CM), shown in Figure 7, was
used to assess the classification performance. ‘‘True’’ in
CM refers to the actual defect categories, and ‘‘Prediction’’
refers to instances that are classified/predicted by the model.
Therefore, the diagonal elements in the CM represent the
cases where the model prediction matches the actual ‘‘true’’
result.

Scratches, one of themost common defects in AFM images
usually caused by improper probe-sample contact. These
were detected with a high precision of 93.62%: 44 out of 47
(along the row) were detected correctly. Meanwhile, the false
predictions were low: the false positive detection is 8.51%
(4 out of 47), and the false negative rate is 6.38% (3 out of
47). Cracks, another prevalent defect type, were detected with
an accuracy rate of 81.13%. The false negative prediction
is 5.66% (3 out of 53), and the false positive prediction
is 18.87% (10 out 53). Notably, most of the false positive
prediction was contributed from background classification.
This indicates the model sensitivity needs to be further
improved. The prediction performance for wobbles is high
as well, with 85.11% (40 out of 47) accuracy, respectively.
Similarly seen in the crack detection, misprediction of this
defect type as the background is relatively higher compared
to other false negative cases.

Overall, the CM demonstrates that the proposed
AFM_YOLO-ResNet model was able to detect each type
of defect with high accuracy, even considering the false
predictions. As most of the false predictions were related
to the background, further improvement of the classification
performance can be achieved by increasing the model
sensitivity.

Furthermore, we have tested the effect of dataset size on
the performance of AFM_YOLO-ResNet by checking the
testing accuracy for the same full testing subset mentioned
earlier while reducing the training and validation dataset size
(before augmentation). The results are shown in Figure 8.
As it can be seen, with 75% (120 images per sample before
augmentation) of the full model development (training and
validation) dataset used (same 3:1 training vs. validation
split ratio), the training, validation, and testing accuracies
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FIGURE 6. Accuracy progression over 300 epochs comparing (a)AFM_YOLO-ResNet with (b)YOLOv8 [35], (c)Darknet [36], and (d)Googlenet [37].
The performance curves highlight the superior accuracy and training efficiency of the AFM_YOLO-ResNet model across the training duration.

are only 75%, 73% and 70%, respectively. This implies
the proposed AFM_YOLO-ResNet model requires a dataset
close to the size of the full model development set (320
images) for properly fine-tuning: the training, validation, and
testing accuracies are all above 85%.

D. CLASSIFICATION RESULT COMPARISON
To further validate the proposed AFM_YOLO-ResNet
model, we compared its training and testing performancewith
that of existing DL image analysis models, such as YOLOv8,
Darknet, and Googlenet. The same full dataset was used for
training and testing these models. Note that, since the dataset
used is relatively small, early stopping was applied during the
training process to prevent overfitting, which results in fewer
learning iterations. With this consideration, the maximum
epoch number used was 300. The performance of all the
models is presented in Figure 6.
Despite YOLOv8 being the latest iteration in its series and

achieving the highest accuracy among reported techniques,
it presented notable challenges. Notably, it demanded sig-
nificantly longer training time (with the same dataset): 8h
51min for YOLOv8 vs. 2h 43min for the proposed model.
This may be caused by the larger size of YOLOv8 model
vs YOLOv5, which makes training slower. YOLOv8 also

failed to deliver a similar accuracy: YOLOv8 achieved a final
training accuracy of 86.34%, testing accuracy of 82.13%,
and validation accuracy of 83.71%, compared to 90.13%,
85.45%, and 87.68%, respectively of AFM_YOLO-ResNet
model. One reason for the low performance of YOLOv8 is the
limited dataset: the limited data in terms of size and versatility
(defects only from two samples) is not enough to train the
heavy YOLOv8model. Also, because the task mostly focuses
on small object (e.g., defect) detection, while YOLOv8 is
known to have limitations on small object detection as it’s
primarily designed for detecting features across broad scale
ranges [38], bigger detection and classification errors have
been observed. Moreover, an enhanced classifier (ResNet-
34) integrated into the proposed model may also contribute
to superior performance, while YOLOv8 doesn’t have one.
Therefore, the comparison highlighted the superiority of the
proposed approach over YOLOv8 for AFM image detection
with limited data.

For Darknet, the accuracy achieved was significantly
lower: 76.43% for training, 71.03% for testing, and 72.65%
for validation. As a popular object detection DL framework,
Darknet is commonly used as the backbone of YOLO for
feature detection and extraction [39]. Limited by its capability
in object classification, it is expected that the performance

132034 VOLUME 12, 2024



J. Zhang et al.: AFM Imaging Defect Detection and Classification Using Deep Learning

FIGURE 7. Confusion Matrix: True labels are on the vertical axis, while
predicted labels are on the horizontal axis. The absolute numbers
represent the number of images predicted with each type of defects or
background. The percentage fractions were calculated along each row.

FIGURE 8. AFM_YOLO-ResNet performance vs. model development
(training and validation) dataset size. The percentage data size is with
respect to that of the full model development subset (160 images each
sample). The testing accuracies are for the same aforementioned full
testing subset (40 images per sample).

of Darknet for this task cannot compete with that of the
proposed approach, which consists of a powerful object
detector (YOLOv5) and an enhanced classifier (ResNet-34).

Similarly, the performance was also less satisfying from
Googlenet, with a training accuracy of 69.90%, testing
accuracy of 67.22%, and validation accuracy of 67.00%.
As a generalized transfer learning framework for image
classification, Googlenet is known for high computation
efficiency but lacks the identification of small objects present
in the image and also the localization of the area where the
object is present in the image [40]. Compared to the proposed
approach, Googlenet falls short of the small object detection
capability. Therefore, the accuracies delivered by Googlenet
were significantly lower.

Even though these three techniques have been broadly used
for feature detection and image classification tasks, the results

clearly demonstrated that these generalized models are less
optimal for the detection and classification of AFM image
defects when compared with the proposed AFM_YOLO-
ResNet framework. Therefore, it is indeed useful to develop
the proposed hybrid architecture for AFM image assessment.

Although a limited dataset was used for demonstration,
this framework can allow users to expand the database for
training with newly classified AFM images, thus enhancing
precision and adaptability. Such a flexible feature enables the
framework to assimilate and learn from an ever-expanding
array of sample images, reinforcing its capability to recognize
and classify a variety of image defects for various sample
types.

With the high accuracy provided by the proposed
AFM_YOLO-ResNet for AFM image defect detection and
classification, there are several promising directions for
future enhancement and application. Future work involves
model optimization and architectural enhancements, as well
as data expansion. Leveraging newly developed deep learning
architectures in combination with transfer learning could
lead to better performance and efficiency. Meanwhile, it will
be helpful in enhancing the model’s real-time processing
capabilities to fit the needs for applications requiring imme-
diate responses, such as AFM measurement for dynamic
sample evolution monitoring. For data expansion, expanding
the training dataset include a more diverse range of defect
types and image conditions would improve the model’s
robustness and generalizability. We will also explore other
data augmentation techniques, such as exploring more
sophisticated data augmentation techniques like synthetic
image generation [41]. These future directions highlight
the potential advantages and broader applicability of the
AFM_YOLO-ResNet framework, paving the way for innova-
tive applications and further advancements in defect detection
and classification.

IV. CONCLUSION
In this paper, a deep learning framework, AFM_YOLO-
ResNet, for defect detection and classification of Atomic
Force Microscopy topography images was developed. The
proposed framework combines the capabilities of YOLOv5
for accurate defect detection with those of ResNet-34 for
precise classification. To overcome the limitations of a lim-
ited dataset, strategic data augmentation and transfer learning
techniques have been integrated. The major significance of
the proposed approach are three folds:

• Demonstrated by the model test results, the AFM_
YOLO-ResNet framework successfully integrates
YOLOv5 and ResNet-34 together with strategic data
augmentation and transfer learning to achieve high
accuracy in defect detection and classification of AFM
images.

• Comparison with three existing image analysis
models demonstrated the superior performance of
AFM_YOLO-ResNet in terms of efficiency and
accuracy.
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• The adaptable design of the framework allows for its
application in broader image-based quality assessment
domains, including manufacturing, material engineer-
ing, and biomedical engineering.

These significants highlight the effectiveness and versatility
of the AFM_YOLO-ResNet framework in improving defect
detection and classification processes across various fields.
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