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Abstract

We present an analysis searching for dual active galactic nuclei (AGN) among 62 high-redshift (2.5< z< 3.5)
X-ray sources selected from the X-UDS, AEGIS-XD, CDF-S, and COSMOS-Legacy Chandra surveys. We aim to
quantify the frequency of dual AGN in the high-redshift Universe, which holds implications for black hole merger
timescales and low-frequency gravitational wave detection rates. We analyze each X-ray source using BAYMAX,
an analysis tool that calculates the Bayes factor for whether a given archival Chandra AGN is more likely a single
or dual point source. We find no strong evidence for dual AGN in any individual source in our sample. We increase
our sensitivity to search for dual AGN across the sample by comparing our measured distribution of Bayes factors
to that expected from a sample composed entirely of single point sources and find no evidence for dual AGN in the
sample distribution. Although our analysis utilizes one of the largest Chandra catalogs of high-z X-ray point
sources available to study, the findings remain limited by the modest number of sources observed at the highest
spatial resolution with Chandra and the typical count rates of the detected sources. Our nondetection allows us to
place an upper limit on the X-ray dual AGN fraction at 2.5< z< 3.5 of 4.8% at the 95% confidence level.
Expanding substantially on these results at X-ray wavelengths will require future surveys spanning larger sky areas
and extending to fainter fluxes than has been possible with Chandra. We illustrate the potential of the AXIS
mission concept in this regard.

Unified Astronomy Thesaurus concepts: X-ray active galactic nuclei (2035); X-ray astronomy (1810);
Supermassive black holes (1663); Galaxy mergers (608)

Materials only available in the online version of record: machine-readable table

1. Introduction

There is now broad consensus that supermassive black holes
(SMBH) exist at the center of most massive (M* > 1010Me)
galaxies (Kormendy & Richstone 1995; Brusa et al. 2009).
Thus, during galaxy mergers, we may expect systems of two
interacting SMBHs. During such a merger, gas may be
funneled down to the SMBHs causing them both to accrete
and become active galactic nuclei (AGN; Barnes & Hernquist
1991; Sijacki et al. 2007; Hopkins et al. 2008). Such systems
can be classified as “dual AGN” at the earliest phase of
merger evolution, where the two AGN are at kiloparsec-scale
separations and not yet gravitationally bound. After evolving
for hundreds of Myr to Gyr the SMBHs can become
gravitationally bound (Begelman et al. 1980) and the system
can be classified as a “binary SMBH.”

Given the importance of galaxy mergers in the hierarchical
model of galaxy evolution, measurements of the prevalence of
dual AGN as a function of the redshift can strengthen our
understanding of how SMBHs and galaxies evolve together
over cosmic time (White & Rees 1978). Such measurements
can better constrain the timescales associated with SMBH
mergers (i.e., Begelman et al. 1980), develop a lower limit to
the dual SMBH occupation fractions at various redshifts, and
gain insight on SMBH merger rates to be detected with current
and future detectors.
The theory supports the case for the existence of binary

SMBHs with orbital separations under 10 pc (Dotti et al. 2007;
Mayer et al. 2007; Khan et al. 2012). However, finding strong
observational proof is challenging. Presently, the only widely
accepted binary SMBH is in the radio galaxy 0402+379 with a
projected separation of 7.3 pc (z= 0.055). Each nuclei have been
directly resolved via multifrequency observations using the Very
Long Baseline Array (Rodriguez et al. 2006) and follow-up over
the past decade has solidified the hypothesis via statistically
significant measurements of their proper motion (Bansal et al.
2017). These massive black hole mergers in the final phase of
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evolution are thought to be a source of low-frequency (<1 Hz)
gravitational waves in the Universe (Haehnelt 1994). This low-
frequency gravitational radiation can be observed via pulsar
timing arrays (PTAs; Manchester et al. 2013) for MSMBH�
108Me at z� 2, or future missions such as the Laser
Interferometer Space Antenna (Amaro-Seoane et al. 2012) for
106Me�MSMBH� 107Me at z� 20−30, or the Lunar Gravita-
tional-wave Antenna (Harms et al. 2021) for 103Me�
MSMBH� 106Me at z� 6. Importantly, these missions rely on
estimates of black hole merger rates to determine detection rates.

Most recently, results from PTAs have found evidence for
gravitational waves, with oscillations of years to decades,
thought to arise from pairs of orbiting SMBHs (Agazie et al.
2023a; EPTA Collaboration et al. 2023; Reardon et al. 2023; Xu
et al. 2023). The PTA gravitational-wave signal has been
compared to simulations of various SMBH binary populations.
Based on current measurements, the GW signal amplitude is
consistent with binary masses and/or densities that tend to be
shifted toward larger values, and thus produce larger gravita-
tional-wave background amplitudes (MSMBH,tot∼ 109Me;
η∼ 10−7Mpc−3 for a 109Me merger at z= 0.5; see Agazie
et al. 2023b for more details). An important component in
finetuning these results is a strong constraint on the overall
SMBH coalescence timescale. In particular, the dual-AGN
population at z= 1−3 is expected to evolve into the merging
population at z= 0.3−0.8, which contributes to the final signal
detected by PTAs (see Figure 12 in Agazie et al. 2023b).
Thus, quantifying the frequency of dual-AGN detections at z> 1
has important implications for future binary SMBH model
inferences.

There has yet to be an X-ray study that quantifies the
frequency of dual AGN at high redshift, or as a function of the
redshift. There exist many searches for quasar pairs in the high-
redshift Universe (z> 1), where tens of candidates have been
identified as AGN via their location in the photometric color
space, spectroscopic feature identification (e.g., CIV absorption
lines), or identification in the Faint Images of the Radio Sky at
Twenty cm survey (see, e.g., Hennawi et al. 2006; Myers et al.
2008; Hennawi et al. 2010; Kayo & Oguri 2012; McGreer et al.
2016; Eftekharzadeh et al. 2017; Vignali et al. 2018). Most
recently, two of the highest-z dual-AGN candidates (z> 5)
were detected via optical spectroscopy and photometry (Yue
et al. 2021, 2023). However, surveys with wide-area coverage
are necessary to find large samples of dual-AGN candidates
and determine their number density reliably. For example,
Stemo et al. (2021) analyzed a catalog of 2585 AGN host
galaxies observed with the Hubble Space Telescope and
spanning a redshift range of 0.2< z< 2.5. By identifying
AGN host galaxies with multiple stellar bulges, they find 204
offset and dual-AGN candidates.

New observational techniques that leverage the angular
resolution of Gaia provide effective first steps to detect dual
AGN at high z. Varstrometry techniques (see, e.g., Shen et al.
2019, 2021; Hwang et al. 2020) have been used to identify a
z> 2 dual AGN (Chen et al. 2023b) and the Gaia multipeak
method (Mannucci et al. 2022) has been used to detect dual-
AGN candidates at z> 1 (Ciurlo et al. 2023). Large optical
surveys have constrained the high-redshift dual-AGN fraction
to <1%, with no evolution across redshift (Silverman et al.
2020; Shen et al. 2023). However, optical AGN diagnostics are
affected by extinction and contamination from star formation,
which can be enhanced during highly obscured mergers

(Kocevski et al. 2015; Koss et al. 2016; Ricci et al. 2017;
Weston et al. 2017; Blecha et al. 2018; De Rosa et al. 2018;
Koss et al. 2018; Lanzuisi et al. 2018; Torres-Albà et al. 2018;
Hickox & Alexander 2018; De Rosa et al. 2019, 2023).
A more robust method for directly identifying dual AGN is to

observe two X-ray point sources with luminosities consistent with
accretion onto an SMBH (i.e., greater than ∼1041−1042 erg s−1 in
the 2−10 keV band; Fotopoulou et al. 2016; Lehmer et al. 2019).
In particular, Chandra’s superb subarcsecond half power diameter
(HPD) within 3′ of the optical axis allows separations on the order
of a few kiloparsecs to be probed at essentially any redshift, given
sufficiently deep exposures. However, despite the reliability
provided by X-ray detections via Chandra observations, distinctly
resolving two point sources becomes difficult at separations
approaching the resolution limit. Furthermore, systems of dual
point sources with a large contrast in flux and a low total number
counts (<100) can be difficult to resolve even with large physical
separations, leading to false-positive and false-negative identifica-
tions (Koss et al. 2015; Foord et al. 2020).
To identify dual and multiple AGN in Chandra observations

at low separations and counts, we have previously developed
and employed the Bayesian AnalYsis of Multiple AGN in
X-rays (BAYMAX; Foord et al. 2019, 2020, 2021). BAYMAX is a
Python code that carries out a Bayesian analysis to determine
whether a given Chandra source detection is composed of one
or two point sources. Analyses with BAYMAX increase
sensitivity to detecting dual-AGN systems (over standard
point-source detection algorithms such as wavdetect in the
CIAO analysis package13) for angular separations around or
below 1″, or when the secondary AGN is dim with respect to
the primary AGN.
In this paper, we set out to quantify the dual-AGN fraction in

the redshift range 2.5< z< 3.5, as part of a larger effort to
measure the dual-AGN frequency from 0< z< 3.5. We
examine 62 X-ray sources from publicly available deep
Chandra fields. Using BAYMAX, we quantify how likely each
source is to be composed of two point sources.
The remainder of the paper is organized into five sections. In

Section 2, we outline the surveys used to construct the sample
and the thresholds enforced in our analysis. In Section 3, we
review how BAYMAX distinguishes between single and dual
point sources in the Bayesian paradigm. We also outline the
prior densities used for all of the sources in the sample. In
Section 4, we present the results of using BAYMAX on our
sample, and a follow-up false-positive analysis. In Section 5,
we discuss the interpretation of the results and perform a
follow-up analysis on the presence of dual AGN in our sample.
We summarize our findings in Section 6.

2. Sample

Our sample of sources is drawn from X-ray point-source
catalogs created for publicly available deep Chandra fields: the
Chandra imaging of the Subaru-XMM Deep/UKIDSS Ultra
Deep Survey field (X-UDS; Kocevski et al. 2018), Chandra
imaging of the central region of the Extended Groth Strip
(AEGIS-XD; Nandra et al. 2015), Chandra Deep Field-South
(CDF-S; Luo et al. 2017), and the COSMOS-Legacy survey
(COSMOS; Civano et al. 2016). X-UDS consists of 25
observations covering a total area of 0.33 deg2 with a nominal
depth of ∼600 ks in the central 100 arcmin2 and ∼200 ks in the

13 https://cxc.cfa.harvard.edu/ciao/threads/wavdetect/
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remainder of the field; AEGIS-XD covers a region of
approximately 0.29 deg2 with a nominal depth of 800 ks;
CDF-S covers a total area of 484.2 arcmin2 with an effective
exposure of 7 Ms; the COSMOS survey consists of 56
observations covering an area of 2.2 deg2 with an effective
exposure of ∼160 ks over the central 1.5 deg2 and ∼80 ks of
the remaining area. Combined, there are 4574 X-ray point
sources across all catalogs. In Table 1 we list a summary of the
Chandra survey fields we use in our analysis.

The X-ray point-source catalogs we used supply photometric or
spectroscopic redshift information for each source, determined via
counterpart-matching from various ground- and space-based
surveys or computed using spectral energy distribution fitting.
Because the COSMOS X-ray point-source catalogs include
spectroscopic classifications, we also filter out any sources from
COSMOS that have been spectroscopically classified as a stars.
To create our sample, we enforce the following cuts on each
tabulated X-ray point source: 2.5< z< 3.5, �50 counts between
0.5 and 8 keV, and the off-axis angle (OAA; the angular distance
between the source position and the aim point of the pointing) of
every observation must be <5′.

We calculate whether a source has at least 50 counts between
0.5 and 8 keV, using the tabulated, full-band count number

associated with each detection in a given point-source catalog.
AEGIS and CDF-S define the full band as 0.5−7 keV, while
X-UDS and COSMOS define the full band as 0.5−10 keV. To
uniformly shift each count number into the 0.5−8 keV band,
we estimate the total fraction of 0.5−8 keV counts associated
with each source by assuming an X-ray power-law spectrum
with Γ= 1.8. We note that for AEGIS and CDF-S, shifting the
number of counts between 0.5 and 7 keV to 0.5 and 8 keV
results in minimal differences, given the effective area of
ACIS-S. We analyze each source in our sample by eye after
making this cut to ensure that we have at least 50 counts
associated with each AGN.
For each source that meets these criteria, we calculate the

OAA for each available observation, based on the source
coordinates and pointing of the telescope. We exclude any
pointings if a source has OAA above 5′. Due to computational
time constraints (see Section 3), we limit our analysis to a
maximum of 10 observations per source. Sources that cannot
meet our 50-count criterion across their 10 longest observations
are cut from the sample.
For observations with an OAA above 5′, modeling

Chandra’s point-spread function (PSF) increases in size and
becomes more asymmetric. Likewise, below 50 counts we lose
sensitivity to detecting dual point sources at separations
below 1″. For these reasons, we have enforced OAA and
count thresholds to remain sensitive to dual AGN at small
separations, while lowering the likelihood of false negatives
within our analysis. With 50 or more counts, we expect to be
sensitive to AGN with luminosities on the order of 1043 erg s−1

at z= 2.0.
With these considerations, our final sample is comprised of

62 X-ray sources. In Figure 1, we show the distribution of
redshifts, observation-averaged OAA values, and counts in our
sample. We note that the majority of sources in our sample
have less than 100 counts (34 sources), have an averaged OAA
greater than 3′ (41 sources), and have spectroscopically
determined redshifts (41 sources).

3. Methodology

BAYMAX is a Bayesian statistical package that estimates the
likelihood of multiple point sources within Chandra observa-
tions. Past studies have shown that for on-axis Chandra
observations with �700 counts between 0.5 and 8 keV,
BAYMAX is sensitive to dual point sources with separations as
low as 0 3 (Foord et al. 2019).

Table 1
Summary of the Archival Chandra Fields We Analyze with BAYMAX

Survey Exposure Time Area Flux Limit NAGN

(ks) (deg2) (erg s−1 cm−2) Nc > 50

COSMOS 160 2.2 5.7 × 10−16 212
X-UDS 200–600 0.33 4.4 × 10−16 36
AEGIS-XD 800 0.29 1.5 × 10−16 149
CDF-S 7000 0.13 0.59 × 10−16 159

Notes. For each survey, we list the effective exposure time, the area of survey
field, the flux limit in either the 0.5−10 keV (COSMOS, X-UDS, AEGIS-XD)
or the 0.5−7 keV (CDF-S) bands corresponding to an area completeness of 1%
(COSMOS, X-UDS, AEGIS-XD) or 20% (CDF-S), and the number of AGN
with more than 50 counts between 0.5 and 8 keV in the existing data. This list
only includes sources with off-axis angles of of 5¢ . Our results in this
manuscript focus on sources within the 2.5 < z < 3.5 range, but ongoing work
is analyzing sources across the full redshift range. COSMOS (Scoville et al.
2007; Elvis et al. 2009; Marchesi et al. 2016), X-UDS (Kocevski et al. 2018),
AEGIS-XD (covers the central 0.29 deg2 of AEGIS-XW to a depth of 800 ks;
Davis et al. 2007; Nandra et al. 2015), and CDF-S (Xue et al. 2011; Luo
et al. 2017)

Figure 1. Distributions of the redshift (left), OAA (center), and total counts between 0.5 and 8 keV (right) for the 62 X-ray sources composing the sample. Each X-ray
source has photometric or spectroscopic redshift data from its respective catalog. For sources with more than one observation, we calculate a weighted OAA average
(via the exposure time). The count number is determined by the number of 0.5−8 keV photons in a 20″ × 20″ box centered on the nominal coordinate listed in the
source catalog.
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BAYMAX identifies dual AGN in an observation by calculating
the Bayes factor, hereafter denoted by  . The  is defined as
the ratio of the marginal likelihoods corresponding to two
hypotheses, namely, dual versus single/point X-ray sources. In
this case, the  can be written as follows:

( ∣ )
( ∣ )

( ∣ ) ( ∣ )

( ∣ ) ( ∣ )
P D M

P D M

P D M P M d

P D M P M d

,

,
,2

1

2 2 2 2 2

1 1 1 1 1

ò
ò

q q q

q q q
= =

where D is our data, M2 is the dual-point-source model, M1 is
the single-point-source model, θ1 is the parameter vector for the
single-point-source model, and θ2 is the parameter vector for
the dual-point-source model. We see that in calculating  ,
BAYMAX estimates both the likelihood P(D|M, θ) and the prior
densities P(θ|M). Generally, a  greater or less than 1
indicates which model is favored (see Jeffreys 1935); however,
in Section 4 we further discuss how to assess the strength of a
particular Bayes factor.

BAYMAX calculates the  using nested sampling (Skilling
2004) via the Python package nestle.14 For a thorough
description of the statistical techniques used to estimate
likelihoods and posterior densities, see Foord et al. (2019,
2020).

3.1. Prior Densities

Here we briefly review the prior densities used for both the
single- and dual-source models. In the single-point-source
model, θ1 is composed of the source’s sky coordinate, μ, and
the logarithm of the background fraction, flog bkg. The back-
ground fraction is defined as the ratio of the number of counts
associated with the background versus the number of counts
associated with all point sources. For the dual-source model, θ2
is composed of the sky coordinates for each source, μ1 and μ2,
the logarithm of the background fraction, flog bkg, and the
logarithm of the count ratio, flog . The count ratio is defined as
the ratio of the number of counts between the secondary and
primary X-ray point source.

For sources with multiple observations, BAYMAX models the
PSF of each observation and calculates the likelihood for each
observation individually. In these cases, θ1 and θ2 include the x
and y components of the astrometric shifts between each
additional observation. The shifts are defined with respect to
the observation with the longest exposure time. For all source
positions μ, we use a noninformative prior defined by a
continuous uniform distribution. The x and y location priors are
defined by a 20″× 20″ box centered on the nominal X-ray
coordinate of the source. At 2.5< z< 3.5, this corresponds to a
physical box size with lengths in the range of 150–164 kpc,
sufficient for the expected kiloparsec-scale AGN separations.

The prior distribution for flog bkg is defined as a truncated
Gaussian distribution, with mean μbkg and σbkg. The value for
μbkg is estimated using source-free regions within a 50″× 50″
box centered on the source. The value for σbkg is set to 0.5. The
prior distribution for flog bkg is truncated at −3 and 0,
translating to a background count ratio ranging from 1/1000
to unity. This range amply covers the expected range of
background counts. The ACIS quiescent detector plus sky
background count rates (in units of cts s−1 chip−1) are
estimated to be between 3.1× 10−4 and 8.2× 10−4 cts s−1

within a 20″× 20″ box. For the longest exposure times in our
sample ( )100 ks , this corresponds to an expected maximum
of ( )10 background counts in our field of view (FOV). Thus,
at the low-count end of our sample, we expect flog bkg to
approach 0, while at the high-count end of our sample (where
the brightest sources in our sample have thousands of counts),
we expect flog bkg to have values approach −2.
If an AGN is sitting in a hot, diffuse, and high-count

background (observed in many nearby dual AGN; see, e.g.,
Foord et al. 2021), then this range may not be appropriate.
However, given the high redshift of our sample, we are not
sensitive to detecting (or discerning between) multiple back-
ground contributions (and indeed, visually most of our sources
have a very low background contribution; see Figure A1).
Lastly, for the dual-point-source model, the count ratio flog
prior is defined with a uniform distribution between −4 and 4.

4. Results

For every source, we have a lower photon energy cut at
0.5 keV and an upper energy cut at 8 keV. We analyze the
photons in a region equal to the prior distribution for μ. In
general, this is a 20″× 20″ box on the nominal X-ray
coordinate listed in the point-source catalogs.
For each source, BAYMAX outputs a log value and

statistical error bars returned from the nested sampling
procedure via nestle. In the past, we have found that the
statistical error bars returned from nestle are consistent with
the 1σ spread in the log values when running BAYMAX 100
times on a single source (Foord et al. 2020, 2021). In Table 2,
we list the log values and their respective error bars.
We note, because sources AEGISXD214.44+52.58, AEGI

SXD214.75+52.76, AEGISXD214.80+52.76, AEGISXD215.05
+52.93, CDFS53.03-27.78, CDFS53.03-27.80, CDFS53.07-27.87,
CDFS53.08-27.75, CDFS53.13-27.86, CDFS53.16-27.85, CDFS
53.16-27.81, and CDFS53.17-27.78 required an excessive amount
of computing time to analyze their set of 10 observations, only their
5 longest observations were analyzed (where the range of total
exposure times is still sufficiently deep, between 183 and 671 ks).
Additionally, sources XUDS34.52-5.06 and AEGISXD214.93
+52.77 contained a second, bright source within the 20″×
20″ FOV analyzed by BAYMAX. Both of the additional
bright sources were identified in their respective X-ray point-
source catalogs and had redshift measurements inconsistent
(>300 km s−1) with the X-ray point-source being analyzed.
Therefore, we interpreted these sources as merely projected pairs.
For these two sources, we ran BAYMAX with a smaller FOV that
avoids the additional bright and nearby source (see Figure A1). We
note that all sources still meet our 50-count threshold within this
subset.

4.1. False-positive Analysis

A source is determined to strongly favor the dual-point-
source model if (1) its log is greater than zero at the 3σ
level and (2) the false-positive rate of the log is below 10%.
The false-positive test for a source begins by running

BAYMAX on 100 single-point-source simulations. The simula-
tions are created via MARX (Davis et al. 2012), a program
designed to simulate the on-orbit performance of the Chandra
X-ray Observatory. MARX provides ray-trace simulations of a
variety of astrophysical sources and contains detailed models
for Chandra’s High Resolution Mirror Assembly, the HETG14 https://github.com/kbarbary/nestle
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and LETG gratings, and all the focal plane detectors (see Davis
et al. 2012 for more details).
The input for our MARX simulations is the same detector

position, pointing, exposure time, and energy spectrum as the
Chandra observation(s). This guarantees that the count number and
energy spectrum of the simulations closely match the observation.
BAYMAX’s analysis of the simulations is carried out with the same
prior densities and energy constraints for that particular source. We
then compare the measured log to the distribution of log
values from our false-positive test. We define the false-positive rate
to be the percentage of log values in the false-positive test that
are greater than the measured log for that source. The false-
positive rate represents the probability that BAYMAX returns a
log larger than the measured log if the system were, in
fact, a single point source.
A source is a dual-point-source candidate if its false-positive

rate is 10% or less. Given this threshold, we find that none of
the sources show strong evidence of being a dual point source
in the false-positive test. Therefore, we cannot conclude that
any individual source within our sample has strong evidence of
being a dual X-ray point source.
Of the five sources with a log greater than zero at the 3σ

level, all have an average weighted OAA greater than 3′. Due
to the difficulty in modeling the PSF at high OAA, sources with
large OAA values are prone to having a log in favor of the
dual-point-source model, with log values increasing as a
function of OAA.
To quantify this effect in our analysis, we investigate the

distribution of log values that would be expected if our
sample were entirely composed of simulated single point
sources, determining the results as a function of the OAA. To
account for the statistical variation in the single-point-source
simulations, for each source, we create 100 simulations. These
are created following the same procedure for our false-positive
analysis. We then utilize BAYMAX to calculate a log for
each simulation, for each source.
The results of this investigation are shown in Figure 2, which

shows the 90th percentiles of the cumulative distribution
function (CDF) of the 100 simulated single-point-source
log values calculated for each source, plotted against the
source’s OAA. The five sources that returned a calculated
log greater than zero within error are given red data points.
We note that for sources with more than one observation, we
calculate the weighted OAA average (via the exposure times).
By examining the 90th percentiles, we avoid outlier log
values that may influence parameters such as the mean.

5. Discussion

5.1. Aggregate Sample Analysis

Above OAA values of 3′, we observe that single point sources
are more likely to return larger log values in favor of the dual-
point-source model. This is a result of Chandra’s PSF degradation
as a function of OAA, and hence becoming more difficult to
model. Having no strong evidence for individual dual AGN in our
sample, and in light of the spurious log values above an OAA
of 3′, we also tested for the presence of dual AGN by analyzing the
distribution of log after constraining our sample to only
include sources with an OAA <3′. This new OAA threshold
reduces our sample from 62 to 21 (see inset in Figure 2).

Table 2
Bayes Factor Results

AGN ID Name log
(1) (2) (3)

1 AEGISXD214.447221+52.586265 8.13 ± 2.48† (14%)
2 AEGISXD214.480367+52.592432 0.14 ± 2.31
3 AEGISXD214.501556+52.603002 0.27 ± 2.79
4 AEGISXD214.628453+52.673396 0.68 ± 2.68
5 AEGISXD214.751858+52.761911 −0.28 ± 1.85
6 AEGISXD214.809491+52.769021 7.70 ± 2.72† (55%)
7 AEGISXD214.755207+52.836803 0.91 ± 2.76
8 AEGISXD215.056118+52.939551 0.32 ± 2.07
9 AEGISXD215.134433+53.078521 −0.13 ± 1.75
10 CDFS53.033361-27.782539 14.34 ± 2.40† (98%)
11 CDFS53.039401-27.801862 4.13 ± 2.41† (93%)
12 CDFS53.075954-27.878104 0.65 ± 1.76
13 CDFS53.082561-27.755268 −0.13 ± 1.95
14 CDFS53.107543-27.855644 −0.36 ± 2.15
15 CDFS53.108124-27.753992 0.77 ± 2.64
16 CDFS53.111559-27.767777 1.25 ± 2.03
17 CDFS53.137971-27.868187 0.44 ± 1.85
18 CDFS53.161473-27.855948 −0.47 ± 1.63
19 CDFS53.165266-27.814067 0.03 ± 2.15
20 CDFS53.178452-27.78402 0.94 ± 2.10
21 CDFS53.183426-27.776567 0.61 ± 2.51
22 CDFS53.185805-27.809946 0.51 ± 2.55
23 COSMOS150.27207+2.230126 −0.21 ± 1.64
24 COSMOS150.19426+2.106866 1.13 ± 1.50
25 COSMOS150.38282+2.104631 0.11 ± 1.45
26 COSMOS150.36472+2.143831 −0.55 ± 1.76
27 COSMOS150.2477+2.442225 0.03 ± 1.36
28 COSMOS150.20884+2.48201 0.18 ± 1.73
29 COSMOS150.29244+2.545221 0.24 ± 1.46
30 COSMOS150.10389+2.665734 0.13 ± 1.82
31 COSMOS149.71561+2.016628 0.26 ± 1.21
32 COSMOS149.63929+2.003248 1.18 ± 1.51
33 COSMOS149.92258+1.979333 0.21 ± 1.33
34 COSMOS149.80063+1.870479 0.11 ± 1.31
35 COSMOS149.97286+1.941684 0.70 ± 1.27
36 COSMOS149.75631+2.117313 −0.32 ± 1.37
37 COSMOS150.28557+2.014617 −0.19 ± 1.44
38 COSMOS149.80849+2.313858 0.08 ± 1.29
39 COSMOS149.86968+2.294064 0.48 ± 1.34
40 COSMOS149.89193+2.285167 0.10 ± 1.50
41 COSMOS150.0459+2.201258 0.59 ± 1.61
42 COSMOS150.06453+2.191 0.10 ± 1.52
43 COSMOS149.9692+2.304833 0.00 ± 1.33
44 COSMOS149.84815+2.374316 −0.06 ± 1.36
45 COSMOS149.98156+2.315056 3.94 ± 1.82† (55%)
46 COSMOS149.88247+2.505174 0.81 ± 1.84
47 COSMOS150.05228+2.369345 0.32 ± 1.48
48 COSMOS150.41176+2.317611 0.41 ± 1.20
49 COSMOS149.92304+2.026981 0.92 ± 1.37
50 COSMOS150.2107+2.391473 0.38 ± 1.28
51 COSMOS150.28487+2.309435 0.43 ± 1.53
52 COSMOS150.23548+2.3618 −0.58 ± 1.45
53 COSMOS149.96966+1.891586 0.09 ± 1.49
54 COSMOS149.79436+2.073134 0.40 ± 1.33
55 COSMOS150.31649+1.887004 −0.39 ± 1.50
56 COSMOS150.01056+2.269484 −0.32 ± 1.58
57 COSMOS150.18087+2.075997 0.59 ± 1.51
58 COSMOS149.79304+2.111527 0.13 ± 1.28
59 XUDS34.526818-5.233219 0.60 ± 2.07
60 XUDS34.27415-5.227366 0.04 ± 2.05
61 XUDS34.150063-5.099644 0.37 ± 1.50
62 XUDS34.528469-5.069177 1.26 ± 2.03

Note. Columns: (1) AGN ID; (2) AGN name; (3) log value in favor of the dual-
point-source model. † denotes a log that is greater than zero at the 3σ level, and
the corresponding false-positive rates are shown in parenthesis. False-positive
testing (see Section 4.1) shows that these values are consistent with log values
expected from a single point source. This is likely a result of the large OAA of the
observations, where the PSF is more difficult to accurately model.
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The aggregate sample analysis is done by comparing our
distribution of the measured log values to those that one
would expect from a sample that is composed entirely of single
point sources and quantifying the differences between the two.
For each source in our reduced sample, we utilize the existing
100 simulations of a single point source created during the
false-positive analysis. We then quantify whether there is
evidence for differences in our measured distribution of log
and the distribution expected for a sample of single point
sources. We randomly sample a Bayes factor value from each
source’s suite of single-point-source simulations to form a
simulated distribution. This distribution of simulated Bayes
factors represents the expected spread of log for our
sample, under the hypothesis that all sources are single point
sources. We determine whether our measured distribution and a
given distribution of simulated single point sources can be
sampled from the same parent distribution via the Kolmo-
gorov–Smirnov (KS) test (Massey 1951) and the Anderson–
Darling (AD) test (Scholz & Stephens 1987). Both of these
statistical tests compare the equality of two samples under the
null hypothesis that both samples are drawn from the same
overall distribution. The KS test is more sensitive to differences
in the centers of the distributions while the AD test is more
sensitive to distribution tails (Engmann & Cousineau 2011).
To account for the statistical variation introduced in the

MARX simulation, we repeat this process 10,000 times. Thus,
we create a distribution of 10,000 KS test statistics and 10,000
AD test statistics. The distribution of test statistics is shown in
Figure 3, with the corresponding critical values for the 0.05 and
0.01 significance levels marked. For the KS test, 97.48% of the
test statistics lie below the critical value at the 0.05 significance
level. For the AD test, 99.44% of the test statistics lie below
the critical value at the 0.05 significance level. Therefore, we
conclude that the Bayes factors calculated from our data and
the Bayes factors calculated from the single-point-source
simulation are consistent. We find no evidence for the presence
of dual-AGN sources in the observed sample distribution. We

note that the utility of both the AD and the KS tests is largely
limited by our sample size of 21 (Mohd Razali & Wah 2011).

5.2. Comparison to Cosmological Simulations

Our nondetection of dual-AGN activity within the Chandra
fields at 2.5< z< 3.5 allows us to place a limit on the X-ray dual-
AGN fraction. Assuming confidence limits for Poisson statistics
(Gehrels 1986), we measure a dual-AGN fraction upper limit of
4.8% at the 95% confidence level. Our upper limit represents the
highest allowable dual-AGN fraction that can statistically result in
detecting zero dual AGN out of our sample of 62.
We compare our results to various large-scale cosmological

hydrodynamical studies: Magneticum Pathfinder (Steinborn et al.
2016), the Evolution and Assembly of GaLaxies and their
Environment (EAGLE; Rosas-Guevara et al. 2019), Horizon-
AGN (Volonteri et al. 2022), and ASTRID (Chen et al. 2023a). We
note that the assumed physics, spatial and mass resolution, and
selection criteria for dual AGN vary across each simulation. Results
from Magneticum (box size= 182 cMpc3) resolve SMBH pairs
down to 2–5 kpc; EAGLE (box size= 100 cMpc3) resolves SMBH
pairs down to 5 kpc; Horizon-AGN (box size= 142 cMpc3)
resolves SMBH pairs down to 4 kpc; and ASTRID (box

Figure 2. The 90th percentiles of the CDF of the 100 simulated single-point-
source log values calculated for each source. In red, we show sources with
log values greater than zero at the 3σ level. A line is drawn at 3′, above
which we tend to get consistently larger log values. The inset shows the
spread of values when restricting our sample to sources with OAA < 3′. For
sources with more than one observation, we calculate a weighted OAA average
(via the exposure times).

Figure 3. We show the test statistic distributions for the AD test (above) and
the KS test (below) when comparing the distribution of measured Bayes factors
to the distribution we would expect from a sample composed entirely of single
point sources. On the horizontal axis, we have labeled the critical values
corresponding to the 5% and 1% significance levels.
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size= 369 cMpc3) resolves SMBH pairs with separations down to
4/(1+z) kpc.

Horizon-AGN and ASTRID are the only simulations that
include subgrid dynamical friction modeling. They both model
the drag force from gas, while ASTRID additionally includes
dynamical friction from stars and dark matter. Therefore,
Horizon-AGN and ASTRID allow several SMBHs to evolve in
galaxies, while the other simulations merge SMBHs immedi-
ately after the merger of their respective host galaxies (resulting
in galaxies hosting only one BH). All models use a mass cut of
MSMBH> 107Me (corresponding to an Eddington limit of
1045 erg s−1), with the exception of the EAGLE simulations.
Furthermore, all models define AGN as SMBHs with
bolometric luminosities greater than 1043 erg s−1 and physical
separations below 30 kpc. Figure 4 plots the predictions of the
dual-AGN fraction as a function of the redshift from the
cosmological simulations.

Interestingly, we find that the simulation predictions of
ASTRID and Horizon-AGN are extremely consistent with one
another, across a wide range of redshifts. Both of these
simulations include improved prescriptions to measure SMBH
dynamics more accurately (and with increased physical
realism) via the inclusion of dynamical friction in subgrid
models. This approach replaces the “repositioning” schemes
used by previous large cosmological volume simulations,
which lead to instantaneous mergers of dual AGN at kiloparsec

distances (and thus suppresses the measured dual-AGN
population).
The simulation definitions of dual AGN represent a close

comparison to the dual-AGN population we are sensitive to. At
our lower-count limit (50 counts between 0.5 and 8 keV), we
expect to be sensitive to AGN with 0.5−8 keV luminosities
down to 1043 erg s−1 at z= 2, and we expect to resolve pairs
down to 12 kpc at all z (folding in Chandra’s HPD at our
maximum angular diameter distance). Given the range of OAA
comprising our archival data set, we are generally sensitive to
larger-separated pairs (the Chandra HPD is 1″ and 2 5 at OAA
values of 3′ and 5′, respectively); we note that the Horizon-
AGN and ASTRID simulations shown in Figure 4 represent the
dual-AGN fraction for pairs with separations down to 1 5 (via
private communication).
Figure 4 compares our measured 95% confidence upper limit

on the dual-AGN fraction with the predictions from the large-
scale cosmological hydrodynamical studies. For a more precise
comparison to our results, Figure 4 also includes results from
the Horizon-AGN and ASTRID simulations where AGN are
defined as SMBHs with bolometric luminosities greater than
1044 erg s−1 (via private communication). These additional
curves are marginally lower than the originally published
results that used a bolometric luminosity threshold of
1043 erg s−1; however, both the Horizon-AGN and ASTRID
results remain consistent with one another to within 1%. We
find that our measurement is consistent with predictions from
cosmological simulations, where the estimated range of dual-
AGN activity spans from ∼0.1% to 4%. In particular, our upper
limit agrees well with findings from the Horizon-AGN and
ASTRID simulations, which have been finetuned to better
match our sensitivity in the separation space.

5.2.1. AGN Lifetimes and Enhancements Due to Mergers

All of the cosmological simulations shown in Figure 4 predict
an increase in the dual-AGN fraction with redshift with redshift up
to z∼ 3. To better understand how these results extend to the
possible enhancement of AGN activity due to mergers, we discuss
the AGN timescales predicted by the simulations.
Volonteri et al. (2016) analyze the duty cycle of SMBHs in

the Horizon-AGN simulations. The duty cycle is defined as the
fraction of SMBHs in a given bolometric luminosity, over the
total number of SMBHs (active and inactive) in each SMBH
mass bin (see their Figure 16). This is an indication of how
many SMBHs are active at a given time. Regarding the
parameter space most relevant to our observational study: at
z= 2, MSMBH> 107Me, and Lbol= 1044 erg s−1 the duty cycle
is predicted to be between 10% and 90%. This fraction is
expected to average closer to ≈25% as MSMBH increases. Their
results are consistent with observational results measured in
Juneau et al. (2013; who adopted multiwavelength AGN
diagnostics), and Schulze et al. (2015; who started from
optically selected type-1 AGN and corrected for obscured
sources). At face value, their results are higher by a factor of 23
as compared to X-ray selected AGN samples (see, e.g., Brandt
& Alexander (2015), where X-ray duty cycles are found to be
between 5% and 30%); however, after accounting for the
expectantly large population of obscured and Compton thick
AGN, Volonteri et al. (2016) find consistent results.
Additionally, Volonteri et al. (2016) analyze the distribution

of the specific SMBH accretion rate (“specific BHAR”; the
SMBH accretion rate relative to the stellar mass of the host

Figure 4. Dual-AGN fraction measured from our sample (black arrow) at the 95%
confidence level. We overplot predictions of the dual-AGN fraction as a function
of the redshift from cosmological simulations: Magneticum (brown; Steinborn
et al. 2016), EAGLE (yellow; Rosas-Guevara et al. 2019), Horizon-AGN (blue;
Volonteri et al. 2022), and ASTRID (purple; Chen et al. 2023a). All simulations
define AGN as SMBHs with bolometric luminosities greater than 1043 erg s−1 (in
dashed lines we show Horizon-AGN and ASTRID results where AGN are defined
as SMBHS with bolometric luminosities greater than 1044 erg s−1; see Section 5.2).
Error bars for Horizon-AGN, ASTRID, and Magneticum are calculated via
binomial error analysis and represent the 95% confidence level. Error bars for the
EAGLE simulations are taken from Rosas-Guevara et al. 2019 and represent a
standard deviation. Albeit an upper limit, our measurement is consistent with
predictions from simulations. We show how well future X-ray mission probe
concept AXIS could constrain the dual-AGN fraction at this same redshift bin
(assuming a dual-AGN fraction of ∼3% and the flux limit of CDF-S; red solid
line). In general, future X-ray missions, with small PSFs, large FOVs, and large
effective areas will find hundreds of new dual AGN, which will allow for better
constraining the population of dual AGN in our Universe. Foord et al. (2024)
present more details regarding AXIS’s ability to quantify the fraction of dual AGN
as a function of the redshift.
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galaxy). This quantity is analogous to the Eddington ratio,
under the assumption that SMBH mass scales with galaxy
mass. Splitting the sample between isolated galaxies and
galaxies undergoing a merger (or that have a companion within
20 kpc), they find that the distribution for galaxies with
companions shifts toward slightly larger Eddington ratios.
These results have also been found for simulations of isolated
galaxy mergers (Volonteri et al. 2015).

Interestingly, the Horizon-AGN simulations show that the
fraction of AGN with a companion is between 5% and 13% at
Lbol> 1043 erg s−1 and 10% and 25% at Lbol> 1044 erg s−1

(increasing as a function of increasing redshift). This supports
the notion that although only a fraction of AGN are merger-
related, mergers can enhance AGN activity, which can lead to
enhanced dual-AGN fractions (as seen in Figure 4). Similar
findings have been recently presented in Comerford et al.
(2024), who analyzed a sample of 387 AGN (defined as
Lbol> 1044.4 erg s−1) observed by the Sloan Digital Sky Survey
IV integral field spectroscopy survey Mapping Nearby
Galaxies at Apache Point Observatory. They find that while
galaxy mergers appear to trigger AGN activity more than
nonmergers, they do not induce higher levels of accretion or
higher luminosities.

We compare the results from Volonteri et al. (2016) to the
expected duty cycle of AGN from the ASTRID simulations
(see Figure 5). The duty cycles are found to be consistent
with Horizon-AGN, where at z= 2, MSMBH> 107Me, and

L43 log 44bol< < the duty cycle is predicted to be ≈30%.
Similar to Horizon-AGN, as the mass bin increases to
MSMBH> 108Me, the duty cycle is seen to increase at each
luminosity bin. In Figure 5, we show the duty cycle as
predicted by the ASTRID simulations.

Using the duty cycle as predicted by ASTRID, we analyze
whether SMBHs are more likely to be activated during mergers
(in an analogous analysis presented in Volonteri et al. 2016). In
particular, we calculate the expected dual-AGN activation
fraction based on the duty cycle (assuming the activation of
two SMBHs in the pair is completely independent) and
compare it with the measured dual-AGN activation fraction.
We find that the measured value is slightly higher than the
baseline value, indicating that the pairing likely enhances the
AGN activities. Additionally, analyzing the probability that at
least one SMBH in the pair is active, the value remains higher
than the expected value from the duty cycle. We show these
results in Figure 5.

5.3. Quantifying Our Sensitivity

We note the caveats associated with our results, mainly that
(1) we are not sensitive to the faintest and mostly closely
separated dual AGN, and (2) our upper limit represents the
highest allowable dual-AGN fraction that can statistically result
in detecting zero dual AGN out of our sample of 62 AGN.
Regarding (2), our results show that the asymmetric Chandra
PSF at high OAA values impacts our measurements. For
example, if we place a similar constraint on the dual-AGN
fraction using only the subset of observations with average
OAA values below 3′, where no source had a measured log
greater than zero at the 3σ level (a sample size of 21), our upper
limit increases to ∼14% at the 95% confidence level (i.e., a
dual-AGN fraction below 14% can statistically result in
detecting zero dual AGN in the sample of 21).

Quantifying our incompleteness is hindered by the unknown
underlying distributions of the separations and flux ratio of
X-ray dual AGN across redshift. In particular, there exist no
large samples of dual AGN at z> 2.5 for which population
statistics have been measured. A recent analysis using the Near-
InfraRed Spectrograph on the James Webb Space Telescope
has claimed to find a dual-AGN fraction of ≈23% between
3.0< z< 5.5, where rest-frame optical AGN diagnostics

Figure 5. Top: duty cycle of AGN from the ASTRID simulations, defined as the
fraction of SMBHs in a given bolometric luminosity, over the total number of
SMBHs (active and inactive) in each SMBH mass bin. At z= 2,MSMBH > 107Me,
and L43 log 44bol< < , we find that the duty cycles predicted by ASTRID agree
with those from the Horizon-AGN simulations (Volonteri et al. 2016); the latter
have been shown to also agree with observational measurements (Juneau
et al. 2013; Schulze et al. 2015). The zoomed inset highlights marginal differences
between each mass cut at the low-luminosity and high-duty-cycle region of the
parameter space. Bottom: The expected dual-AGN activation fraction in ASTRID
simulations (based on the duty cycle and assuming the activation of two SMBHs in
the pair is completely independent), compared to the measured dual-AGN
activation fraction in ASTRID. We find that the measured value is slightly higher
than the baseline value, indicating that the pairing likely enhances the AGN
activities. Additionally, analyzing the probability that at least one SMBH in the pair
is active, the value remains higher than the expected value from the duty cycle.
These results are in agreement with those found in Volonteri et al. (2016), where
enhancement of AGN activity in galaxies with companions may be expected and
which can lead to enhanced dual-AGN fractions (as seen in Figure 4).
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(namely, “Baldwin, Phillips & Terlevich”; Kewley et al. 2006)
were used to flag dual-AGN candidates (Perna et al. 2023). Out
of a sample of 17 AGN, 4 “multiple AGN” candidates were
found (3 dual-AGN candidates and 1 triple AGN candidate).
All four candidates have observations in either COSMOS or
CDF-S; however, they did not meet our sample criteria due to
the off-axis angle of their observations, their redshift, and/or
the low number of X-ray counts (1/4 sources have no X-ray
detection in the COSMOS field). The angular separations
between each pair vary between 0 7 and 3.″6, corresponding to
physical separations between 4.7 and 28 kpc, at the measured
redshift values (3.067� z� 3.715). At face value, the
measurements presented in Perna et al. (2023) are inconsistent
with ours—assuming a dual-AGN fraction of 23%, we
statistically expect to measure >1 dual AGN in our sample.
To better understand if there exists a tension between our
results and those presented in Perna et al. (2023), we test
whether or not we would be sensitive to detecting these four
systems if their Chandra observations more closely matched the
average observation in our sample, such as OAA values within
our selection criteria and exposure times that match the average
exposure time of the AGN in our sample (evaluated
individually for COSMOS and CDF-S). We create 100
simulations of each multiple AGN via MARX. We assume the
measured (or upper limit) X-ray flux and hydrogen column
density (NH) as calculated in Marchesi et al. (2016) or Liu et al.
(2017), the separation and location of each AGN as presented
in Perna et al. (2023), and the average exposure time of 49 ks
for COSMOS sources and 1267 ks for CDF-S sources. We
assign an OAA value to each simulation, between 0′ and 3′ via
inverse transform sampling. We then run BAYMAX on each
simulation and analyze the distribution of log values in
favor of the dual-point-source model.

For all sources, we find that we are insensitive to strongly
identifying them as multiple AGN. Modeling the log
distributions with a Gaussian profile, we find that all distributions
are centered at values <0 and are consistent with zero within their
1σ spread. Given the X-ray flux values of the sources, most (3/4)
have simulations with ∼50 counts or less between 0.5 and 8 keV
counts. The exception is the triple AGN candidate, where the
source has on average ∼200 X-ray counts. However, the
separation between the primary and secondary AGN is <1″,
which is difficult to probe at OAA 1> ¢, and the third AGN is
extremely dim in X-rays (where the upper limit on the X-ray flux
predicts less than three X-ray counts associated with the source).
Thus, dual-AGN sources with similar flux and separation values
as presented in Perna et al. (2023) would likely be missed in our
analysis, further emphasizing that the dual-AGN fraction we
present in this paper represents the brightest and most largely
separated systems.

Additionally, the dual-AGN fraction presented in Perna et al.
(2023) likely represents a different population of AGN than
ours, in the redshift and sensitivity spaces, such that the
differences between our results may be expected. In particular,
although all four multiple AGN candidates have observations
in either COSMOS or CDF-S, they did not meet our sample
criteria due to their redshift, the off-axis angle of their
observations, and/or the low number of X-ray counts.

First, regarding differences in redshift, cosmological simula-
tions (such as those shown in Figure 4) find that the dual-AGN
fraction may increase as a function of the redshift. The majority
of AGN in the sample analyzed by Perna et al. (2023) have

redshifts greater than our sample limit of z= 3.5 (11/17; likely
contributing to the low count and/or nondetections in the X-ray
data sets). Of the remaining 6/17, only 1 is a dual-AGN
candidate, corresponding to a dual-AGN fraction of approxi-
mately 16.7 %15.8

57.9
-
+ (at the 95% C.L.; Gehrels 1986), which is

consistent with our findings.
Second, and ignoring the differences in redshift, all of the four

multiple AGN candidates have angular separations of ∼1″ or less.
The physical separations that these angular separations correspond
to are below 10.5 kpc, reaching values as low as 2.9 kpc. Our
analysis is insensitive to this physical separation regime, which
may represent a different population of dual AGN. Importantly,
numerical analyses have found that dual-AGN activity is
enhanced in the last stages of galaxy mergers, when the two
SMBHs are separated by less than 110 kpc (Capelo et al. 2017;
Blecha et al. 2013, 2018), such that the frequency of dual AGN at
high-z and low-separation are likely to be enhanced with respect
to their lower-z and larger-separated counterparts.

5.4. Future X-Ray Observatories

The biggest limitation of our analysis is the difficulty in
modeling the Chandra PSF at OAA values greater than 3′, as the
loss of sensitivity in detecting duals increases as the asymmetries
and size of the PSF increase. Future observations with X-ray
concept missions such as AXIS (Reynolds et al. 2023) or Lynx
(Gaskin et al. 2019) will revolutionize the study of observational
dual-AGN studies via improved PSFs and increased sensitivity. In
particular, AXIS is expected to greatly increase the sample size of
known dual AGN at redshifts beyond z= 3. The proposed FOV
average PSF is stable as a function of the increasing OAA, with a
PSF half energy width of 1 6 up to OAA= 7 5. In comparison,
Chandra’s ACIS-I FOV average is ∼5″ up to OAA= 7 5. The
AXIS PSF, coupled with the effective area (Aeff) at 1 and 6 keV
(Aeff,1 keV= 4200 cm2 and Aeff,6 keV= 830 cm2, as compared to
ACIS at launch with Aeff,1 keV= 500 cm2 and Aeff,6 keV=
200 cm2), and 24′ diameter FOV (compared to ACIS-I with
16′ square FOV) will significantly increase the number of
confirmed dual X-ray AGN. For example, a single 300 ks
exposure with AXIS yields a sample size of 1000 AGN for which
blind dual-AGN searches down to 1 5 can be carried out. In
comparison, with a 300 ks ACIS-I observation, less than 20 AGN
are expected to be detected within the field that has a PSF <1 5.
We assume that the dual fraction at 2.5< z< 3.5 is 3%, which

represents the average value from the range of cosmological
simulation predictions (Figure 4), and we calculate how well AXIS
can constrain the dual-AGN fraction assuming a single deep stare,
matching the flux limit of the deepest survey in our data set (CDF-
S; F2−7 keV= 5.9× 10−17 at 20% completeness between 2 and
7 keV; Luo et al. 2017). At this flux limit, AXIS detects >1000
AGN with LX> 1042 erg s−1 within 2.5< z< 3.5, corresponding
to approximately 40 dual-AGN detections and tightly constraining
the dual-AGN fraction (within <1%, see Figure 4). We emphasize
that the expected value for the dual-AGN fraction is poorly
constrained, and hypothetical analyses such as the above illustrate
how impactful new X-ray observatories will be to the field of dual
AGN. If we assume a larger value for the dual-AGN fraction, as
predicted by the newest and improved simulations (∼4%), the
fraction would be more tightly constrained. We refer the reader to
Foord et al. (2024) for more details regarding future surveys with
AXIS and the probe’s ability to better quantify the fraction of dual
AGN as a function of the redshift. The proposed mission’s deep
5Ms survey will detect sources that are an order of magnitude
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fainter (4.3×10−18 erg s−1), and combined with additional wide
surveys, the probe is expected to detect hundreds to thousands of
new dual AGN across the redshift range 0< z< 4.

6. Conclusions

We have presented a statistically rigorous search for dual
AGN in deep Chandra observations. This is done using
BAYMAX, a Bayesian statistical package that calculates a Bayes
factor to determine whether a given Chandra observation is
better described by a single or dual point source. The analysis
and results of our study are summarized as follows:

1. We analyze 62 X-ray point sources identified in the fields
X-UDS, AEGIS-XD, CDF-S, and COSMOS-Legacy. We
enforce the following criteria when creating our sample
from archival data: sources with 2.5< z< 3.5, observations
with OAA <5′, and �50 counts between 0.5 and 8 keV
(across all observations). For C-COSMOS, we also exclude
sources that have been spectroscopically identified as a star.

2. After carrying out false-positive tests, which quantify the
strength of the Bayes factor in favor of the dual-point-source
model for a specific source, we find no strong evidence that
any source in our sample is a dual-point-source candidate.

3. We test for the presence of dual X-ray point sources across
our sample as a whole. We do this for sources where the
PSF is most accurately modeled (sources with average OAA
across all observations < 3′). We compare the results from
our sample to a distribution of measured Bayes factors for a
similar sample composed of only single point sources. We
find that the two distributions are consistent with one
another via both the KS and AD tests.

4. Our nondetection of dual-AGN activity allows us to place
an upper limit on the dual-AGN fraction between 2.5< z
< 3.5. Assuming confidence limits for Poisson statistics
(Gehrels 1986), we measure an upper limit of 4.8% at the
95% confidence level. This upper limit is in agreement
with recent cosmological simulations, although we note
our sensitivity in the separation space is not uniform
across our entire sample due to our sample’s large range
of OAA values.

Our ability to find and detect high-redshift dual AGN is
largely limited by the difficulty in accurately modeling the

Chandra PSF at high OAA, the low number of counts
associated with most high-redshift sources observed in these
fields, and the loss of sensitivity to closely separated dual X-ray
point sources with increasing OAA values. We emphasize,
however, that we have utilized one of the largest catalogs of
high-redshift X-ray point sources available; moving forward,
this type of analysis will continue to improve as future X-ray
missions with higher sensitivity and a more stable PSF than
Chandra, such as AXIS. In a series of upcoming papers, we are
extending this study to lower redshifts as a part of a larger
effort to measure the dual-AGN frequency across a wide range
of redshifts.
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Appendix
Sample Information

In the following Appendix, we list information about the
Chandra observations in Table A1 and show snapshots of each
stacked observation for a given source in Figure A1.

Table A1
Sample Properties

Name R.A. Decl. Redshift Observation ID Exposure Off-Axis Angle
(deg) (deg) (ks) (arcmin)

AEGISXD214.447221+52.586265 214.447221 +52.586265 2.745 9459 69.55 3.797
... ... ... ... 9738 61.39 3.797
... ... ... ... 9736 49.48 3.797
... ... ... ... 9737 49.48 3.797
... ... ... ... 9734 49.47 3.797
... ... ... ... 9735 49.47 3.797
... ... ... ... 9739 42.59 3.797
... ... ... ... 10769 26.68 3.797
... ... ... ... 9461 23.73 3.797
... ... ... ... 10896 23.29 3.797

Note. Columns: (1) Galaxy Name; (2) the central R.A. of the X-ray AGN; (3) the central decl. of the X-ray AGN; (4) the redshift of the X-ray AGN; (5) the Chandra
X-ray Observatory observation ID used in the analysis; (6) the nominal exposure time of the observation ID in kiloseconds; (7) the off-axis angle between the AGN
coordinate and the nominal pointing for each observation ID.

(This table is available in its entirety in machine-readable form in the online article.)
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Figure A1. Stacked 0.5−8 keV Chandra observations analyzed for each AGN. We analyze the photons in a 20″ × 20″ box on the nominal X-ray coordinate listed in
the point-source catalogs, with the exception of AEGISXD214.93+52.77 (7) and XUDS34.52-5.06 (64). These sources contained a second, bright source within the
20″ × 20″ FOV with a redshift measurement inconsistent (> 300 km−2) with the primary AGN being analyzed. For these two sources, we analyzed a smaller FOV
that avoids these secondary nearby sources. We denote sources that have log that is greater than zero at the 3σ level with †(see Table 2). False-positive testing
shows that these values are consistent with log values expected from a single point source (see Section 4.1).
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Figure A1. (Continued.)
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Figure A1. (Continued.)
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Figure A1. (Continued.)
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Figure A1. (Continued.)
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