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Single crystals of the quasi-skutterudite compounds Cag(Iri—;Rhz)4Sniz (3-4-13) were synthe-
sized by flux growth and characterized by X-ray diffraction, energy dispersive X-ray spectroscopy,
magnetization, resistivity, and radio frequency magnetic susceptibility techniques. The coexistence
and competition between the charge density wave (CDW) and superconductivity was studied by
varying the Rh/Ir ratio. The superconducting transition temperature, T¢, varies from 7 K in pure Ir
(z = 0) to 8.3 K in pure Rh (z = 1). Temperature-dependent electrical resistivity reveals monotonic
suppression of the CDW transition temperature, Tcpw (). The CDW starts in pure Ir, z = 0, at
Teopw ~ 40 K and extrapolates roughly linearly to zero at z. ~ 0.53 — 0.58 under the supercon-
ducting dome. Magnetization and transport measurements show a significant influence of CDW on
superconducting and normal states. Meissner expulsion is substantially reduced in the CDW region,
indicating competition between the CDW and superconductivity. The low-temperature resistivity
is higher in the CDW part of the phase diagram, consistent with the reduced density of states
due to CDW gapping. Its temperature dependence just above T. shows signs of non-Fermi liquid
behavior in a cone-like composition pattern. We conclude that the Cas(Iri—;Rh;)4Sni3 alloy is a

good candidate for a composition-driven quantum critical point (QCP) at ambient pressure.

I. INTRODUCTION

The family of materials with the general formula
R3T4X13 was discovered in 1980 and is frequently re-
ferred to as Remeika 3-4-13 compounds [1]. Here, R
stands for alkali, rare earth, or actinide metals, T" stands
for a transition metal and X can be Sn, Ge, or In.
In this large family of materials (more than 1200 com-
pounds, see Ref.2 for a review), cage-like structures and
strong electronic correlations provide the possibility to
alter both the electronic and lattice degrees of free-
dom and result in many interesting properties. These
materials are studied as potential thermoelectrics [3—
5. Heavy fermion behavior is found in compounds
such as Ce3Co4Snyz [6], PryOssGers [7], CesRhySns
[8], and CeslrySnys [9]. Itinerant ferromagnetism ap-
pears in Ce30s4Geys [10], and antiferromagnetism in
ngRh4Sn13 [11], Gd3C04SI’113 [12], and EU3Rh4SI’l13
[13]. Superconductivity with transition temperatures of
below 4 K is found in many Remeika compounds; see Ta-
ble 3 in the topical review article [2]. Superconductivity
with a rather high T, is found in Yb3RhySn;3 (7-8 K) [1]
and in compounds with coexisting charge density wave
(CDW) and superconductivity in (Ca,Sr)3(Rh,Ir)4Sn;3
series (6 to 8.5 K) [14-17].

In the case of these CDW superconductors, the high-
est transition temperatures have been found in the vicin-
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ity of a quantum critical point (QCP) accessed by pres-
sure [15] and/or by alloying Sr3RhsSni3 (Tepw 135 K)
with CagRhsSn;3 (no CDW) in the (Ca,Sri_,)3RhsSng3
series at around x = 0.9 [14, 18]. CDW order is
suppressed in CagRhySn;3, and the superconducting 7
reaches 8.3 K [19]. Structural QCP was confirmed by
X-ray diffraction in the superconducting state, as well
as by measurements of the critical current [20-22]. Si-
multaneously, a non-Fermi-liquid behavior of the electri-
cal resistivity was found, consistent with the presence of
QCP.

Alloying CaglrySnys (TCDW ~40 K) with CagRh4Snq3
(no CDW) provides a promising alternative approach
to tune the system to a QCP. Here, we report the
synthesis and characterization of single crystals of
Ca3(lr1_$ha)4Sn13.

1I. EXPERIMENTAL RESULTS
A. Crystal growth and chemical composition

Single crystals of Cas(Ir;_,Rh,)4Sn;3 were grown us-
ing a high temperature self-flux method [1, 23, 24]. Pieces
of Ca, M and Sn (M = Ir, Rh) were mixed in a 3:4:93
ratio, where M elements were pre-arc melted in the de-
sired stoichiometry for homogenization. The mixture was
placed in an alumina crucible, flushed with high-purity
argon gas, and vacuum sealed in a quartz tube. The
ampule was heated to 1100 °C in a furnace and kept at
that temperature for more than 6 hours before cooling to
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FIG. 1. (a) Cubic lattice parameter a as a function of nominal
and EDX-determined composition in Cas(Iri—zRhz)4Snis.
(b) Composition determined from EDX, zgpx, as function
of the nominal composition, Tpom.

800°C over 30 hours, and 490 °C over 140 hours. Shiny
crystals with typical sizes of a few millimeters were ob-
tained after crystal decanting in a centrifuge. The extra
residual Sn flux was cleaned by a combination of etching
and polishing prior to any measurements. X-ray diffrac-
tion (XRD) data were taken with Cu K, (A = 0.15418
nm) radiation from a Rigaku Miniflex powder diffrac-
tometer. Figure 1(a) shows the lattice parameter a as a
function of the fractional composition of Rh.

B. Sample Selection and Characterization

Due to the high melting temperatures of refractory
metals, the Rh / Ir ratio in grown samples showed sig-
nificant deviations from the loading (nominal) composi-
tion. The composition varied both within batches and
within individual crystals. The crystals tended to pref-
erentially form CazRh4Sn;3, or compositions very close
to it. These crystals exhibited very high purity, but the
composition of the entire batch was affected. Figure 1(a)
shows the cubic lattice parameter, a, as a function of the
nominal composition and the composition determined
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FIG. 2. Energy dispersive X-ray spectra (EDX)
used for determination of x in several representative
Cas(Ir1—zRh;)4Sni3 samples, top to bottom z =0.0, 0.31,
0.79, 1.0. Three spectra taken from different locations on the
sample surface are plotted, but are not distinguishable due
to overlap. The tables show the results of elemental analysis,
and % of Rh in intermediate alloy compositions.

by EDX. Figure 1(b) shows the correlation between the
nominal loading composition and the composition deter-
mined by EDX of the resulting crystals. The solid red
line shows *Epx = Tnom to guide the eye. We can see
that there is some trend in the data that follows the ex-
pected nominal composition, but the scatter is signifi-
cant. Because of this, the actual composition of each
individual sample was measured using a JEOL scanning
electron microscope (SEM) equipped with an Energy Dis-
persive X-ray spectroscopy (EDX) detector. In each sam-
ple, several different spots were examined. For detailed
measurements, we selected samples with a relative vari-
ation of less than 7%. The superconducting transition
of each sample was examined for sharpness and unifor-
mity, which sometimes revealed inhomogeneities within



the bulk of the sample. Each individual curve on ev-
ery graph in this paper shows a single measurement of a
single sample. The samples used for resistivity, magne-
tization, and penetration depth measurements were not
the same samples.

In Fig.2, we show the X-ray spectra used for composi-
tional analysis in EDX measurements. The characteristic
lines of individual elements are indicated and their inten-
sity was normalized to obtain the actual composition pa-
rameter x. Each frame shows measurements on a single
sample, but is plotted with the spectra taken from three
separate spots on that sample in different colors. Due
to the overlap, only the top run is visible in the figure.
These runs are characteristic of the samples selected for
the measurements and presented in the paper, and the
fitting results are shown in the tables in each panel.

C. Electrical resistivity

Electrical resistivity was measured in single crystals
shaped into “resistivity bars” for the four-probe mea-
surements. The size of the as-grown crystals ranged from
sub-millimeter to 5 mm. The crystals were etched with
HCI, cut with a wire saw, and polished to a typical size
of (1—2) % 0.2 x 0.4 mm?. The contacts were formed by
soldering 50 pm silver wires with tin-silver solder [25, 26],
with typical contact resistances below 100 uf2.

The resistivity of the samples at T' = 300 K ranged be-
tween 140 and 105 uf2 - cm [26]. The precision of the de-
termination of p(300K) in the alloy samples, which were
typically small and irregular in shape, was not sufficient
to reveal any systematic dependence on x, so we present
the normalized resistivity values, which do not depend
on the geometric factor. AC resistivity measurements
were performed in a 9 T Quantum Design physical prop-
erty measurement system (PPMS). Although cubic in the
normal state, Ir-rich compounds undergo a structural dis-
tortion associated with the charge density wave along the
g = (0,1/2,1/2) ordering vector [14, 27]. This obser-
vation is discussed it two alternative models, with the
superstructure doubling the unit cell and either leaving
the lattice body centered cubic or leading to tetragonal
distortion [27]. Although in principle a tetragonal distor-
tion can lead to the appearance of resistivity anisotropy,
our measurements in different orientations did not re-
veal any noticeable difference in the resistivity. This is
most likely due to the formation of equivalent tetrago-
nal structural domains, which would average the resis-
tivity anisotropy as it occurs, for example, in BaFesAsg
[28]. Special means are required to de-twin the samples.
Therefore, the measurements presented in this work do
not follow any particular orientation.

Figure 3 shows the evolution of the temperature-
dependent  resistivity  (panels  a-f)  of  the
Cas(Ir;—,Rh,)4Sny3 single crystals.  Panels (g, h,
and i) show the derivative of resistivity. To avoid
crowding of the data sets, the figure is divided into three

groups of panels: (a, d, and g) show Ir-rich compositions
showing clear signatures in p(T') at the CDW transition;
(b, e, and h) show intermediate compositions without
clear upturn but still resolvable features in resistivity
derivative (see Fig.6 below); (c, f, and i) show Rh-rich
compositions. The curves for the samples with the
highest = in panels (a) and (b) are repeated with the
same color in panels (b) and (c). Similarly, the z = 0.26
curve in panel (d) is repeated in panel (e). Panels (d,
e, and f) focus on the charge-density wave transition
showing the interval from 7 to 44 K, while panels (a),
(b) and (c) show the full temperature range. The insets
in the upper panels (a, b, and ¢) focus on the supercon-
ducting transitions. The bottom row of the panels (g,
h, and i) presents the temperature dependence of the
normalized resistivity derivative, d[p(T")/p(300K)]/dT.
For iridium-rich compositions (g), the derivative shows
a clear minimum with the onset of CDW formation
followed by a broad maximum. For z = 0.51 curve
in panel (h) there is not sufficient data to say that
the minimum is above the onset of superconductivity.
This suggests that the charge-density wave transition is
nearly suppressed. The stars in panels (h) and (i) mark
a maximum in the temperature-dependent resistivity
derivative. This maximum is first observed on the
curve of x = 0.66, and it shifts to higher temperatures
approaching rhodium end of the compositional range,
rz=1.

As can be seen from the temperature-dependent re-
sistivity, for all compositions over a broad temperature
range, the resistivity reveals a tendency for saturation at
high temperatures. A similar type of saturation is found
in other charge density wave superconductors, 2H-TaSs,
2H-TaSey and their alloys [29-31]. Similar features are
usually discussed in terms of resistivity saturation due
to the electronic mean free path becoming comparable
to the lattice spacing, in the so-called Mott-Ioffe-Regel
limit [32, 33].

D. DC magnetization

DC magnetic susceptibility was measured using a
Quantum Design vibrating sample magnetometer (VSM)
installed in a 9 T PPMS. Figure 4(a) shows magnetic sus-
ceptibility extracted from measurements made in warm-
ing after the sample was cooled in a zero magnetic field
and then a magnetic field of 10 Oe was applied. This is
the so-called zero field-cooled (ZFC) measurement proto-
col. Panel (b) shows the data obtained on cooling from
above T, in a 10 Oe magnetic field. To compare be-
tween samples that have different volumes and different
shapes (and therefore different demagnetizing factors),
the data were normalized by assuming a perfect screen-
ing after cooling in a zero field to the base temperature
of 2 K. Then, the magnetic susceptibility was evaluated
as: x(T) = M(T)/|Mzrc(T = 2K)|. In this procedure,
all ZFC curves start from x (7 = 2K) = —1, but all FC
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FIG. 3. Temperature-dependent resistivity and its derivative of Cas(Ir1—zRhz)4Sn13 single crystals normalized by the resistivity
value at 300 K. Panels (a, d, and g) show irridium-rich compositions, panels (b, e, and h) show intermediate compositions, and
panels (c, f, and i) show rhodium-rich compositions. Panels (a, b, and ¢) show the full temperature range and the insets zoom
in on the superconducting transition. Panels (d, e, and f) zoom in on the temperature range (7 to 44 K) of the charge-density
wave transition. As expected, it is clearly visible in panel (d), smeared in panel (e) and absent in panel (f). The inset in panel
(e) compares the resistivity just above T, with the linear temperature dependence shown by the dashed lines drawn to guide
the eye. The bottom row of the panels (g, h, and i) shows the evolution of the temperature-dependent normalized resistivity
derivative d[p(T)/p(300K)]/dT. The yellow circles in panels (g) and (h) show the position of the derivative minimum, used
to define Tcpw. The stars in panels (h) and (i) mark a maximum in the derivative, signaling a crossover in the temperature
dependence of p(T') from close to T—linear to a higher power T'—dependence expected for a Fermi liquid.

curves, shown in Fig.4(b), reflect the actual amount of
magnetic flux expelled, which depends on vortex pinning.
As shown in Fig.7(c), the flux expulsion upon FC corre-
lates well with the strength of the CDW order, parame-
terized by Tepw (), thus implying a direct interaction
between the two quantum orders.

E. London penetration depth

The London penetration depth provides further insight
into the magnetic properties of Cas(Ir;_,Rh,)4Sn;s.
Specifically, it allows examination of the genuine
Meissner-London state unaffected by Abrikosov vortices
and allows for conclusions regarding the superconduct-
ing gap structure. Stoichiometric compounds have pre-
viously been systematically studied and, although fully

gapped, their behavior is unconventional [26, 34]. A full
description of the tunnel diode resonator (TDR) tech-
nique and its applications can be found elsewhere [35—
39]. Briefly, an LC'— tank circuit is connected in se-
ries with a tunnel diode biased to its regime of negative
differential resistance. As a result, an optimized circuit
starts resonating spontaneously upon cooling and is al-
ways “locked” to its resonant frequency. The tempera-
ture of the circuit is actively controlled by a dedicated
Lakeshore temperature controller at 5 K with 1 mK ac-
curacy. A superconducting sample on a sapphire rod is
inserted into the inductor without touching it, in vacuum,
so that its temperature can be changed without disturb-
ing the resonator circuit. Mutual magnetic inductive cou-
pling causes a change in the total magnetic inductance
of the circuit and a resonant frequency shift, which is
the measured quantity. It can be shown that for each
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FIG. 4. DC magnetic susceptibility of Cas(Ir;—Rhz)4Sni3
crystals. (a) After cooling in zero magnetic field, applying a 10
Oe magnetic field and taking the measurements on warming
(ZFC); (b) taking measurements on cooling in a magnetic field
of 10 Oe. The normalization in both panels is done assuming
a perfect screening at T' = 2 K, see text for details.

sample, the frequency change, Af = —Gx, where Af is
measured with respect to the value without the sample
(empty coil). Details of the calibration procedure and the
calibration constant G are described elsewhere [38, 39].
The magnetic susceptibility in a Meissner-London state
(no Abrikosov vortices) of a superconductor of any shape
can be described by x = A/Rtanh (R/\) — 1, where X is
the London penetration depth and R is the so-called ef-
fective dimension, which is a function of the real sample
dimensions [38, 39]. For typical samples in this research,
R ~ 100 — 200 pgm. Therefore, for most of the temper-
ature interval, we can set tanh R/\ ~ 1 and, therefore,
O0f (T) ~ AX(T), where 0f is counted from the state at
the base temperature, because we are only interested in
the low-temperature variation of A\(T"). The circuit sta-
bility is such that we resolve the changes in frequency of
the order of 0.01 Hz, which based on the main frequency
of 14 MHz means that we have a resolution of 1 part per
billion. For our crystals, this translates to sub-angstrom
level sensitivity.

Figure 5 shows the London penetration depth in
Caz(Ir;—,Rh,)4Sn;3 crystals with indicated Rh content.
The main panel shows the full temperature range with
sharp transitions to the normal state. The saturation just
above the transitions occurs when the penetration depth
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FIG. 5. London penetration depth in Cag(Iri—;Rh;)4Snis
single crystals of the indicated Rh compositions. The main
panel shows the full temperature range of transitions. The
saturation just above the transition occurs when penetration
depth starts to diverge and becomes of the order of the sam-
ple size. Due to different sample sizes, there is no system-
atic behavior here. The inset zooms at the low-temperature
region, this time plotted as function of the reduced temper-
ature, T'/T.. The curves are shifted vertically by a constant
for visual clarity. Roughly below T' < 0.35T¢, all curves satu-
rate indicating exponential attenuation, hence a fully gapped
state, at all x.

starts to diverge approaching 7, and becomes compara-
ble to the sample size. As described above, in this case,
lim, oo [x = ztanh (1/2) — 1] — 0 and the measurable
signal becomes insensitive to further changes. Compar-
ing with Fig.4(a) we find similar-looking curves, because
they both depict measurements of x (7). We note that
complete shielding of the small excitation field, apparent
in Fig.5, justifies the normalization of the DC magnetic
susceptibility measured in 10 Oe after zero-field cooling,
Fig.4(a). However, if we zoomed in Fig.4(a) to low tem-
peratures, we would only find noise, because commercial
susceptometers are only sensitive at about 1 part per
million. In the case of TDR, with a three orders of mag-
nitude better sensitivity, we can study the structure of
A(T), which is directly related to the superconducting or-
der parameter [38]. The inset in Figure 5 zooms in on the
low-temperature region, this time plotted as a function of
the reduced temperature, T'/T.. The curves are shifted
vertically by a constant for the sake of clarity. Approxi-
mately below T' < 0.357, all curves saturate, indicating
exponential attenuation and, therefore, a fully gapped
state at all . Previously, we reported exponential atten-
uation in pure compounds z = 0 and z = 1, indicating
a fully gaped Fermi surface [26]. However, probing the
robustness of the superconducting state to disorder, we
found a significant reduction of the transition tempera-
ture with non-magnetic scattering and it was concluded
that 3-4-13 stannides are indeed fully gapped, but their
order parameter is unconventional [26]. It seems that
this trend persists uniformly in the Ir/Rh alloys, open-



40 h g 0.60
< 055 :
TCDW = ;
\ (b) i
0% 52 : | |
\ g :
\‘ ° = 0 :
o' 0 20 40 60
o “ T (K) % /
X2 ©@ /{5?
|_ \
\\ PY NFL e
[ I
\ o 7,,’\{ /
\ FL
10F Tsc \ / 1
o ® o) Q o o 0
\
x=0.53
0 1 \ 1
0.0 0.5 1.0
X
FIG. 6. Summary phase diagram of Cas(Ir1—;Rh;)4Snis

alloy. Blue dots show the CDW transition temperature,
Tcow (z), determined from the position of the minimum in
the temperature-dependent derivative of resistivity shown in
the panels (g) and (h) of Fig.3. The blue short-dashed line
in the main panel shows a linear fit with a fixed intercept (39
K from the well-defined transition temperature for the x=0
samples), best fit gives Tcpw (z) ~ 39.0—73.8x, which extrap-
olates to zero at = ~ 0.53. The inset (a) shows an example
of normalized resistivity vs. temperature (at x = 0.22) ex-
hibiting a pronounced upturn upon cooling due to the open-
ing of the CDW gap on part of the Fermi surface. Insets
(a) and (b) show the correspondence between the tempera-
ture dependence of resistivity (a) and the resistivity derivative
d[p/p(300K)]/dT (b), with the dashed line showing the posi-
tion of the minimum used to determine Tcpw. Green stars
show the temperature at which the derivative of the resistiv-
ity is at a maximum (see the green stars in panels (h) and (i)
in Fig.3), and is used to separate the high-temperature resis-
tivity and low-temperature possible Fermi liquid 7% — regimes
for compositions = >0.53. The green dashed line in the main
panel is guide for eyes through green stars showing the ex-
pected vanishing of the Fermi-liquid behavior at QCP. The
yellow circles in the main panel show the composition evolu-
tion of the superconducting transition temperature.

ing up possibilities for studying various effects, such as
non-exponential attenuation of the London penetration
depth in the vicinity of the QCP [40].
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FIG. 7. Composition dependence of: (a) the unit cell volume
at T = 300K; (b) the superconducting transition temper-
ature, T, obtained from electrical resistivity measurements
(red-yellow squares), DC magnetization measurements us-
ing VSM magnetometer (black-green pentagons) and tunnel-
diode resonator (TDR) London penetration depth measure-
ments (grey dots). The wide light grey line is guide to eyes
to show a general trend. Panel (c¢) shows composition evo-
lution of the magnetic susceptibility in field cooled protocol
xrc (T = 2K), revealing strong suppression of the Meissner
expulsion in the CDW composition.

IIT. ANALYSIS AND DISCUSSION

We now summarize and review the results, focus-
ing on trends in the entire range of compositions, from
pure Ir (x = 0) to pure Rh (z = 1). In Fig.6, we
present the summary phase diagram of the novel al-
loy Cag(Ir1_,Rh;)4Sn;3. To illustrate the definition of
Tepw, the inset (a) shows a normalized resistivity vs.
temperature curve (z = 0.22) with a clear upturn on cool-



ing, expected due to the opening of the partial gap on the
Fermi surface by the CDW Tepw. The inset (b) shows
the temperature derivative of this curve with a minimum
at the CDW transition. Nuclear magnetic resonance
(NMR) Knight shift measurements directly confirmed
that CDW formation reduces the density of states at the
Fermi surface by approximately 10% of the total DOS
in the x = 0 composition [41]. The blue circles in Fig.6
show Tepw (zrpx) determined using this criterion. The
dashed blue line shows a linear fit with the y—axis inter-
cept fixed at 39.0 K, resulting in Tepw (x) &~ 39.0—73.8z.
This value of Tepw(z = 0) = 39.0K is the litera-
ture average of known data in well-studied stoichiomet-
ric CaglrySny3 crystals. This line extrapolates to zero at
x ~ 0.53. With the intercept on the y— axis as a free
parameter, the linear fit yields Tepw(x) = 35.2 — 60.7x,
which extrapolates to = =~ 0.58. Therefore, if the line of
the CDW transition continues linearly below the super-
conducting dome, the putative QCP should be located
somewhere between z ~ 0.53 and = ~ 0.58. We note
that resistivity values in the immediate vicinity above
T, decrease significantly outside the CDW composition
range, as expected due to the closure of the CDW gap
on the Fermi surface.

It is expected that in the vicinity of a QCP, the resis-
tivity temperature dependence deviates strongly from the
conventional T2 Fermi liquid behavior towards T—linear
variation [42, 43]. This was demonstrated in pressure-
tuned CaglrySn;s [14] and in the study of a combination
of Ca-Sr alloying and pressure [15]. Inspecting our re-
sistivity curves around the expected QCP compositions
in Fig.3(e) indeed finds close to a T—linear behavior,
particularly in the sample with x = 0.51. To highlight
this, we show a dashed line in the inset. Away from the
QCP composition, theoretically, it is expected that the
temperature dependence of the resistivity changes from
the Fermi liquid T2 behavior to T—linear upon warm-
ing. The T—derivative of resistivity is then expected to
change from T— linear to a constant. Panels (h) and
(i) of Fig.3 demonstrate a clear change from fast to slow
variation of the resistivity derivative with temperature.
The green stars mark the temperature of the crossover,
which we interpret as a crossover from Fermi liquid (FL)
to non-Fermi liquid (NFL) behavior. The green stars in
Fig.6 mark this crossover. A guide to an eye dashed line
extrapolates to the same range of QCP concentrations,
thus forming the so-called “QCP funnel”.

A general expectation in a QCP scenario is that the
transition temperature 7T, reaches a maximum at the
QCP if quantum fluctuations serve as a pairing glue [42].
Yellow circles in Fig.6 show the superconducting transi-
tion temperature determined from the resistivity. On this
scale, it appears practically independent of z. A more
detailed behavior is shown in Fig.7, which presents the
results of three independent measurements. Electrical re-
sistivity (red-yellow squares), DC magnetization (green
pentagons), and TDR London penetration depth mea-
surements (gray circles) all reveal a rising curve that flat-

tens at « 2 0.6. A T.(z) increase towards x ~ 0.5 reflects
the competition between CDW and superconductivity,
although the absolute variation in 7T, is not large, from
7 K to 8.3 K. The observation of a plateau in T, (x) depen-
dence rather than of a “dome shape” is different from the
behavior of high—T, cuprates [43], heavy fermions [42]
and in phosphorus doped 122 iron-based superconduc-
tors [44]. Tt may suggest that the competition between
CDW and superconductivity for the states at Fermi en-
ergy, leading to a decrease of T, is stronger than the ef-
fect of quantum fluctuations. Synchrotron X-ray and Ra-
man spectroscopy studies under pressure of CagRhySni3
and related Sr and La compounds revealed the volume
of the unit cell as a parameter controlling the phase di-
agram [45], similar to closely related 5-6-18 compounds
[46]. The top panel of Fig.7 shows the composition evo-
lution of the unit cell volume in Cag(Ir;_,Rh;)4Snys3.
Although the volume clearly decreases for z <0.5, it be-
comes nearly constant within error bars for higher x. Per-
haps there is a correlation with the compositional depen-
dence of T, (z).

Another important observation of the compositional
evolution of properties is found in the amount of Meiss-
ner expulsion of a weak magnetic field. Fig.7(c) shows
magnetic susceptibility values at T = 2K after cooling
in a 10 Oe magnetic field as a function of Rh composi-
tion, . Remarkably, there is a clear correlation with the
region of the charge density wave. The degree of flux ex-
pulsion is progressively smaller where CDW is stronger,
judging by the CDW transition temperature (see Fig.6).
This points to weakened superconductivity in the CDW
domain, which implies a direct link between the CDW
(and/or structural distortion) and the superconducting
condensation energy. Therefore, we can expect a sig-
nificant effect if the CDW transition line Tepw () ter-
minates at T = 0 as a second-order quantum phase
transition resulting in a QCP (as in the related systems
(Sr1—.Ca,)3IrsSnys [14, 15, 47] and (Sr;_,Ca,)3RhySny3
[15, 47].)

IV. CONCLUSIONS

In conclusion, we report physical and structural char-
acterization of the novel members of the Remeika quasi-
skutterudites Cag(Ir;_,Rh,)4Sn;3 single crystals at am-
bient pressure. The superconducting transition temper-
ature increases from 7 K (z = 0) to 8.3 K (z = 1). The
charge density wave (CDW) transition is suppressed with
increasing x, extrapolating linearly to z. ~ 0.53 — 0.58
under the superconductivity dome. Magnetization and
transport measurements show a significant influence of
CDW on the superconducting phase. In particular,
Meissner expulsion is suppressed in the CDW region,
and the normal state resistivity above T, is significantly
larger in this part of the phase diagram. The supercon-
ducting T, does not peak around z. but rather saturates
at * > z.. The London penetration depth is attenu-



ated exponentially upon cooling for all compositions, in-
dicating a fully gapped superconducting state. Overall,
Cag(Ir;—,Rh,)4Sny3 appears to be a suitable system for
finding a QCP at ambient pressure. Supporting this idea
is the observation of a close to T'—linear temperature-
dependent resistivity for x > z. and a gradual decrease
in the temperature of non-Fermi-liquid to Fermi liquid
crossover on approaching QCP from the high z side.
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