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A detailed understanding of inclusive muon neutrino charged-current interactions on argon is crucial to
the study of neutrino oscillations in current and future experiments using liquid argon time projection
chambers. To that end, we report a comprehensive set of differential cross section measurements for this
channel that simultaneously probe the leptonic and hadronic systems by dividing the channel into final
states with and without protons. Measurements of the proton kinematics and proton multiplicity of the final
state are also presented. For these measurements, we utilize data collected with the MicroBooNE detector
from 6.4 x 10 protons on target from the Fermilab booster neutrino beam at a mean neutrino energy of
approximately 0.8 GeV. We present in detail the cross section extraction procedure, including the
unfolding, and model validation that uses data to model comparisons and the conditional constraint
formalism to detect mismodeling that may introduce biases to extracted cross sections that are larger than
their uncertainties. The validation exposes insufficiencies in the overall model, motivating the inclusion of
an additional data-driven reweighting systematic to ensure the accuracy of the unfolding. The extracted
results are compared to a number of event generators and their performance is discussed with a focus on the
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regions of phase space that indicate the greatest need for modeling improvements.

DOI: 10.1103/PhysRevD.110.013006

I. INTRODUCTION

A detailed understanding of inclusive muon neutrino
charged-current interactions (v, CC) on argon is necessary to
perform precision measurements of neutrino oscillations
and search for new physics beyond the Standard Model in
current and future accelerator-based experiments using
liquid argon time projection chambers (LArTPCs) [1,2].
These experiments, which measure flavor oscillation as a
function of neutrino energy, will address several important
topics in neutrino physics including: charge-parity violation
in the neutrino sector [3,4], the neutrino mass ordering [5],
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and sterile neutrinos [6]. As such, the ability to accurately
identify neutrino flavor and measure the neutrino energy, E,,
is essential. With only the requirement of detecting the
charged muon in the final state, the inclusive v, CC channel
is able to identify muon neutrino flavor with high efficiency
and purity. While the energy, E,, and scattering angle, 6,,, of
the outgoing muon can be directly measured, the use of
broad-band neutrino beams means £, is not known a priori
on an event-by-event basis and can only be deduced by
measuring the leptonic and hadronic energy of the final state
particles. Thus, an accurate mapping from the true to
reconstructed neutrino energy is needed in order to maxi-
mize the physics reach of accelerator-based neutrino
experiments.

Mapping from reconstructed to true E, is complicated by
the fact that, because E, is not known on an event by event
basis, approximate separation of interaction modes cannot
be achieved as easily as in narrow-band electron beam
experiments [7]. Theoretical models attempting to describe
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experimental observables must therefore simultaneously
account for multiple scattering mechanisms. For experi-
ments using a target with a heavy nucleus, various nuclear
effects [8], including nuclear ground state modeling,
nucleon-nucleon correlations, and final state interactions
(FSI), introduce additional challenges to the model of the
complete final state. Existing models and the event gen-
erators that employ them are unable to describe data with
such detail, necessitating large cross section modeling
uncertainties [9,10]. This creates a need for a diverse set
of detailed neutrino-nucleus cross section measurements
that can benchmark refinements to models and event
generators. Such measurements will stimulate the improve-
ment of theoretical modeling, which can help improve the
sensitivity of future neutrino experiments in a variety of
ways [9,11].

In the past decades, there have been continuous advance-
ments in measuring cross sections of inclusive and exclu-
sive neutrino-nucleus interactions ([12—-15], for example).
In particular, triple-differential cross sections as a function
of muon kinematics and total observed hadronic energy
were reported by MINERvA for quasi-elastic-like
v,~hydrocarbon interactions in a wide neutrino energy
range from 2 to 20 GeV [16]. On argon, recent measure-
ments include one-, two-, and three-dimensional v,CC
cross sections as a function of muon kinematics, transverse
kinematic imbalance variables [17], and the neutrino
energy for inclusive and various exclusive final state topo-
logies [18-23]. These measurements utilized LArTPC
detectors, which are tracking calorimeters with excellent
neutrino flavor identification and neutrino energy
reconstruction in the hundreds of MeV to tens of GeV
energy range [24].

The results reported in this paper utilize the capabilities
of LArTPCs to expand upon previous MicroBooNE work
[20,21] by extending the measurements of inclusive v,CC
cross sections to final state proton kinematics. In addition,
multidifferential v,CC cross sections are also reported with
respect to hadronic final states with and without protons
that have kinetic energy greater than 35 MeV, which
roughly corresponds to the detection threshold for protons
in this analysis. These measurements of inclusive v,CC
interactions through different semi-inclusive hadronic final
states simultaneously probe the leptonic and hadronic
systems and provide a detailed window into the variety
of effects that complicate cross section modeling.

Investigation of the “Op” (without protons) and “Np”
(with N > 1 protons) final states is motivated by the fact
that LATTPCs heavily rely on the gap between the neutrino
and shower vertices to differentiate electrons from photons.
When no additional vertex activity is present, it becomes
difficult to determine if a gap is present. This impacts a
variety of shower based event selections, including v,CC,
which is the signal channel in v, — v, searches. The
absence of additional vertex activity leads to lower

efficiencies and purities for v,CC Op events than v,CC
Np events [25,26]. Because the v, CC channel is essential in
constraining the prediction and systematics for v,CC, a
better understanding of the Op and Np final states in v,CC
scattering is important.

These measurements are further motivated by
MicroBooNE’s Wire-Cell based test of the MiniBooNE
low-energy excess (LEE) [27]. This analysis observed a
data excess at low reconstructed neutrino energies in the
v,CC selection. The excess was shown to be concentrated
in the subset of events that had no reconstructed primary
protons, which are connected to the neutrino vertex, or non-
primary protons, which are displaced from the neutrino
vertex and produced by re-scattering of primary particles. A
35 MeV Kkinetic energy detection threshold was applied to
this selection. The subset of events with protons above this
threshold showed good agreement between data and
prediction, indicating that the data excess at low recon-
structed neutrino energies was unlikely caused by mis-
modeling of the flux and was more likely a neutrino-
nucleus interaction modeling deficiency. This work
explores this possibility with dedicated measurements of
the Op and Np hadronic final states.

Nominal flux-averaged cross sections [28] are
extracted with the Wiener-singular-value-decomposition
(Wiener-SVD) unfolding method [29]. This relies on
Monte Carlo (MC) simulations based on the overall model
of the flux, the detector, and neutrino-argon interactions to
estimate backgrounds, selection efficiencies, and the map-
ping between true and reconstructed quantities.

In this paper and in previous MicroBooNE cross section
work utilizing the Wire-Cell reconstruction frame-
work [20,21], we emphasize the importance of validating
the overall model with data to detect mismodeling that may
bias the cross section extraction. This is particularly
important when measuring the cross section as a function
of E, or the energy transferred to the nucleus, but remains
essential in any nominal flux-averaged differential cross
section measurement. The validation utilizes goodness-of-
fit tests, which allow a comparison of data and prediction to
be quantified as a single number. The model is further
probed for potentially relevant mismodeling with the so-
called decomposition goodness-of-fit test, where the con-
sistency between data and prediction is examined in each
independent eigenvector of the overall covariance matrix.
Also utilized for this purpose is the conditional constraint
procedure [30], which leverages correlations between
variables and channels arising from shared physics to
update the model prediction and reduce its uncertainties
based on data observations. These constraints are only used
for validation and are not applied during cross section
extraction.

The reporting of the unfolded nominal flux-averaged
cross sections follows the convention of [29], which
advocates for the publication of the additional smearing

013006-3



P. ABRATENKO et al.

PHYS. REV. D 110, 013006 (2024)

matrix, A, instead of evaluating ad hoc unfolding uncer-
tainties. The bias induced by regularization is captured in
Ac, which should be directly applied to the theoretical
calculations to ensure maximum power in comparing with
the extracted cross sections. With this overall cross section
extraction procedure, the reported cross sections can be
compared with external predictions without the need to
include neutrino flux uncertainties [28]. The results can
also be readily combined with other cross section mea-
surements and used to stimulate improvements to theoreti-
cal modeling, and constrain cross section and neutrino
flux uncertainties in the short baseline neutrino (SBN)
program [1] and DUNE [2] experiment.

This paper is organized as follows. In Sec. II we provide
an overview of the MicroBooNE detector and experiment.
The methodology used for cross section extraction is
described in Sec. III. Details of the Wire-Cell event
reconstruction package and its performance on the kin-
ematic variables of interest are described in Sec. IV. The Op
and Np 7,CC event selection is also described and its
performance evaluated. The overall model and systematics
used in this analysis are described in Sec. V. The model
validation procedure is described in Sec. VI. Expansions to
the overall model motivated by the validation are described
in Sec. VII. The results are presented in Sec. VIII and
conclusion presented in Sec. IX.

II. THE MICROBOONE EXPERIMENT

The MicroBooNE detector is a LArTPC located at
Fermi National Accelerator Laboratory that is capable of
MeV-level detection threshold calorimetry, ns-scale timing,
and mm-level position resolution [31]. The TPC measures
2.56 m along the drift direction, 10.36 m along the beam
direction, and 2.32 m along the vertical direction and has an
85 tonne active liquid argon mass. A 273 V/cm electric
field is produced by an anode and a cathode plane
positioned on opposite sides of the TPC parallel to the
beam direction. An array of 32 photomultiplier tubes
(PMTs) is located behind the anode plane.

When a neutrino interacts with an argon nucleus in the
detector, scintillation light and ionization electrons are
produced by the charged particles leaving the interaction
vertex. The light is recorded by the PMTs to provide a ns-
scale timing measurement for the event. Software selection
cuts that require distinct PMT signals within the beam spill
window are used to reject background events not in time
with the beam, mostly from cosmic ray muons, which
enriches the data samples with events that contain neutrino
interactions. The ionization electrons drift to the anode in
the electric field and are collected on a set of three wire
readout planes with 3 mm spacing between each plane and
between wires within a plane. The planes are oriented
perpendicular to the electric field with the wires running
vertically and at £60° to allow the positions of the
ionization electrons transverse to the drift direction to be

determined. To ensure that all drifting electrons pass
through the first two (induction) planes and are fully
collected on the third (collection) plane, their bias voltages
are set at —110, 0, and 230 V, respectively. The induced
current on each wire is amplified, shaped, and digitized by
cold electronics operating at 87 K in the liquid argon to
reduce electronics noise [32]. These signals are then
analyzed by downstream image reconstruction and particle
identification (PID) algorithms described in more detail
in Sec. IV.

This work was performed using data collected from
2015-2018 using an exposure of 6.4 x 10%° protons on
target (POT) from the booster neutrino beam (BNB). The
BNB uses 8 GeV kinetic energy protons from the booster
accelerator to bombard a beryllium target. Charged hadrons
produced by proton interactions in the target are focused by
a magnetic horn with polarity set to direct positive charged
hadrons into a 50 m decay pipe. The decays of these
hadrons produce a neutrino beam with a mean E, of
~0.8 GeV thatis 93.6% v, and, due to the hadron-focusing
magnetic horn, only 5.6% 7, [33]. The remaining 0.5% of
the flux constitutes v, /0, components. The MicroBooNE
detector is located on axis 470 m downstream from the
target where it receives this primarily v, flux.

III. METHODOLOGY

The signal definition used in this analysis consists of all
charged current muon neutrino events with their interaction
vertices inside the fiducial volume of the MicroBooNE
detector. The fiducial volume boundary is defined as being
3 cm inside the effective detector boundary corresponding
to the observed distribution of entry and exit points of
cosmic muons [34]. This is the same signal definition and
fiducial volume used in several other inclusive muon
neutrino cross section measurements from MicroBooNE
utilizing the Wire-Cell event reconstruction package
[20,21,35]. Additionally, for a given measurement, there
are phase space limits placed on the signal definition
imposed by the chosen binning scheme. These are due
to the requirement that events must fall within the start of
the first bin and end of the last. For each measurement, the
edges of the first and last bin were chosen based on where
the estimated reconstruction efficiency begins to decrease
significantly. A small number of events fall outside this
measurement range and are treated as background during
the unfolding procedure. The phase space limits imposed
by the chosen binning structure allow the signal to remain
“inclusive”. Only ~2% (or less) of events fall outside the
bin edges of a given measurement.

The kinematics of the inclusive v,CC interaction chan-
nel, v, Ar — u~ X, where Ar is the struck argon nucleus and
X is the hadronic final state, can be described in terms of
the leptonic system, consisting of the v, and x~, and
the hadronic system, consisting of Ar and X. Energy
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conservation dictates that £, = v + E,, where E, is the
energy of the neutrino, v is the energy transferred to the
argon nucleus, and E,, is the energy of the outgoing muon.
This can be further decomposed into E, =E, +

vis - E"S" The visible component of the energy trans-

fer, Eﬁifd, can be directly measured and consists of the
energy from charged particles and photons that deposit
their energy in the detector. The missing component of the

energy transfer, E,.;""%, consists of energy that cannot be
measured by MicroBooNE, including energy transferred to
neutrons, energy used to overcome the binding of nucleons
in the argon nucleus, and energy transferred to particles
below the detection threshold. Initial state nucleon energy,
energy absorbed by the recoiling nucleus, and energy lost
from particles exiting the active fiducial volume of the
detector also contribute to Ep " C

This work provides flux-averaged cross section mea-
surements that probe both the leptonic and hadronic
systems. These are averaged over a reference flux corre-
sponding to the central value of the nominal flux prediction
rather than the true (unknown) real flux [28]. The flux
uncertainties relevant to this projection are correlated with
those associated with the background and response matrix
and evaluated together so that external predictions need not
consider additional flux uncertainties when comparing to
this data. The leptonic system is probed through measure-
ments of the muon energy E, and the cosine of the muon
scattering angle with respect to the incoming neutrino beam
cos 6. The hadronic system is probed by measurements of
energy transfer v, the available energy E,.,; (which is the
truth level sum of reconstructable energy deposited by
visible particles and serves as a proxy for the energy
transfer), the kinetic energy of the leading proton K ,, the
cosine of the scattering angle of the leading proton with
respect to the incoming neutrino beam cosf,, and the
proton multiplicity. A measurement of the cross section as a
function of neutrino energy E,, which utilizes the combi-
nation of the leptonic and hadronic information is also
presented.

The details of the hadronic system are explored further
by dividing the inclusive v,CC channel into Op and Np
subchannels. This allows the hadronic and leptonic systems
to be examined simultaneously. The Op subchannel
includes all signal events that do not have any protons
with true kinetic energy above 35 MeV or do not contain a
final state proton. The Np subchannel contains all signal
events that have one or more protons with a true kinetic
energy above the 35 MeV threshold. The 35 MeV threshold
is motivated by the minimum energy at which a proton can
be reliably reconstructed in this analysis; more discussions
of this can be found in Sec. IVD. The Op and Np
subchannels are mutually exclusive and the combination
of the two contains all signal events in the inclusive v,CC

channel, which will be referred to as the Xp channel.

In other words, Xp and OpNp both contain all inclusive
v,CC events, but only OpNp divides events into separate
bins based on the presence of a >35 MeV proton. The
v, CC selection is also divided into Op and Np subsamples
in the analogous way using reconstructed information. The
Np selection contains events that have a proton with
reconstructed kinetic energy above 35 MeV and the Op
selection contains all other events.

Cross sections for both subchannels are extracted simul-
taneously. This allows true Op events mistakenly passing
the Np selection due to particle identification or other
reconstruction failures to be accounted for in the extraction
of the Op and Np cross sections (and vice versa).
Simultaneous extraction also allows the correlations in
the uncertainties between the two subchannels to be
considered during the unfolding. The formalism for this
extraction is discussed in detail in Sec. III A.

The neutrino energy and energy transfer are not directly
measurable and must be estimated from the measurement
of the visible hadronic energy. The way the unfolding maps
from ETY, to v thus depends on the overall model,
particularly the cross section model, to correct for the
missing hadronic energy. Imperfect event reconstruction
and detector effects degrade the resolution of the hadronic
energy, adding additional complications to these measure-
ments. Similarly, E,,; is a truth level description of the
visible energy deposited by reconstructable particles, and is
thus a more specific quantity describing the breakdown of
the missing and visible components of the energy transfer.
The mapping from reconstructed to true E,.; depends
primarily on the accurate simulation of charged particles
and photons that deposit their energy in the detector. Model
dependence arises from the fact that different final state
particles produce different detector responses. Thus,
despite being a statement on directly measurable quantities,
the mapping from reconstructed to true E,,,; depends on
the hadronic final state modeling, which includes the
modeling of the division between the missing energy going
to undetectable particles and the visible energy going to
detectable particles.

The dependence on the overall model necessitates
special attention to E,, v, and E,,;. Care must be taken
to avoid inducing model dependence that biases these
measurements beyond their uncertainties. This motivates
the necessity of model validation. If the overall model does
not describe the data within uncertainties in the phase space
relevant for the cross section extraction, there is the
possibility of inducing bias beyond the stated uncertainties
on the extracted result. The possibility of such bias can be
mitigated by employing a multitude of different strategies.
This includes developing a high efficiency and purity
selection, reporting results in wide bins, or in ratios, and
by utilizing data driven calibrations. Another strategy,
which is central to this work, is to perform a stringent
data-driven model validation that directly tests the model’s
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ability to describe observed data. This is discussed in detail
in Sec. VL

For the model validation to be effective, it must examine
the phase space relevant for a particular choice of unfolded
variable(s). A test that collapses over the relevant phase
space is unable to detect mismodelings hidden under the
collapsed reconstructed space distribution. In the case of
this work, this means extending the validation of the
mapping from E[°S to v, first used in [20], to a more
detailed validation of both the Op and Np subchannels. As
will be seen in Sec. VI, the model is insufficient to describe
the data within uncertainties in this more detailed space.
This motivates the expansion of the model to include
additional uncertainties as described in Sec. VII. This
expanded model is able to describe the data within
uncertainties and enables the extraction of the desired
nominal flux-averaged cross sections.

A. Formalism for unfolding differential cross sections

The purpose of unfolding is to take a measurement
performed in a given reconstructed variable space and
transform to a corresponding truth level space so that it can
be compared with predictions from theory or event gen-
erators. The starting point of a typical data unfolding
problem is

M=R-S+B, (1)

where M is a set of measurements, S is the corresponding
truth level quantities, B is the background, and R is the
response matrix that describes the mapping between the
truth level quantity and the reconstructed one. M, B, and S
are vectors with entries corresponding to different bins and
R is a matrix with truth space bins along one axis and
reconstructed space bins along the other. We estimate R
and part of B with MC simulations in this analysis; these
are described in more detail in Sec. VA.

To illustrate the formulation of Eq. (1), consider the
simultaneous extraction of the v,CC Op and Np nominal
flux-averaged differential cross sections as a function of
some kinematic variable K. In this example, M is the
measured number of events as a function of K™, the
reconstructed counterpart of K. M contains separate bins
for events reconstructed as Op and Np so it is also a function
of the reconstructed proton multiplicity. S, which is a
function of the true K, will also have separate bins for true
Op and Np events. Thus, R defines the mapping from K™
and reconstructed proton multiplicity to K and true proton
multiplicity. This gives Eq. (1) the following form:

M R R S B
(o)~ G ) (s )+ )
MNp RNpOp RNpr SNp BN]J

For this formulation, B only contains events which are not
part of the inclusive v, CC signal channel. The first index on
R corresponds to the reconstructed multiplicity and the
second index corresponds to the true multiplicity. Thus,
Ry,np, describes the contribution of true Np events to the Op
selection. This allows the true Np events in the Op selection
to be mapped by R to the true Np bins in S, and vice versa.
With this formalism, the unfolding predicts the contribution
of true Np events to the Op selection based on information
from the Np selection and accounts for correlations
between the two channels during the extraction. The same
strategy is employed in other MicroBooNE work in [35] for
other simultaneous measurements of Op and Np final states
for the fully inclusive v,CC channel and in [26] for a
measurement of the leading proton kinetic energy in
pionless v,CC scattering.

The vector M,,, where m = Op, Np, can be expressed in
terms of the integrated protons on target, POT, and the
number of target nuclei 7', with

doy(E,. K)
K™) = POT-T-
Ma(i™) = por - [ P(E) 3G
: Dmn €y - dEl/ -dK + Bm(KreC)' (3)

Here, 5 corresponds to the true proton multiplicity and

indexes over Op and Np. da”gz K) is the differential v,CC
cross section for events with true proton multiplicity of n
and is a function of £, and K. D,,,, is a function of E,, K,
and K™ and describes the migration across multiplicities
and the smearing from the reconstruction of K. Similarly,
€my» Which describes the selection efficiency, is also a
function of E,, K, and K™¢. The background B is likewise a
function of K™¢ and is dependent on POT, T, K, the cross
section for background processes, the flux, and the
selection strategy. F(E,) is the true v, flux as a function
of the neutrino energy and does not depend on the
multiplicity.

Using i to index over reconstruction space bins, and
y to index over truth space bins allows Eq. (1) to be
written as

Sﬂy + Bmi s (4)

= ZAmniy ' F
.y

where A,,,;, is the smearing matrix, F is a flux constant,
and §,, is the targeted signal to be unfolded Ay 18
obtainable through MC simulations and is given by

013006-6



INCLUSIVE CROSS SECTION MEASUREMENTS IN FINAL ...

PHYS. REV. D 110, 013006 (2024)

B POT - Tfy fF(Eu) %WK") ) Dmﬂ( nwKrec) n(Ew Ky Kiyi) - dE, - dKy, (5)
e POT-T [, [ F(E,) - ““p0) - dE, - dK,, ’

where F is the nominal value (or central value) of the v, flux. More colloquially, Eq. (5) may be understood as

Selected number of events with reconstructed (true) proton multiplicity m (1) in K™ bin i from K bin v

Amm’r

Generated number of events with true proton multiplicity #in K biny

This can be used to estimate various systematic uncertainties, which will be visited in more detail in Sec. V B. The flux
constant F,, can be expressed in terms of the nominal flux with

w=ror-1- [ FE,

where AK,,

-dE, - dK,, = POT -T - AK,, - / F(E,) - dE,, (6)

is the width of the yth bin of the K distribution for events with true proton multiplicity #. The flux constant can

be calculated externally with knowledge of the v, flux and its dependence on 7 only arises from the fact that the binning of
the K distribution may be different for Op and Np. The target signal to be unfolded can be expressed as

da,] oK)

J, JF(E,

%
I

-dE, - dK,,

ny LfF

This is the nominal flux-averaged differential cross
section in the yth true K bin for events with true proton
multiplicity #. It is the quantity we wish to obtain from
unfolding. This quantity is expressed entirely in terms of F,
which is distinguished from F due to systematics consid-
erations. The latter is subject to the flux uncertainties
whereas the former is not. In other words, the unknown true
flux F is varied in order to determine the uncertainty on A
in Eq. (5) while F is kept constant. Hence, S and its
uncertainties correspond to a single, well-defined flux and
any theory or event generator prediction need not consider
flux uncertainties when comparing to the extracted cross
section results [28].

By equating R,,,,;, = A, - F ,v» We have re-obtained an
expression of the form of Eq. (1),
= ZRmm'y : Sm/ + Bmi' (8)
ny

This formalism could be extended to any set of subchan-
nels, so long as the true signal definitions do not contain
overlapping events, in which case R will not have the
expected form. This derivation can also be extended to
multidimensional cross sections similar to what was done
in the Supplemental Material of [21].

B. Wiener-SVD unfolding

The Wiener-singular-value-decomposition (Wiener-
SVD) unfolding technique [29] is used to extract the
nominal flux-averaged cross sections [28] in this work.

dEU dkK,,

_ <d""(d’i;”<w)>. 7)

n

|
The inputs for this method are the measurement M, the
response matrix R, a signal model S, and the reconstructed
space covariance matrix V. This covariance matrix encodes
the statistical and systematic uncertainties on the measured
number of events for both signal and background with
statistical uncertainties on the data calculated following the
combined Neyman-Pearson procedure [36]. The outputs of
the unfolding are an unfolded cross section S, a covariance
matrix describing the total uncertainty on the unfolded
result Vg, and an additional smearing matrix A, that
captures the bias induced by regularization in the
unfolding. Any theory or event generator prediction should
be multiplied by this matrix when comparing to the
extracted cross sections.

The Wiener-SVD method regularises the unfolded result
with a Wiener filter that maximizes the signal to noise ratio
in an “effective frequency domain” determined by R and V.
This has the advantage of being free from regularization
parameters to scan over; at fixed bias (variance), the
Wiener-SVD method gives the smallest variance (bias).
An additional matrix C may be added to Eq. (1), making it
M =R-C™'-C-S+ B. This alters the basis of the effec-
tive frequency domain, which is now determined by
R-C7'. One may choose which effective frequency
domain to use; the key to a better regularization is to
choose a domain, or, equivalently, choose a C, that better
separates signal and noise.

In this work, a C that computes the second or third
derivative between neighboring bins is used. This causes
the effective frequency domain to be formed based on the
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curvature of the spectrum. Since the Wiener filter con-
strains the signal to noise ratio, not the smoothness, in the
effective frequency domain, it does not necessarily pull the
unfolded distribution towards smoothness. However, it may
still do so if the signal model itself is smooth. This makes
the method more general than traditional regularization
[29]. For the multidifferential measurements, C is con-
structed such that it accounts for the derivative between
neighboring bins in all dimensions. This is achieved by
computing a C matrix for each dimension and combining
them in quadrature; a similar strategy has been employed in
other MicroBooNE work [21]. Similarly, the last Op bin and
first Np bin are not expected to be continuous, so C is split
along the OpNp boundary to prevent the derivative from
being taken across it.
The final regularized solution, or unfolded result, is

S = AC . (R/T . R/)—] . R/T . M/, (9)

where A is the additional smearing matrix, which contains
the regularization term constructed with the Wiener-filter
based on the choice of C [29], M' = Q- (M — B), and
R’ = Q - R for Q obtained by the Cholesky decomposition
of V=1, Such a decomposition is given by V~! = QT - Q,
where Q is a lower triangular matrix and Q7 is its transpose,
which is guaranteed to exist because V is symmetric.
It is convenient to write the unfolded result as

S = Rtot ' (M_B>7 (10)
where
Ry =Ac-(R"-R)™"-R"-Q. (11)

This makes it clear that the unfolded result is just a
linear transformation from the reconstructed variable space
to the regularized truth space. The regularized truth space
covariance matrix Vg can be obtained from the recon-
structed space covariance matrix with the same linear
transformation:

Vs =Ry - V- RtTot- (12)

This covariance matrix describes the uncertainty on the
unfolded result and the bin-to-bin correlations.

Since a model of the signal is utilized in constructing the
Wiener filter used for regularization, unfolding in this way
is model dependent. However, the effect of this is entirely
captured in the A matrix obtained in the unfolding [29].
The bias and model dependence induced by regularization
is negated by applying A to theoretical or event generator
predictions when making comparisons to this data. In other
words, a comparison of the extracted cross section result to
an external prediction with A, applied is model indepen-
dent with respect to the choice of regularization. As such,

external predictions should be multiplied by A. when
comparing to these results. Following this recommenda-
tion, predictions from all event generators have been
multiplied by A- when compared to the extracted cross
sections in Sec. VIII. The A, for each cross section result
can be found in the data release.

In the experimental neutrino scattering literature, mea-
surements of differential cross sections in different varia-
bles coming from the same dataset are usually treated as if
they are independent experiments. Only the correlations
between bins of the same variable are reported without
consideration of the correlation between different variables,
which are known to be important. When using this data,
one must either ignore the correlations, or attempt to
estimate them, which can be inaccurate [37].

To help overcome this issue, blockwise unfolding [38] is
utilized to obtain an overall covariance matrix containing all
differential cross sections measurements and their correla-
tions. This covariance matrix is presented in the data release
of the associated Supplemental Material [39]. In blockwise
unfolding, to avoid double-counting problems in the for-
mation of A in Eq. (4), bins corresponding to each of the
variables in reconstructed space and their truth space
counterpart are grouped into different blocks. Each block
thus corresponds to an individual cross section measurement
and contains all reconstructed and true bins used in the
unfolding. The reconstructed space covariance matrix V can
then be constructed for all measurements simultaneously,
allowing it to contain correlations between bins of different
variables. A Rl is obtained separately for each block and
then merged into a single matrix with a direct sum,

Rtlot 0
2

Rtot:Rtlot@thot@"‘: 0 R - . (13)
0 0

where RL, corresponds to the /th block and its true and
reconstructed bins. This blockwise formulation of R, does
not consider correlations between variables during the
unfolding and thus yields the same cross section results
as when each measurement is unfolded separately. However,
following Eq. (12), intervariable correlations in V are
propagated to Vg in the blockwise unfolding, yielding a
single covariance matrix that contains correlations between
bins corresponding to different variables.

The blockwise unfolding technique does not provide as
detailed an examination of the phase space as a high
dimensional differential measurement over the same set of
variables. However, such a measurement would be highly
limited by uncertainties. Blockwise unfolding thus enables
more variables to be considered simultaneously than an
analogous multidifferential measurement. The blockwise
result includes the correlations between measurements but,
because these intervariable correlations are not leveraged in
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forming R, as they would be for a high dimensional
differential measurement, the extracted cross sections are
identical to those obtained when each measurement is
unfolded separately.

IV. DATA ANALYSIS

A. Event reconstruction

Robust event reconstruction is needed to fully unlock the
mm precision three-dimensional (3D) tracking capabilities
obtainable with LArTPCs. These capabilities enable excel-
lent particle identification and a detailed view of the
contents of the final states of neutrino interactions, as is
required for an exploration of final states with and without
protons for v, CC interactions. The Wire-Cell topographical
3D image processing algorithm offers such performance
and is used for event reconstruction in both data and MC
simulation for this work [40].

Calorimetry and image reconstruction requires the charge
distribution from each wire on the TPC as input. These are
provided to Wire-Cell by a TPC signal processing algorithm
designed to reduce noise [41] and deconvolve the detector
response from the drift electric field and the electronics
readout [42,43]. Wire-Cell uses the reconstructed ionization
charge at different times and readout wire positions to
reconstruct the images directly in 3D without topological
assumptions (e.g., tracks from muons, pions or hadrons, or
EM showers from electrons or photons) [40,44]. Groups of
particle activity are further apart in 3D images than in two-
dimensional (2D) images. Downstream clustering and par-
ticle identification algorithms benefit from this additional
separation; particle activity may be well separated in 3D yet
overlap in 2D views. The quality of these images is improved
by implementing deghosting, which is the removal of
artificial activity from the image not created by actual charge
depositions, and clustering algorithms, which groups 3D
space points together according to their TPC activity [44].

Additionally, the scintillation light separately collected
by the PMTs is used to provide timing information for the
reconstructed event. To differentiate between neutrino
interactions and the many cosmic muons bombarding the
surface-based MicroBooNE detector, a many-to-many
charge-light matching algorithm is implemented to pair
light signals to charge clusters [44]. By requiring that the
event is in time with the beam, 70% of the cosmic-ray muon
events that pass the software trigger are able to be rejected
with this timing information. Additional algorithms that
identify and reject through-going and stopping cosmic
muons reduce the cosmic contamination to 15%. The
efficiency loss for inclusive v,CC signal events is only
13% at this stage.

B. Particle identification

Particle identification (PID) is important to this analysis
because it contributes to separating v,CC signal events

from backgrounds, reconstructing kinematic variables, and
distinguishing between the Op and Np subchannels. This
process starts in the Wire-Cell reconstruction chain by
finding kinks and splits in each selected 3D in-beam cluster
[45]. Track segments and their end points are then
identified by iterative multitrack trajectory and dQ/dx
fitting that utilizes linear algebra algorithms and graph
theory operations to achieve robust performance. Particle
identification for each track segment is then performed
alongside the primary neutrino interaction vertex identi-
fication based on the dQ/dx, topology information (direc-
tion, track or shower, etc.), and physically allowed
relationships between particles and their scattering and
decay products. The candidate primary neutrino interaction
vertices are concurrently identified as parts of the particle
flow tree, which is a series of particles that starts from the
neutrino interaction vertex and loops over all identified
particles following the particle flow relationship. A
SparseConvNet [46] deep neural network then predicts
the distance from each 3D voxel to the neutrino vertex and
chooses the final reconstructed neutrino interaction vertex
from the neutrino vertex candidates.

The ability to identify and distinguish between muon and
proton tracks is of particular interest for this analysis.
Stopped tracks are separated into proton candidates and
muon candidates based on their dQ/dx information and
Bragg peak. Figure 1 shows a histogram of dQ/dx as a
function of the residual range from MicroBooNE data in
which there are two clear bands, indicated by the black and

x10° MicroBooNE data
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) - ==== Muons
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Residual range [cm]
FIG. 1. Histogram of dQ/dx as a function of residual range

from MicroBooNE data. The black and red lines indicate the two
separate bands corresponding to the median of the distribution for
protons and muons, respectively. The horizontal band around
50 x 103 e/cm extending to zero residual range represents
muons that exit the active fiducial volume. Particle identification
is performed by comparing a track’s measured dQ/dx to the
median dQ/dx for protons and muons. The yellow line represents
an empirical cut used for long tracks; if the measured median
dQ/dx is smaller than the yellow line, it is identified as a muon
candidate.
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red lines, corresponding to protons and muons. The
horizontal band at a dQ/dx of about 50 x 10* e/cm that
extends to zero residual range represents tracks that exit the
active fiducial volume of the detector. The separation
between the bands formed by the protons and muons
allows PID to be performed by comparing a track’s
measured dQ/dx to the median dQ/dx for protons and
muons as a function of the residual range [45]. For shorter
tracks, this is achieved with two metrics computed using
the dQ/dx profile for the last 15 cm of the track. These are:
the normalization to the dQ/dx prediction for protons, R;
and a Kolmogorov-Smirnov shape comparison score K,
to the prediction for protons. A single test statistic,
T = K>+ (R —1)?, is then formed and used to identify
protons. For longer tracks, which are mostly muons, the
median dQ/dx value is calculated for all points and
compared with the yellow line in Fig. 1. This yellow line
represents an empirical selection; if the measured median
dQ/dx is smaller than the yellow line, it is identified as a
muon candidate.

The muon candidates are difficult to separate into muons
and charged pions using only the dQ/dx information due to
the proximity of the muon and pion mass. To remedy this,
additional activity such as pion scattering, and the relatively
large-angle deflection (~10°) of the trajectory of charged
pions is used to provide additional separation power.
Nonproton tracks leading to neutral pions can also be
identified as charged pions.

C. Kinematics reconstruction

1. Kinematic variables of interest

Energy determination is critical to many of the differ-
ential cross section measurements presented in this work.
Two different methods are used to calculate the kinetic
energy for tracklike particles (muons, charged pions, and
protons): range, and summation of dE/dx. The range
method is used for tracks that stop inside the active volume.
It is based on the NIST PSTAR database [47] with a
correction for different particle mass hypotheses. The
summation of dE/dx method is used for short (<4 cm)
tracks, tracks that do not stop in the active volume, tracks
with a “wiggled” topology (e.g., low-energy electrons)
[45], and long tracks that emit a significant number of &
rays. In this method, the energy loss per unit length is
obtained by converting dQ/dx to dE/dx with an effective
recombination model. The visible kinetic energy is calcu-
lated by summing up dE/dx for each ~6 mm segment of
the track.

An overall charge-scaling method is used to calculate the
energy of showers by scaling the total charge deposited by a
factor of 2.5 after multiplying by 23.6 eV per ionization
pair [48,49]. Data is scaled by an additional factor of 0.95.
The first factor is derived from the nominal simulation and
takes into account the bias in the reconstructed charge and

the average recombination effect [44]. The second factor is
obtained from a calibration of the reconstructed z° invariant
mass [27].

The reconstructed neutrino energy E;° is calculated
based on a calorimetric approach by summing the kinetic
energy of all visible particles. Additional corrections are
made to this quantity by adding in a contribution from the
rest mass values of all reconstructed muons, charged pions
and electrons according to the PDG [50]. When a particle is
identified as a neutral pion, there is no need to add the mass,
since is already accounted for in the energy of two photon
showers produced when the z° decays. For any recon-
structed primary or nonprimary proton, an additional
8.6 MeV of binding energy [51] is added instead of the
rest mass. Energy deposited outside the active volume
cannot be reconstructed and does not contribute to this
quantity; this missing energy is corrected for in the
unfolding. Neutrons are not reconstructed and make no
contribution to this quantity other than through secondary
off-vertex protons produced by their rescattering. The
calculation of the reconstructed neutrino energy can be
described by the following equation:

Ere = (K& +m; + B;). (14)

i

where for the ith reconstructed particle, Ki* is the
reconstructed kinetic energy, m; is the rest mass included
if the particle is a muon, charged pion or electron and B; is
the 8.6 MeV of binding energy included if the particle is a
proton.

Two closely related reconstructed quantities describing
the energy transferred to the argon nucleus are also utilized.
These are the reconstructed hadronic energy

B = B~ B, (15)
and the available energy,

By =) K, (16)

1

where the sum indexes over all reconstructed particles
except the primary muon exiting the neutrino vertex. These
two quantities only differ by the addition of the masses of
the reconstructed pions and electrons and binding energy of
the protons to Ep but not to Ej: .. In this analysis, the
unfolding will map Ep7, to the true energy transfer,
v=E,—E, and Eg;; will be mapped to its own truth

level counterpart defined by
Eqvait = ZK;F + ZK[? + Z Epanicle’ (17)
* p

where K= and K, denote the true charged pion and proton
kinetic energies respectively, and Ep,qie denotes the
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TABLE L.

The typical reconstruction bias and resolution for each kinematic variable of interest in fully contained events. The absolute

bias and resolution is listed for the angular variables. The fractional bias and resolution is listed for all other variables. All quantities with

bias are reconstructed at lower values than the truth, except for

avai

1 <300 MeV, which shows the opposite trend.

Mapping Op resolution Np resolution Op bias Np bias
Ef€ o E, ~10% ~10% ~0% ~0%
cos 8¢ to cos 0, < —0.2 0.2-0.5 0.1 0.5 ~0
cos ;¢ to cos g, > —0.2 0.05-0.1 0.05-0.1 ~0 ~0
ET¢ to E, <900 MeV 10%-20% 10%—-15% ~15% ~5%
ET¢ to E, > 900 MeV 10%-20% 10%—-15% 20%—-30% 10%-20%
Ep to v < 300 MeV ~75% 45%—-60% 25%-50% ~5%
Epy to v > 300 MeV 25%-40% 20%-35% 25%-50% 10%-25%
ESei 1o Epyy < 300 MeV ~75% 45%—-60% 25%-50% 10%-30%
Eei t0 Epvain > 300 MeV 25%-40% 20%-35% 0%—10% 0%—-10%
K¢ to K, <200 MeV e ~8% ~0%
K¢ o K, > 200 MeV ~25% ~0%
cos 03¢ to cos 0, < —0.2 0.05-0.1 e 0.2-0.6
cos 03¢ to cos 6, > —0.2 0.05-0.1 ~0

total energy of all other particles except muons or neutrons.
To more accurately quantify the energy that can be
reconstructed in MicroBooNE, a 35 MeV threshold is
applied to the sum over protons so that it only includes
those with K, > 35 MeV. A 10 MeV threshold is applied
to the sum over charged pions which is analogously
motivated by the minimum detection threshold for particle
tracks being 1 cm, which corresponds to 10 MeV for pions.
This definition of E,,,; closely follows what has been done
by MINERVA in recent cross section results [52—54].

2. Reconstruction performance

The reconstruction performance in each variable of
interest was evaluated using MC samples to compare the
reconstructed values to the true values. This was done to
guide the binning used for the reconstructed space meas-
urement vector M and the cross section to be extracted S.
The reconstruction performance was evaluated separately
for fully contained (FC) events, in which all reconstructed
activity associated with the neutrino interaction remains

MicroBooNE simulation: PC events

MicroBooNE simulation: FC events

—
> E
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FIG. 2.

inside the active TPC fiducial volume, and for partially
contained (PC) events, in which some of the reconstructed
activity associated with the neutrino interaction exits the
fiducial volume. These comparisons can be seen in Figs. 2—
4 and the typical reconstruction bias, defined by the median
of the fractional difference between the reconstructed and
true quantity, and resolution, defined by the one ¢ quantiles
of the fractional difference between the reconstructed and
true quantity, for each kinematic variable of interest in fully
contained events is summarized in Table I. The MC
simulation is described in more detail in Sec. VA and
the chosen binning for § is included in the Supplemental
Material [39].

In Figs. 2 and 3, each plot is divided based on the
reconstructed and true proton multiplicity, with events that
are both true and reconstructed Op (Np) placed in the
bottom-left (top-right) section of each plot. The bottom-
right and top-left blocks correspond to events in which
the multiplicity was not reconstructed correctly. These
blocks show similar trends as the blocks where the

2050 05 1
N

P P
True cosf, True cosf,

(b)

(a) Reconstructed muon energy as a function of true muon energy, and (b) reconstructed muon angle as a function of true muon

angle for fully contained (left panels) and partially contained (right panels) selected v,CC events. For each plot, the first block column
(row), as indicated by the vertical (horizontal) dashed line, corresponds to true (reconstructed) Op events and the second corresponds to
true (reconstructed) Np events. The bottom-left (top-right) block corresponds to true Op (Np) events correctly reconstructed as Op (Np)
and the top-left (bottom-right) corresponds to true Op (Np) events incorrectly reconstructed as Np (Op).
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FIG. 3. (a) Reconstructed neutrino energy as a function of true
neutrino energy, (b) reconstructed hadronic energy as a function
of true energy transfer, and (c) reconstructed available energy as a
function of true available energy for fully contained (left panels)
and partially contained (right panels) selected v,CC events. For
each plot, the first block column (row), as indicated by the vertical
(horizontal) dashed line, corresponds to true (reconstructed) Op
events and the second corresponds to true (reconstructed) Np
events. The bottom-left (top-right) block corresponds to true Op
(Np) events correctly reconstructed as Op (Np) and the top left
(bottom-right) corresponds to true Op (Np) events incorrectly
reconstructed as Np (Op).

multiplicity was reconstructed correctly, indicating that the
reconstruction performance on the kinematic variables of
interest is not noticeably degraded when the multiplicity is
reconstructed incorrectly.

The resolution of the muon energy reconstruction for FC
events is about 10% for both Op and Np. As described in
Sec. IV C 1, this reconstruction may be performed with
either the range or summation of dE/dx method. The
resolution of the range method is better than 10%, and
shows no bias. However, the resolution for the entirety of
selected events is degraded due to the use of the dE/dx
summation method, which is known to underestimate the
energy, leading to a ~10% bias toward lower reconstructed
values in events where it is used [45,55]. This is modeled in

tion: PC evel 1

% 0.10.2 0.3 0.4 0.5 0.6 0.7 0.8 '
True K, (GeV)

% 01020304 05060708 '
True K, (GeV)

1 MicroBooNE simulation: FC events 1 MicroBooNE simulation: PC events

0.5 1 0.5 1
True cosf, True cosb,

FIG. 4. (a)Reconstructed leading proton energy as a function of
true leading proton energy, and (b) reconstructed proton angle as
a function of true proton angle for fully contained (left panels)
and partially contained (right panels) selected v,CC events. Only
true Np events with a reconstructed proton are included in (b).

the detector simulation by scaling the ionization charge in the
simulation to match the data [27]. Good data to MC agree-
ment is seen after this scaling and the underestimation of the
muon energy with the dE/dx summation method appears
well modeled in the simulation. Coarser binning for M and S
was chosen to further mitigate the potential impact of this
bias. The effect of this can be seen in Fig. 2(a), which shows
no bias with the chosen binning. PC events still show some
bias towards lower energies with the chosen binning. This is
in part due to the muon depositing energy outside the active
TPC volume and in part due to the increased utilization of the
dE/dx summation method for these events. These features
appear for both the Op and Np selections.

The worst reconstruction performance is seen for Op
events at low energies in the comparison of Ej to v and
Ee o to E,yqy. This is shown in Fig. 3. For Op events with v
or E,.; below 300 MeV, the resolution of the
reconstruction is ~75% for these two quantities. Above
300 MeV, the resolution improves to ~25%—-40%. Due to
the presence of missing energy going to neutrons and other
undetectable particles, E77; is biased towards lower values
by ~25%-50% at all energies for FC events. The available
energy does not account for neutrons, and E;’ ., shows little
to no bias for E,,; above 300 MeV for FC events.
However, below 300 MeV, E. is biased high by
~25%-50%. This is largely due to to neutrons or below-
threshold particles leaving energy deposits in the detector
which are not accounted for in E,,,; and thus pull £7;, to
higher values than the true quantlty For PC events, the
reconstruction performance of E%; is comparable to FC
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events, whereas for E};’ .., higher energy events are biased

more toward lower energies than they were for FC events.
The relatively poor resolution of E[7 and £, for the Op
channel motivates adopting a conservative binning scheme
for the extraction of the v and E,,; differential cross
sections.

The reconstruction performance on EiS and ESS,
for Np events is better than for Op events, but is still
rather poor at low energies. This is also shown in Fig. 3.
For v and E,,,; below 300 MeV, the reconstruction of
these quantities has ~45%-60% resolution. Above
300 MeV, their resolution improves to ~20%-35%.
The reconstruction of ES is biased towards lower
energies for Np events, but by only ~5% for v below
300 MeV and ~10%—-25% above this, which is less than
it was for Op events. This is presumably due to neutrons
making up a much smaller fraction of the energy transfer
for Np events. Similarly, E[S°., is biased high by
~10%-30% for E,,,; below 300 MeV and shows little
to no bias above this. Fairly conservative binning was
also adopted in the Np channel for the extraction of the
desired cross sections.

These features carry over to E[f¢, but are dampened by
the better reconstruction resolution of the muon energy
which contributes to E7°° but not to £, or EL . This can
also be seen in Fig. 3(a). The FC Op selection has a ~15%
bias for E, below 900 MeV and a ~20%-30% bias above
this. The resolution is ~10%—-20% for all energies. The FC
Np selection has ~5% bias for E, below 900 MeV and a
~10%-20% bias beyond this. The resolution is
~10%—15% at all energies. Both the Op and Np selections
have slightly better resolutions at lower energies. PC
events are more heavily biased towards lower energies for
both Op and Np events, primarily due to the inability to
reconstruct energy deposited outside the active volume.

The leading proton kinetic energy is reconstructed with
minimal bias for all energies. This can be seen in Fig. 3(a).
The resolution on the leading proton kinetic energy main-
tains ~8% resolution up until 200 MeV at which point it
begins to drop to ~25%. This is due to a tail towards lower
reconstructed quantities that can primarily be attributed to
difficulties in identifying and accurately determining the
energy of protons that re-scatter. When the leading proton
re-scatters, its energy may be underestimated or it may not
be identified as a proton. This can cause a sub-leading
proton to be labeled as the leading one, thus causing the
reconstructed leading proton kinetic energy to be lower
than the true value for the event. The tail towards lower
energies is more prominent for PC events due to the protons
that deposit some of their energy outside the active TPC
volume where it cannot be reconstructed.

The muon angle for Np events is reconstructed with
minimal bias throughout the entirety of phase space;
this is seen in Fig. 2(b). The absolute resolution for this
quantity is typically ~0.1 and reaches 0.05 or better at

forward angles. The muon angle for Op events and
the proton angle for Np events shares this resolution and
lack of bias at forward angles. However, both quantities
show a drop in resolution at more perpendicular and
backward angles, though this is slightly less prominent
for the proton angle than it is for the muon angle. This trend
can be attributed to backwards-going muons (protons)
being reconstructed as forward going and vice versa,
leading to some bias towards forward angles. This is made
evident by the larger population of events in the top-left and
bottom-right corners of Fig. 2(b) [Fig. 3(b)]. Though there
is a population of backwards-going muons reconstructed as
forward going in the Np block of Fig. 2(b), it is relatively
much smaller than the one for the Op block. This is due to
the presence of a proton in Np events, which makes the
neutrino interaction vertex easier to identify thereby
improving the angular resolution.

D. Event selection

The v,CC event selection is the same as in other
Wire-Cell inclusive v,CC cross section measurements in
[20,21,35] and the Wire-Cell based electron low-energy
excess search in [27]. The starting point of the selection is the
generic neutrino selection from [34]. The residual back-
ground consists of cosmic-ray muons, neutrino induced
events originating outside the fiducial volume, and neutral
current (NC) interactions that produce a charged pion. Hand-
scans were used to classify these different backgrounds into
categories and identify variables that represent the character-
istics of each type. Using the boosted decision tree (BDT)
library XGBoost [56], a multivariate classifier was trained
using input variables from the background taggers to reject
the leftover background in the generic neutrino selection.

The entirety of events selected by the BDT define the
full inclusive v,CC Xp selection. Following this selection,
the sample is further divided into a Op subsample (no
protons) and Np subsample (at least one proton) based on
the particle flow information. A 35 MeV threshold is
applied to the reconstructed kinetic energy of the leading
proton, so the Op subsample consists of all events that pass
the v,CC selection and contain either no reconstructed
protons or no protons with a reconstructed kinetic energy
above 35 MeV.

The signal outlined in Sec. III and selection criteria
described above include a threshold on the kinetic energy
of the proton. The choice of the proton energy threshold is
important because theoretical modeling of the emission of
low-energy nucleons in neutrino interactions is compli-
cated and poorly constrained by experimental data [57].
The chosen threshold is motivated by the ability of
MicroBooNE to identify a particle track only if it is
>1 cm in length, which corresponds to a kinetic energy
of 35 MeV for protons. This choice is validated by
comparing the selection efficiency of v,CC Np events to
v,CC Xp events as a function of the true leading proton
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FIG. 5. Selection efficiency as a function of true leading proton

kinetic energy with no threshold requirements applied to the
signal or selection. The error bars contain only statistical
uncertainty. The Np efficiency drops significantly below
35 MeV (red line), as is expected by the minimum detection
threshold of 1 cm tracks in MicroBooNE. The drop in efficiency
at higher energies can be attributed to difficulties in identifying
protons that rescatter.

kinetic energy. This comparison is shown in Fig. 5. Here,
the efficiency is calculated using all signal and event
selection criteria except for the kinetic energy threshold
on the proton. In other words, the Np signal now contains
all events with a proton, regardless of its energy. As
expected, the selection efficiency for Np events drops
sharply below 35 MeV while the Xp selection maintains
good efficiency at these low proton kinetic energies. This
indicates that events with a sub 35 MeV proton are passing
the v, CC selection, but their proton is not being identified,
thus validating the 35 MeV threshold.

A steady drop in the Np efficiency can also be seen
beginning at ~250 MeV and plateauing at ~600 MeV.
This drop can be attributed to the increased likelihood that a
proton rescatters as its energy increases. Rescattering tends
to cause PID failures, including misidentifying the proton
as an electron (which occurs when the proton creates many
daughters upon rescattering), identifying the reinteraction
vertex as the primary neutrino vertex and, most commonly,
misidentifying the proton as a charged pion due to the
absence of the Bragg peak. It should be noted that protons
with energy greater than 600 MeV are present in only ~2%
of events, so this drop in efficiency does not have a
significant impact on the analysis.

Kinematic distributions of events that pass the v,CC Op
and Np event selections can be seen for both data and MC
in Figs. 6-8. More details on these MC predictions can be
found in Sec. VA. The binning used for these plots is
identical to that used for M in the cross section extraction.
The full uncertainty, as is used for the model validation and
including the additional reweighting systematic described
in Sec. VII, is included on the MC. The y? in the legend of

each plot is calculated with the corresponding covariance
matrix. The number of degrees of freedom, ndf, is equal to
the number of bins, including the overflow bin, if it is
present. Good agreement between the data and MC
prediction is seen in all distributions with each y?/ndf
value being below unity.

The MC predictions in Figs. 68 are broken down into
separate categories for background and signal events. The
background event categories are: “EXT”, which refers to
cosmic-ray background events from the beam-off dataset
that have no BNB neutrino interactions; “Cosmic”’, which
corresponds to mistakenly selected cosmic-ray background
from the BNB overlay MC simulation; “Dirt” which refers
to neutrino interactions with their true neutrino interaction
vertices outside the cryostat; “BG NC”, which includes all
neutral current interactions; and “BG CC” which comprises
all charged current events not part of the signal definition
(i.e., outside the fiducial volume). The signal events are
separated into categories corresponding to different inter-
action types. These include: quasielastic (“QE”) scattering,
where the neutrino scatters off the nucleon rather than its
constituent partons; meson-exchange-current (“MEC”),
where the momentum transfer is shared between two
nucleons via the exchange of a virtual meson; resonance
production (“RES”), where the nucleon is excited to a
resonance state with higher energy transfer; and deep-
inelastic scattering (“DIS”) where the partonic structure of
the nucleon is probed with even higher energy transfer.
Separate categories for the Op and Np subsignals are
shown for each interaction type. All signal events not
falling into these interaction categories are placed in
“CC OTHER”.

The BDT used for the v,CC selection was trained on a
dataset that did require a reconstructed primary muon be
present and a small subset of events that pass the selection
likewise do not have a reconstructed primary muon. This
results in a small number of events in the 0—100 MeV bin of
the Op E;* distribution seen in Fig. 6(a). Events without a
reconstructed primary muon are not included in the plots of
the muon kinematics shown in Fig. 7, nor the extraction of
the corresponding cross sections, which is accounted for by
a slightly lower selection efficiency.

The most prominent differences between the Op and Np
selections can be seen in the ETY distributions shown in
Figs. 6(c) and 6(d). The same difference is seen in the Op
and Np EI. distributions found in Appendix B, which
look identical to the Ep; distributions except for a shift
towards lower energies due to the fact that the two
quantities only differ by the addition of particle masses
and binding energies to E[°5 but not E-.. The lack of
proton activity for the Op selection shifts E[’S, towards
lower energies causing the distribution to peak in the first
bin. The Np distribution peaks in the second bin with a
much larger contribution from mid to high energies. Similar
differences between the Op and Np distributions are also
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(c) Reconstructed hadronic energy for Op FC events.
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FIG. 6. The v,CC selection as a function of the [(a) and (b)] reconstructed neutrino energy, and [(c) and (d)] reconstructed hadronic
energy for fully contained (FC) events. The MicroBooNE MC prediction is categorized by interaction types with separate categories for
the Op and Np subsignal channels. The bins are the same as for M in the cross section extraction with the last bin corresponding to
overflow. In the bottom subpanels, the pink band includes the MC statistical, cross section, flux, and the additional reweighting
systematic uncertainty discussed in Sec. VII, and the purple band corresponds to the full uncertainty with the addition of the detector
systematic uncertainty. Data statistical errors are shown on the data points and are often too small to be seen due to high event counts.

present for E°, which is also shown in Fig. 6. These
differences are less noticeable for Ej° than for Ei and
E" . due to the smaller relative contribution of the proton
energy to E;7¢, which also includes a contribution from E;°.
The muon angular distributions seen in Fig. 7 also have
some differences between the Op and Np selections, with
the Op distribution being slightly more peaked at forward
angles than the Np one.

Some qualitative differences appear between data and
MC predictions in several of the distributions. All Op
distributions have more data than predicted by the MC.
However, the overall normalization of observed Op data
falls within uncertainties due to the inclusion of the
additional reweighting systematic outlined in Sec. VIIL.
This can be contrasted with the Np channel which shows
good data to MC agreement in terms of overall rate.

Likewise, the reconstructed proton multiplicity distribution
in Fig. 8(c) shows very good data to MC agreement in the
1p bin and a slight data deficit in the 2p and >2p bins, but
both bins are still within the uncertainties of the MC. The
Op data excess is also present in the first bin of the K¢
distribution, which extends from O to 35 MeV and contains
all Op events, as seen in Fig. 8(a). The leading proton
angular distribution, shown in Fig. 8(b), displays very good
data to MC agreement in the highly populated forward
going bins but has a slight data deficit in perpendicular to
backward going ones. A more detailed examination of
the K5 distribution in cos@;° slices shown in the
Supplemental Material [39] indicates that this deficit has
no energy dependence. However, there is a slight data
excess in the first several K7;° bins beyond 35 MeV in the
most forward angular slices.
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FIG.7. They,CC selection as a function of the [(a) and (b)] reconstructed muon energy and [(c) and (d)] reconstructed muon angle for
fully contained (FC) events. The MicroBooNE MC prediction is categorized by interaction types with separate categories for the Op and
Np subsignal channels. The bins are the same as for M in the cross section extraction. The last bin of (a) and (b) correspond to overflow.
In the bottom subpanels, the pink band includes the MC statistical, cross section, flux, and the additional reweighting systematic
uncertainty discussed in Sec. VII, and the purple band corresponds to the full uncertainty with the addition of the detector systematic
uncertainty. Data statistical errors are shown on the data points and are often too small to be seen due to high event counts.

The Op data excess is concentrated at low reconstructed
neutrino energy, hadronic energy and available energy. This
can be seen in Fig. 6. A slight data deficit is also observable
in both the Op and Np distributions in these same variables
at higher energies. This appears especially prominent at
more forward muon angles, which can be seen in the
Supplemental Material [39] where the Xp E; distribution
has been broken into cos &7 and E75;; slices. The Op data
excess is also concentrated in the more forward going muon
angular bins, as can be seen in Fig. 7(c). This can be
contrasted to a slight deficit at forward muon angles for Np
seen in the same figure. There does not appear to be any
energy dependence to this deficit, as can be seen by the
more detailed examination of the OpNp E} distribution in

cos 0, slices presented in the Supplemental Material [39].

Similarly, as can be seen in Fig. 7, the Op data excess does
not seem concentrated at specific muon energies. It is
spread evenly across the majority of phase space, though
does appear slightly more subtle at the highest and lowest
energies especially in the most forward cos 8 slice, which
is shown in the Supplemental Material [39].

Based on the MC simulation, QE events are more
prominent at low EJ*, Ep, and EF-.,, with RES more
prominent at higher energies and MEC more prominent at
intermediate energies. DIS events also start to constitute a
non-negligible portion of these distributions at higher
energies. These features can be seen in both the Op and
Np selections in Fig. 6. Likewise, backwards muon angles
contain relatively more QE events and more forward
angles contain more RES and MEC as can be seen in
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(b) Reconstructed leading proton angle for FC events.

The v, CC selection as a function of the (a) reconstructed leading proton kinetic energy, (b) reconstructed leading proton angle,

and (c) reconstructed proton multiplicity for fully contained events. The dashed line in (a) indicates the 35 MeV proton tracking
threshold, below which is a single bin that includes events with no protons and events where the leading proton is below the threshold.
Only the Np events are included in (b); the proton angle is not applicable for Op events. In (c), protons only count towards the multiplicity
if they have K7° > 35 MeV. The bins are the same as for M in the cross section extraction with the last bin of (a) and (c) corresponding
to overflow. The MicroBooNE MC prediction is categorized by interaction types with separate categories for the Op and Np subsignal
channels. In the bottom subpanels, the pink band includes the MC statistical, cross section, flux, and the additional reweighting
systematic uncertainty discussed in Sec. VII, and the purple band corresponds to the full uncertainty with the addition of the detector
systematic uncertainty. Data statistical errors are shown on the data points and are often too small to be seen due to high event counts.

Fig. 7. These features are magnified in the more detailed
examination of the Xp E; distribution split into E75; and
cos 6, slices shown in the Supplemental Material [39].
The backwards, lowest energy slices are almost exclusively
QE events, while the more forward, higher energy slices are
almost free from QE interactions.

There are also some noticeable differences in terms of
the dominance of different interaction types when compar-
ing the Op and Np selections. Quasielastic events appear

slightly more prominent for the Op selection than the Np
selection, even though, as seen in Fig. 8(c), the 1p bin of the
reconstructed proton multiplicity distribution contains a
comparable portion of QE events. The Np selection
contains a larger portion of MEC and DIS events than
the Op selection, particularly when looking at the higher
proton multiplicity bins of Fig. 8(c). These features are
especially noticeable at forward muon angles as is seen in
Fig. 7. For MEC events, this is in large part due to the
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relatively small number of true Op MEC events; most of the
MEC events in the Op selection are true Np events in which
the proton(s) was (were) not reconstructed. This is most
apparent at higher E7, E°., and EJ°. There is also a
much larger, but still relatively small, proportion of true Op
RES and DIS events reconstructed as Np than there is for
QE or MEC events. In particular, ~8% (~11%) of selected
true Op RES (DIS) events are reconstructed as Np,
respectively, while only ~2% of selected true Op QE events

are reconstructed as Np.

E. Efficiencies

Two different sets of efficiency and purity metrics are
assessed to evaluate the performance of the event selection
and help determine the binning used for S in the cross
section extraction. These are written out explicitly in
Appendix A. The first set is the “overall” efficiency (purity)
which, for the Op subchannel, is defined by the ratio of the
number of true Op signal events selected as Op to the total
number of true Op signal events (total events selected as
Op). The analogous definition is used for the Np subchan-
nel. The second set is the efficiency (purity) with respect to
the v, CC selection. For the Op subchannel, this is defined
by taking the ratio of the number of true Op signal events
selected as Op to the total number of true Op signal events
passing the v,CC selection (total number of true signal
events, with no requirement on protons, selected as Op).
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The second set of metrics is useful in separating the impact
of the split into Op and Np subchannels from the overall
I/”CC selection. For each of the variables of interest, these
two sets of efficiency and purity metrics can be found in
Fig. 9 or Appendix A.

The Xp efficiency and purity of the fully inclusive v,CC
selection, for which there are no requirements on the
number of protons, is 68% and 92%, respectively. The
largest remaining background comes from neutrino-
induced NC charged pion events followed by mistakenly
selected cosmic-ray induced events. For the chosen
35 MeV leading proton kinetic energy threshold, the Op
selection has an efficiency of 53% and purity of 27% and
the Np selection has an efficiency of 49% and purity of
95%. These efficiencies are lower than the Xp efficiency
because events must pass both the v, CC selection and have
their proton multiplicity properly reconstructed to be
counted in the numerator. It should also be noted that
the Np selection contains a smaller portion of non-v,CC
background events, which make up only 4% of the events,
than the Op selection, where the non v,CC backgrounds
make up 12% of events.

In general, the ability to correctly identify true Op events
is quite good and relatively flat across all variables of
interest, which is evident in the Op efficiency, and Np purity
with respect to v,CC as a function of the different variables
seen in Fig. 9 and Appendix A. Correctly identifying Np
events is somewhat more challenging as indicated by the
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FIG. 9. The v,CC selection efficiency as a function of the (a) true neutrino energy and (c) true muon angle. The v, CC selection purity
as a function of the (b) reconstructed neutrino energy and (d) reconstructed muon angle. The binning shown here is the same as is used
for M and S in the cross section extraction. The definitions of the various efficiency and purity metrics are written out explicitly in

Appendix A.
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efficiencies with respect to v,CC, which is 94% for Op but
only 70% for Np. Because Np events are more common
than Op events, outnumbering them ~7:1, the lower Np
efficiency with respect to the v,CC selection has a larger
impact on the Op purity with respect to the v, CC selection,
which is 32%. The lower Np efficiency and Op purity is
primarily coming from either missing, or misidentifying the
proton in true Np events, causing them to end up in the Op
selection. This occurs most prominently for high and low
energy protons as illustrated by Fig. 5 and discussed in
more detail in Sec. IV B.

Both the Op and Np selection efficiencies are higher for
more forward-going muon angles as shown in Fig. 9(c).
This is because events with forward-going muons are more
likely to have a typical topology of a v,CC event and pass
the v,CC selection. A similar trend is also seen at lower
neutrino energies, where the Op and Np overall selection
efficiencies are lower, in large part due to the overall poorer
performance of the v,CC selection there. However, this
trend is also seen for the overall Np efficiency as a function
of v and E,,, where the selection efficiency for the
inclusive v,CC signal is relatively flat and somewhat
higher for Op events. Thus, the reduction in the overall
Np efficiency in these regions of phase space is in large part
due to these events containing lower energy protons more
likely to be missed by the reconstruction. This is consistent
with the low Np efficiencies with respect to the v,CC
selection in these regions. Conversely, the purity with
respect to the v,CC selection for the Op sample is notice-
ably better at low reconstructed neutrino, hadronic, and
available energies and at forward muon angles and higher
muon energies. This is in part due to the larger number of
true Op events relative to the number of true Np events in
these regions. To a lesser extent, this trend can also be
attributed to the tendency for there to be the slightly higher
Op efficiencies in these regions of phase space.

V. MODEL DESCRIPTION

A. Monte Carlo simulations

Monte Carlo simulations are used in this analysis to
estimate selection efficiencies, reconstruction performance,
beam-correlated backgrounds, and systematic uncertain-
ties. The overall model consists of a GEANT4-based flux
simulation, a GENIE-based neutrino-argon interaction
model [58,59], and a detailed MicroBooNE detector model.
These are thoroughly investigated with dedicated model
validations to ensure that the overall model is capable of
describing observed data within uncertainties. The model
validation can be found in Sec. VI. What follows is a
description of the MC simulations used in this work.

The BNB flux is simulated with the GEANT4-based
MiniBooNE flux simulation updated to the MicroBooNE
detector location [33,60]. It includes effects from hadron
production of 7%, K*, and K9 together with total, inelastic,

and quasielastic cross sections of pion and nucleon rescat-
tering on beryllium and aluminum. The hadron production
cross sections are tuned based on fits to world data [33].
Produced hadrons are transported through the beamline
geometry where they can either re-interact or decay to
produce the neutrino beam. Modeling of the horn current
distribution and calibration are also included in the
simulation.

The simulated neutrino flux is provided to the
“MicroBooNE tune” of the GENIE event generator [58]
to produce neutrino-argon interactions inside and outside
the detector cryostat. The base of this tune is GENIE
v3.0.6 G18 10a 02 11la. It implements the Valencia
model for the local Fermi gas nucleon momentum distri-
butions [61-63], and the Nieves MEC model [64] and
CCQE scattering prescription [65] which includes
Coulomb corrections for the outgoing muon [66] and
random phase approximation (RPA) corrections [67].
Additionally, it contains the KLNBS RES [68-71] and
Berger-Sehgal coherent (COH) [72] scattering models. For
FSI, the hA2018 FSI model is implemented [73]. This base
GENIE model is further tuned on cross-section data from
T2K [74] by reweighting events based on two CCQE and
two CCMEC parameters [59]. The resulting event gener-
ator is the referred to as the MicroBooNE tune which is
used to model neutrino-argon interactions in this work.

The post-FSI final state particles are propagated through
the detector using the GEANT4 toolkit v4 10 3 03c [60].
The observable light and ionization charge signals from
those particle trajectories are simulated and reconstructed
using the LArSoft [75] software framework. Resulting
energy deposits are further processed by detector simu-
lations that model the ionization charge and scintillation
light. These simulations account for the space-charge effect
[76], which is a distortion of the drift field due to the
buildup of positive argon ions caused by the high rate of
cosmic rays in the detector. The TPC detector simulation
generates waveforms on each wire channel based on the
ionization charge distribution near the wire. The induced
current is further convolved with the electronics response
before adding the inherent electronics noise from data to
produce the final simulated waveform. The optical detector
simulation accounts for Rayleigh scattering, reflection, and
partial absorption in order to produce a realistic detector
response. The PMT response to scintillation light is
modeled with a photon library, which contains the accep-
tance of light produced at each point in space inside the
cryostat for each PMT. This is further convolved with the
time distribution of these photons to generate the digitized
waveform.

All MC simulations make use of the overlay technique to
account for constant cosmic ray induced backgrounds
inherent to the surface-based MicroBooNE detector. This
technique consists of overlaying the TPC and PMT wave-
forms from simulated neutrino events on top of data taken
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without the neutrino beam using a random trigger. This
allows fluctuations in the cosmic ray background to be
properly taken into account and eliminates the systematic
uncertainties in the simulation of cosmic ray activity.
However, because a different cosmic event is used for
each simulated event, this technique limits the statistics of
the MC sample through the finite size of the beam-off data
sample. Once overlaid with beam-off data, MC events are
processed through the Wire-Cell reconstruction chain as if
it were real data.

Besides the GENIE-based MicroBooNE MC prediction
(uBoONE tune), the extracted cross section results are
compared to predictions from the untuned version of the
same G18 10a_ 02 1la configuration of GENIE
v3.0.6 (GENIE) [58] as well as a variety of other event
generators. A brief overview of these follows with a more
detailed comparison of the underlying physics of several
generator discussed in [77,78]. GiBUU 2023 (GiBUU)
[78] is a theory driven event generator that implements its
models self-consistently by solving the Boltzmann-
Uehling-Uhlenbeck transport equation [79]. It utilizes
the LFG model [80], a standard CCQE expression [81],
an empirical MEC model, a dedicated spin dependent
resonance amplitude calculation following the MATID analy-
sis [79], and a DIS model from pYyTHIA [82]. For FSI,
G1BUU propagates hadrons through the residual nucleus in
a nuclear potential consistent with the initial state. NuWro
21.02 (NuWro) [83] uses a LFG model [80], the
Llewellyn Smith model for QE events [84], the Nieves
MEC model [85], and the Berger-Sehgal COH scattering
model [72]. The A resonance is calculated explicitly with
the Adler-Rarita-Schwinger formalism [71]. FSI is imple-
mented with an intranuclear cascade model [85]. NEUT
5.4.0.1 (NEUT) [86] uses the LFG model [80], the
Nieves CCQE scattering prescription [65], the Nieves
MEC model [64], the Berger-Sehgal RES scattering
model [68-71], and the COH scattering model [72]. Its
FSI treatment employs Oset medium corrections for
pions [87,88].

B. Systematic uncertainties

Uncertainties are estimated with covariance matrices
calculated from a multi-universe approach. For the
unfolding, the response matrix R and background predic-
tion B in Eq. (1) are held constant and all uncertainties on
them are transferred to the covariance matrix for the
measurement vector M. This covariance matrix is then
propagated to the unfolded results with the transformation
described in Eq. (12).

This approach relies on two approximations [38]. First, it
estimates the uncertainties on the extracted result at the
central value of the model rather than the data. Second, it
uses a linear transformation to propagate uncertainties to M
and then to the extracted result, the latter of which is treated
as constant. These are analogous to the assumptions made

in a first-order Taylor series approximation, which expands
at the central value of the model and keeps only the linear
term. These assumptions are valid as long as the central
value of the model is relatively close to the data given the
total uncertainty budget.

In this analysis, we investigate the validity of these
approximations through the model validation described in
Sec. VI. With this procedure, the data measurement is
compared to model prediction with its associated uncer-
tainties, which are calculated through first-order error
propagation. When the model passes validation, it means
that the model prediction can cover the data within its
uncertainties, indicating that the central value of the model
is close to the data given the model uncertainties. This
justifies using the central value to perform error estimation
in the unfolding, which simplified the uncertainty estima-
tion procedure by avoiding iterations. Furthermore, since
the model uncertainties are sufficient to describe the data,
any potential underestimation of uncertainties due to the
use of first-order error propagation is insignificant. Thus,
when the model passes validation, it provides confidence
that the systematic uncertainties are properly estimated
with the chosen method of error propagation.

To generate a covariance matrix for M, part of the MC
simulation is rerun N times with the same set of events, but
with the parameters varied according to their uncertainties.
Each of these represents a universe. Alternatively, to avoid
the computationally expensive task of rerunning the sim-
ulation, a new universe may be obtained by reweighting the
events; this strategy is also used in this work. Uncertainties
on the model parameters used to generate these universes
are determined from empirical data and alternative models.
The differences across universes is used to form a covari-
ance matrix with

> (ME—MEV)(ME - MFY). (18)

1
Vlj:ﬁ

where, analogous to Eq. (1), M} (M%) is the measured event
counts for the ith bin (jth bin) of the reconstructed
distribution in the kth universe and MY (M$V) is the

same but for the central value (CV) universe.

A covariance matrix is calculated for each source of
systematic uncertainty considered. These are (i) Vi, the
neutrino flux of the BNB; (ii) V., hadron-argon inter-
actions of the GEANT4 simulation; (iii) V,, neutrino-argon
cross sections of the GENIE event generator; (iv) Ve,
detector response resulting from imperfect detector model-
ing; (v) V}{l, the finite statistics of MC and beam-off data
used for prediction; (vi) Vg, additional uncertainties on
dirt events, which are neutrino interactions outside the
cryostat; (vil) Vpgr, uncertainty on POT counting, and
(viii) Vipgrger> uncertainty on the number of target nuclei in

the detector. An additional reweighting uncertainty V, is
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also included, motivated by discrepancies found in the
model validation described in Sec. VI. The derivation of
this additional uncertainty is detailed in Sec. VIL

The total covariance matrix is obtained by summing the
covariance matrices from each individual source of sys-
tematic uncertainty:

Vst = Vﬂux + Vreint + sz + Vdet + V?\B[a(tj
+ Vdirt + VPOT + VTaIget + er- (19)

It is obtained for all variables simultaneously and contains
intervariable correlations. This enables the conditional
constraint used in the model validation that provides a
more stringent test of the overall model and is described at
length in Sec. VI. These intervariable correlations are
propagated to the unfolded covariance matrix via the
blockwise formulation of the unfolding matrix [38]
described in Sec. III B, thus increasing the power of the
multivariable data set. The resulting covariance matrix that
includes the correlations between measurements is reported
in the data release. What follows is a more detailed
description of the various sources of uncertainty and their
impact on the unfolded cross section results.

1. Flux, reinteraction, and cross section systematics

The flux systematic includes uncertainties on the hadron
production of 7%, K=, and K? [33]. It also includes effects
not associated with hadron production such as, the model-
ing of the horn current distribution, horn current calibra-
tion, and pion and nucleon total, inelastic, and quasielastic
scattering cross sections on beryllium and aluminum. A
multisim technique is used to estimate the flux uncertain-
ties. This method varies model parameters according to
their uncertainties across many alternative universes. The
impact of these variations is evaluated with Eq. (18), which
is used to form V.

When estimating the flux uncertainties, the aforemen-
tioned variations are applied to the true unknown flux F,
but not the nominal flux F in Eqgs. (5)—(7). This allows the
covariance matrix to include the uncertainties of extrapo-
lating the data from the unknown true neutrino flux to the
nominal flux, which the reported cross section results are
averaged over. Thus, such neutrino flux uncertainties do not
need to be included in theory or event generator predictions
when comparing to these results [28]. This extrapolation
highlights the importance of model validation. Examining
the mapping between the true and reconstructed neutrino
energy, described in Sec. VI, is a route to evaluate if the flux
uncertainties propagated to the final reported results are
sufficient.

Hadron-argon reinteraction systematics are estimated
using the GEANT4REWEIGHT package [89]. The inelastic
cross sections for interactions containing protons, positive
pions, and negative pions are varied by O(20)% based on

the uncertainties of world data. Model parameters for each
hadronic species are reweighted independently using the
multi-sim technique.

For cross section uncertainties, the varied parameters
cover a wide range of models and interaction channels
including CCQE, CCRES, CC nonresonance, CC transi-
tion, CCDIS, NC interactions, and final-state interactions
[59]. Of particular importance for this analysis is the
conservative estimation of nucleon FSI parameters related
to the nucleon mean free path, nucleon charge exchange,
nucleon absorption and the nucleon inelastic cross section
which have 20%, 20%, 40%, and 50% uncertainties,
respectively [58]. The majority of the cross section uncer-
tainties are estimated simultaneously with the multi-sim
technique in order to account for their correlations, with
several additional parameters varied as single alternate
universes, or ‘“uni-sims” [59].

Since the goal of the cross section extraction is to
determine the true cross section S, no prior uncertainty
is applied to it. This means that the nominal cross section is
not varied when calculating the cross section uncertainties
and only the effects on B and the efficiencies and smearing
in R need to be accounted for. This is achieved when
calculating the covariance matrix via Eq. (18) by re-
evaluating R and B according to the variation in the cross
section for the kth universe while keeping S at the nominal
value when propagating the uncertainties to M*. This
differs from the proper treatment of uncertainties when
performing a direct data to MC comparison in the recon-
structed space. In this case, the cross section must be
directly varied when estimating uncertainties, which is
achieved by propagating uncertainties to M* using the §
corresponding to the given universe rather than the
nominal S.

2. Detector systematics

Four categories of detector systematics are considered:
light yield and propagation, the space charge effect,
recombination, and the TPC waveform modeling.
Variations in the light yield are determined by comparing
measurements of the overall light yield and positional
dependence of the light yield in data to simulations.
Systematics associated with the magnitude of the space
charge effect are based on measurements of the spatial
distortions at the edge of the TPC that are extrapolated to
the bulk E-field [76]. Variations to recombination effects
are informed by an alternative recombination model, which
closely matches the data ionization per unit length as a
function of muon and proton residual range. Variations on
the amplitude and width of the deconvolved ionization
charge TPC waveforms are estimated by comparing the
waveforms in data and simulation [90].

Detector systematics are estimated with a uni-sim
technique in which a single model parameter is varied
by 1o each time the MC is resimulated. For each source of
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detector systematic uncertainty, the covariance matrix
quantifying the uncertainty is formed in a two-step process.
First, following the bootstrapping method [91], the events
simulated at the lo detector variation are iteratively
resampled to estimate the difference between the recon-
structed distributions for the CV and the 1¢ variation [27].
Each resampling forms a difference vector describing the
change in the event distribution in the given iteration. The
mean across all iterations, 7™ estimates the resulting
change in the event distribution from a 1o deviation in the
chosen detector model parameter. A covariance matrix Vg
is also generated in this process representing the uncer-
tainty on forming Zyminal,

Second, a new random set of difference vectors v, are
drawn from Vy. Every ¥, represents the difference
between the reconstructed CV distribution and the recon-
structed distribution in a new universe. The set of 7
vectors from 1000 universes are used to build the detector
covariance matrix describing the uncertainty on the recon-
structed distributions. This two-step process is repeated for
each source of detector systematic uncertainty and the
overall detector covariance matrix is then formed by
summing the covariance matrix for each detector
systematic.

To avoid physical differences between selected events
and reduce statistical fluctuations the same set of events is
used in both the CV and the samples resimulated with the
1o variation in a detector model parameter. However, in the
case of multidifferential cross section measurements, the
large number of bins causes many to contain a small
number of MC events. This results in substantial statistical
fluctuation in #%™nal which can be larger than the real
detector systematic uncertainties, leading to an overesti-
mation of the detector systematics. A Gaussian process
regression (GPR) smoothing algorithm [92-94] based on
Bayesian statistics is implemented in the same way as in
[21] to mitigate the impact of statistical fluctuations in
piominal by asserting smoothness between nearby bins. This
is achieved by adding a kernel matrix X to Vi forming a
total covariance matrix of Xy = Vp + Zk.

In this work, the kernel matrix is formed with a radial
basis function,

‘ 2

Tk = Ae %) (20)

with s, = 1/L, being the characteristic length scale of the
kernel and A being the maximal covariance amplitude of
2. The length scale is chosen to match the resolution of
the variable being smoothed and A is set to unity in order to
enforce that self-correlation is equal to one. Identical to the
conditional constraint formalism described in Sec. VI in the
context of the model validation, Bayes’ theorem can be
used to obtain a posterior (smoothed) distribution based on
the “measurement” of 7™Ml yvia

BN =y = i+ ZRZ7 (B ). (21)
where /i, is the prior mean for the target distribution and /i,
is the mean of the “measured” distribution. Both distribu-
tions are given uniform priors with j, =i, =0 and
covariance matrices corresponding to the identity matrix.
The posterior (smoothed) covariance matrix can analo-
gously be obtained with

V%mooth — ZK _ ZKE;IEK' (22)

The smoothed 7" distribution and V" covariance
matrix are then used to generate the detector covariance
matrix in place of the usual 7™ and V. This overall
procedure reduces the size of the detector uncertainties on
the multi-differential measurements to be closer in size to
the analogous uncertainties on the single-differential
results, which are not limited by MC statistics. As such,
smoothing is not applied to the single-differential results
when calculating the detector systematics and the compa-
rable contribution from the detector systematics in both the
single- and double-differential measurements indicates
GPR has not reduced uncertainties to an unrealistic level.
This is demonstrated in the Supplemental Material [39],
where the contribution from each systematic uncertainty on
the extracted results is presented. More details on the
derivation, implementation and validation of GPR can be
found in the Supplemental Material of [21].

3. Additional systematics

When multiple distributions are constructed from the
same set of events, there are additional correlations in the
statistical uncertainties that need to be accounted for. Such
correlations are relevant for the conditional constraint
procedure used in the model validation and the blockwise
covariance matrix reported in the data release which
includes the correlations between all cross section mea-
surements. To account for these additional statistical
correlations, a correlated statistical covariance matrix is
formed by resampling events via bootstrapping using the
procedure described in Sec. V B 2. This is added to the
overall covariance matrix.

For neutrino interactions outside the cryostat, which are
referred to as “dirt” events, an additional uncertainty arises
from modeling the geometry and materials of the foam
insulation covering the cryostat outer surfaces, the nozzle
penetrations for cryogenic and electronic services, the
supporting structures, all other objects and materials in
the detector facility, and the dirt around the detector facility.
Such effects are difficult to quantify and produce the largest
source of uncertainty on these events. To account for this, a
conservative additional 50% bin-to-bin uncorrelated uncer-
tainty is added to dirt events on top of the other uncer-
tainties. Dirt events make up a small fraction of the event
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selection so this large uncertainty is a small contribution to
the total uncertainty budget.

A 1% normalization uncertainty on the number of target
nuclei in the MicroBooNE detector is included on the
signal prediction. The impact of this uncertainty on the
background is negligible compared to the other uncertain-
ties and is ignored. A 2% normalization uncertainty on the
POT counting is also applied to both the signal and
background. This is motivated by the up to 2% difference
seen between the two toroids used to measure the proton
flux that produces the beam. Normalization uncertainties
are applied with respect to the MC prediction in recon-
structed space prior to unfolding.

An additional reweighting uncertainty is also added to
the total covariance matrix. This uncertainty is motivated
by the data to MC discrepancies associated with the final
state proton kinematics and Np hadronic energy distribu-
tions which were identified in the model validation. This
additional systematic uncertainty is treated in the same way
as the cross section systematics when calculating the
covariance matrix. A more detailed description can be
found in Sec. VIL

4. Impact of uncertainties on the extracted results

The form of Eq. (4) allows all the systematic uncertain-
ties to be absorbed into the covariance matrix of the
measurement vector M calculated using Eq. (18) so that
B and R can be treated as constants during the unfolding.
However, each systematic does not enter Eq. (4) in the same
way, and thus does not affect the uncertainty on the
extracted cross section in the same way. All systematics
enter Eq. (4) through B. Dirt events are not part of the signal
and thus dirt systemics only enter through B. Uncertainties
on POT counting and the number of targets enter the
numerator of R through the POT and T terms in F, as is

seen in Eq. (6), resulting in a fully correlated normalization
uncertainty on M. The neutrino flux systematics also enter
the numerator of A;; through F(E,). Likewise, the GEANT4
model (which describes uncertainties on interactions of
final state particles in the detector) and the detector model
systematics will enter the numerator of A;; through D and
€. This contrasts with the cross-section and reweighting
uncertainties, which affect the efficiency and smearing
matrix, but enter both the numerator and denominator of
A;; through 3_2 This results in a cancellation of the cross
section and reweighting uncertainties through the unfolding
procedure that makes their contribution larger for the
predicted MC event rate than for the extracted cross section
measurement.

The contribution of uncertainties by systematic type on
the extracted E, differential cross section can be seen in
Fig. 10. The correlation matrix, associated with the
covariance matrix on the extracted result obtained via
Eq. (12), is also shown. The impact of the different
systematics varies somewhat over different variables and
regions of phase space; E, is presented here to illustrate the
general trends. The analogous plots for the other measure-
ments can be found in the Supplemental Material [39]. The
following paragraphs give a general summary of the
prominence of the different systematics on the extracted
cross section results.

The dirt, reinteraction, MC statistical uncertainties, and
data statistical uncertainties are small contributions to the
overall uncertainty. The dirt uncertainties are all negligible,
often falling below 1%. The reinteraction and MC and data
statistical uncertainties are slightly larger for Op than for
Np. These uncertainties rarely exceed a few percent except
in very low statistics regions. The exception to this is at
high leading proton energies, where the reinteraction
uncertainties grow rapidly and become the leading source
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FIG. 10.  [(a) and (b)] Contribution of uncertainties by systematic type for the extraction of the (a) Op and (b) Np E,, differential cross

section. These include uncertainties related to: finite data statistics (Stat), finite MC statistics (MC stat), events outside the detector
(Dirt), the neutrino flux (Flux), POT counting (POT), detector response (Det.), reinteraction of final state particles (Reint.), number of
target nuclei (Target), cross section modeling (XS), and the additional reweighting systematic (RW). (c) The correlation matrix obtained
from the extraction of the E, differential cross section. The dashed lines separate the Op and Np channels. The entries shown in (a) and
(b) correspond to the square root of the diagonal elements of the extracted covariance matrix divided by the value of the extracted cross
section for the given bin. All plots are presented as a function of the bin index.
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of uncertainty due to the prominence of reinteractions for
high energy protons. The POT counting and target sys-
tematics are always a sub-dominant source of uncertainty.
The cross section uncertainty is in general slightly larger
than the aforementioned uncertainties but is still subleading
in all cases. It is slightly larger for Op cross sections than it
is for Np cross sections and tends to range from 5%—-10%
for Op while rarely exceeding 5% for Np.

The leading contribution to the total uncertainty is either
the detector, flux, or reweighting uncertainty, depending
on the region of phase space. The detector uncertainty is
larger for Op cross sections, larger energies, and less forward
angles. Itis usually the leading source of uncertainty in these
regions of phase space. The detector uncertainty tends to
contribute 5%—15% uncertainty to the extracted Op cross
sections and about 5% to the Np cross sections, but can
become much larger at higher energies and less forward
angles where the detector systematics are more prominent.
The flux uncertainty is often in the 5%—10% range for both
Op and Np, but makes up a much larger portion of the total
uncertainty on Np cross sections than Op cross sections. It is
usually the leading source of uncertainty for any Np
extracted cross section.

The magnitude of the reweighting uncertainty depends
more on the variable of interest. It is consistently larger for
Op cross sections, where it tends to be 5%—-20%, than for
Np cross sections, where it is only a few percent. At high
K, the reweighting uncertainty contributes only ~2% but
is one of the dominate sources of uncertainty at lower K,
where it is 5%—-10%, and makes a significant contribution
to the uncertainties on cos @, through all of phase space.
For both Op and Np, the reweighting uncertainty is also
prominent at low energy transfer and available energies.
However, it contributes little to the total uncertainty on E,
where it is only ~5% for Op and only a few percent for Np.
Throughout most of the Op E, and cos 6, phase space, the
reweighting systematic is also prominent and contributes
with a 5%—15% uncertainty. Its contribution to the analo-
gous Np differential cross sections is only ~2%.

Because this analysis extracts the Op and Np cross
sections simultaneously, the covariance matrix for the
unfolded result obtained via Eq. (12) accounts for corre-
lations between the two channels. This is achieved
through the form of the unfolding given in Eq. (2) and
is described in more detail in Sec. III A. In general, there
are anticorrelations between Op and Np bins, but the
strength of these anticorrelations depends on the variable
and region of phase space. This can be seen in the
correlation matrices in Fig. 10 and the Supplemental
Material [39]. The anticorrelations are due to effects that
modify the ability to tag protons or shift them above or
below the tracking threshold. These are primarily driven
by the detector and reweighting systematics, though the
reinteraction and cross section systematics also contribute
to a lesser extent.

As described above, the nominal signal cross section is
not varied when calculating the cross section or reweight-
ing uncertainties. Since S is the value to be extracted, no
prior uncertainty should be applied to it and only the effects
on B and R need to be accounted for in these systematic
uncertainties. This significantly reduces the impact of the
cross section and reweighting uncertainties on the extracted
result due to the calculation of 5—1’; in both the numerator and
denominator of of A;; in Eq. (4). This cancellation does not
occur when S is directly varied, as it must be when
calculating the uncertainties on the predicted reconstructed
event distributions. As previously mentioned, the cross
section systematics contribute 5%—10% to the uncertainty
on the extracted cross sections and are always subleading.
The reweighting systematic uncertainty also tends to be
subleading, except for specific regions of phase space. This
can be contrasted with the treatment of uncertainties used
for direct data-to-MC comparisons in the reconstructed
space, in which the cross section is directly varied. In this
case, the reweighting and cross section uncertainties often
dominate and tend to be at the 15%—-30% level. Much of the
stringency of the model validation tests described in
Sec. VI can be attributed to the conditional constraint
procedure canceling these systematics uncertainties which
are shared between different variables and channels.

VI. MODEL VALIDATION

Cross section measurements rely on model predictions to
estimate the rate of background events, the selection
efficiency, and the mapping from true quantities to recon-
structed quantities. Through unfolding, reconstructed dis-
tributions are mapped to truth counterparts following the
mapping predicted by the model. This dependence on the
model means that mismodeling in the phase space relevant
to the cross section extraction can introduce bias into the
measurement. It is therefore important to validate that the
model contains sufficient uncertainties for the unfolding.

In this work, data-driven model validation is utilized to
test if the overall model is able to describe the data within
uncertainties. With this condition met, we gain confidence
that any bias introduced through mismodeling will be within
the uncertainties of the measurement. Furthermore, these
tests also examine the validity of the approximations made
when the uncertainties on the extracted result are estimated
at the central value of the model by propagating all
uncertainties to the measurement vector M and treating R
as constant in the unfolding [38]. The model validation
verifies that the nominal model is relatively close to the truth
given the total uncertainty budget, in which case the chosen
method for propagating uncertainties provides a robust
estimation of the impact that the systematics evaluated in
the analysis have on the unfolded result.

If the measured quantity is relatively well understood
and reconstructed, as is the case for muon kinematics, data-
driven model validation can be performed by directly
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comparing the model prediction to the data with a goodness
of fit (GOF) test. However, this is not always sufficient or
possible. When modeling quantities that cannot be fully
reconstructed it is not sufficient to directly compare the
model prediction to its reconstructed counterpart. An
example of this is the energy transfer, which includes
contributions from both visible and missing energy, the
latter of which is not reconstructed and therefore cannot be
probed by a direct data to MC comparison. Large system-
atics may also hide modeling discrepancies relevant to the
unfolding, rendering the direct comparison insensitive to
the potentially relevant mismodeling.

One approach in these situations is to examine the
variation between multiple different model predictions
for backgrounds, efficiencies, and mappings from true
quantities to reconstructed quantities. This can be used
to inform additional uncertainties to be applied to the
primary model prediction used for extracting the data cross
sections. However, because this approach is based on
considering alternative model predictions, it struggles to
confirm whether a prescribed model uncertainty expansion
is necessary or sufficient and still depends on the accuracy
of the models used. So long as the spread of model
predictions spans the underlying truth in real data, the
bias introduced to the extracted data results through
mismodeling will be within the expanded model uncer-
tainty, preserving the validity of the measurement. If the set
of models considered does not span the truth in real data,
there can still be significant bias introduced in the cross
section extraction. Additionally, if any of the models used
is especially poor, the uncertainty added to the measure-
ment will be overly conservative, reducing its capability to
discriminate between model predictions.

We instead use data to validate the modeling of the
energy transfer with the conditional constraint formalism
[30]. The data measurement of the muon kinematics is used
to constrain the allowed model parameter values, generat-
ing a posterior model prediction with reduced uncertainties
for the visible hadronic energy. The constrained posterior
prediction is then directly evaluated through a GOF test.
This approach leverages the correlations between model
predictions on muon kinematics and energy transfer that
result from the shared underlying physics behind these
processes. Thus, the constrained GOF test on visible
hadronic energy is able to validate the modeling of
correlations between muon kinematics and energy transfer,
providing sensitivity to potential mismodeling of the
missing hadronic energy. Since this approach is based
upon real data, it is better grounded to appropriately
validate the unfolding model compared to an approach
based upon alternative model predictions.

Similar constrained GOF tests are used to validate other
aspects of the overall model. However, the sole purpose of
these constraints is model validation; they are not used in
the cross section extraction. In particular, E,,,; is a more

specific quantity describing the breakdown of the missing
and visible energy components of the energy transfer and
may be impacted by similar mismodelings as v. Thus, the
Op and Np EI . distributions are also examined with a
GOF test after constraint from the muon kinematics in order
to validate the mapping from ES . to E,,;. Similarly, due
to the challenges associated with both the reconstruction
and modeling of low energy protons, the proton kinematics
are also examined with a GOF test after constraints from
the muon kinematics. This validation is important for the
split into Op and Np subchannels and the K, and cos 0,
differential cross section measurements. Additional vali-
dation is also applied to PC events for which there is
activity outside the active TPC volume that cannot be
reconstructed and needs a correction from the overall
model in the mapping from reconstructed quantities to
true quantities. A GOF test performed after a constraint
from the analogous distribution of FC events, which are
correlated in the model through shared physics modeling
and systematics, can potentially provide a more stringent
test of this mapping.

A. Model validation methodology

The model validation GOF tests are evaluated through a

y” test statistic computed as

= (M=P) x Vil x(M-P).  (23)
where M is the measurement vector, P is the prediction
vector, and Vy, is the covariance matrix. The latter is the
full covariance matrix given by Vg = Vpd  + VS,
where Vpdl - is the statistical term constructed via the
Pearson method [95] and V** is the covariance matrix
from Eq. (19) obtained from summing the various sources
of systematic uncertainty described in Sec. V B. These y?
values are interpreted by using the number of degrees of
freedom, ndf, which corresponds to the number of bins, to
obtain p values.

We consider a data to MC comparison to have passed the
GOF test if the p value computed from the y?/ndf is
greater than 0.05, indicating that the model is able to
describe the data at the 20 level. All relevant data to MC
comparisons are required to pass in order for the overall
model to be validated. If this is not the case, the discrepancy
needs to be mitigated by expanding the model via an
updated central value prediction or an additional uncer-
tainty before proceeding to cross section extraction.

The y*> GOF test provides a single number to evaluate the
compatibility of the data and prediction. However, it is still
possible that conservative uncertainties have hidden sig-
nificant modeling discrepancies in some bins. In most
cases, there are strong bin-to-bin correlations in the
reconstructed distributions. This makes it challenging
to further evaluate the goodness of fit on a bin-by-bin
basis. A solution to this is to obtain a local y> from the
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linearly independent components (i.e., the eigenvalues)
of the covariance matrix. Because the covariance matrix is
symmetric by construction, it can be decomposed into
Vi = O -A-Q", where A contains the eigenvalues of
Vi along its diagonal and Q has the corresponding
eigenvectors as its columns. Defining Q = Q™' and
D = (M — P) allows Eq. (23) to be written as

X =(0-D) x(Q V- Q") x(Q D). (24)
By further defining D' = Q - D, this simplifies to
7=D7-A.D. (25)

The y? is now written in terms of independent components.
This can be seen more explicitly by defining ¢; = D./+/A;;,
which yields the so called > decomposition format

7= Zef (26)

The ¢; are all independent and, because each €? follows a y?
distribution, the €; are normally distributed.

A large discrepancy over a single eigenvector, indicated
by a large corresponding ¢;, suggests that there is a
significant disagreement with the model that may not be
apparent from the overall y2. In the case of large system-
atics and high data statistics, €; corresponding to larger
eigenvalues tend to indicate “physics-interpretable” effects
caused by systematic uncertainties and ¢; corresponding to
smaller eigenvalues indicate “noise” caused by data stat-
istical uncertainties. This is due to the dominance of
systematic over statistical uncertainties in determining
the allowed parameter space for the model, which causes
systematic effects to tend to dictate the larger eigenvalues.
A simple example of this is the modeling of the overall rate
normalization, which we tend to observe corresponding to
the eigenvector with the largest eigenvalue. A significant
mismodeling of the rate will likely be apparent in the first
€;, but not necessarily in the overall y°.

Given the independence of each ¢?, a local y* and
corresponding p value, y7. ., and pjye» respectively, can be
computed from one or more extreme ¢; with

)(lzocal = Z 61‘2’ (27)
i

where r is the number of extreme points summed over or,
equivalently, the number of degrees of freedom in the y3 .,
distribution. This is useful for detecting disagreement
between the model and the data that the overall y? is
insensitive too, but will still be apparent in the extreme
values of ¢; corresponding to eigenvectors with significant
mismodeling. To prevent bias through the look-elsewhere

effect [96,97], the local p value is converted to a global p
value, taking into account that many independent ¢; were
constructed in total which increases the odds of randomly
producing a larger value. As an example, one should not be
overly surprised if there is a single 3¢ deviation observed in
100p-value tests. For n bins in total, there are (") ways to
chose r ¢; with extreme values, and so the global p value is
estimated following

Pglobal = 1- (1 - plocal)(z) =1- (1 - plocal)m' (28)

In this analysis, ¢; above 20 are selected as extreme values
to construct pj,.. This matches the stringency of the
overall model validation, for which we require that the p
value of all GOF tests is greater than 0.05.

As mentioned earlier, the conditional constraint formal-
ism is used to produce a potentially more stringent model
validation test. Importantly, this is only a tool used in the
model validation; no constraints are applied in the cross
section extraction. Given kinematic variables of interest a
and b, the model prediction over both variables is assumed
to be jointly Gaussian:

R (Al

Hpl LZpa  Zpp

where u, and yu, are the mean values over a and b,
respectively, and X5 is the covariance between the dis-
tributions over a and f3, with a, f§ € [a, b]. Since the model
predictions over a and b are correlated, the data measure-
ment y, over b can be used to obtain the conditional

distribution f(aly,):

A

}‘(alyb) = N(ﬁabrb’ Zaa\yb) ’ (30)
where f,,, and ﬁaalyb are the posterior mean and
covariance of the model prediction, respectively. They are
given by

Baly, = Ha + Zap (o)™ (V5 = p) (31)
and
iaa\yb = Zaa - Zab (be)_lzba' (32)

The model prediction may be constructed for a given
truth level kinematic variable a. To directly compare with
the reconstructed measurement, the model prediction must
be converted to its counterpart over reconstructed variables,
e This is achieved through the mapping g(a, ay.. ), which
is created by simulating the reconstruction and selection of
events using the overall MicroBooNE model. As a result,
the reconstructed-space model prediction /(a.) is com-
puted from
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hare) = / Flalys) - gla ane) -da.  (33)

One can then check if the observed data is a reasonable
draw from the prediction /(a,..) through the y? test statistic
from Eq. (23), thereby providing sensitivity to the mapping
between a and a,..

In particular, we can choose a to be the energy transfer,
Ay t0 be £, and b to be the reconstructed muon energy
Epc. This allows the measurement on the well-
reconstructed muon energy to constrain the prediction on
hadronic energy. Through Eq. (32), the uncertainty on the
constrained E}%%, model prediction, iaam» is reduced
compared to its nominal counterpart, X,,. This produces
a more potentially more stringent model validation test that
is capable of detecting mismodeling before the bias
introduced in the extraction exceeds the uncertainty on
the unfolded measurement. This can be seen by viewing the
unfolding process as a linear transformation from recon-
structed to truth variables as is described in Eq. (10). Since
the reduced uncertainty under the constrained model
validation tests allows for a higher sensitivity in recon-
structed variables than the unconstrained uncertainties of
the nominal model, there will also be a higher sensitivity
than the unfolded measurement in truth variables.

Utilizing the muon kinematics to constrain E[% is
specifically chosen to test the modeling of energy transfer
as directly as possible. In addition to the overall uncertainty
reduction, the correlations between the model predictions
on Kf;d and E, gives the constraint sensitivity to the
modeling of missing hadronic energy E,.; = through
conservation of energy. One can directly measure E}S,
through Eify and E, through the EjF. Together, the visible
and missing hadronic energies yield the energy transfer,
which adds to the muon energy to yield the total neutrino
energy

E,=E, tv=E, + By +Eg"™  (34)

The simultaneous measurement of E7; and E;° through
the constrained model validation test is able to validate the
correlations between these distributions, which describe the
model’s predicted relationship between them. Furthermore,
the measurement of the muon kinematics constrains the
flux modeling parameters and therefore the overall E,
prediction. Looking at Eq. (34), which follows from energy
conservation arguments, Ep"" is the only remaining
unknown. Thus, properly modeling the correlations
between Eify and Ej7¢ provides confidence in the modeling
of the missing energy and gives this test sensitivity to
mismodeling of E; ™" that may bias the extracted cross
section beyond their uncertainties.

For a model validation test to be effective, it must be
sensitive to the relevant phase space for a particular choice

of unfolded variable(s). Because of this, the model vali-
dation of [20] is expanded to Op and Np hadronic final
states for this work. Furthermore, analogous to what was
done in [21], multidimensional model validation tests are
also employed. These extensions to the model validation
enable the extraction of OpNp single- and multidifferential
cross sections. The ability of these tests to detect mis-
modeling before it begins to bias the extracted cross
sections beyond their uncertainties is demonstrated with
the fake data studies presented in the Supplemental
Material [39]. In particular, these studies demonstrate the
ability to detect mismodeling of the missing hadronic
energy and indicate that the extracted cross sections are
generally less sensitive to the mismodeling compared to the
model validation procedure. Nevertheless, we note this is
not a mathematical proof that the model validation is
guaranteed to detect relevant mismodeling of missing
hadronic energy. The dimensions of the measurement space
is always smaller than the full dimensions of the truth space
and multiple sources of mismodeling could conspire is such
a way that would pass model validation but still bias the
extracted cross sections. With this in mind, as described in
the forthcoming section, we employ a plethora of model
validation tests to increase the probability of detecting
problematic forms of mismodeling that would bias the
cross section results beyond their uncertainties.

B. Data to MC comparisons

This section describes the various model validation tests
used in this analysis. The first set of tests uses the FC
distributions to constrain the PC distributions in order to
evaluate the modeling of activity outside the active detector
volume. This is followed by a examination of the modeling
of muon and proton kinematics. The muon kinematics are
then used to constrain the reconstructed hadronic energy
prediction in order to validate the modeling of the corre-
lations between these distributions and gain confidence in
the modeling of the missing hadronic energy in the context
of the Op and Np final states. Lastly, the proton kinematics
are further evaluated with the same constraint from the
muon kinematics. Note that none of the plots in this section
include the additional reweighing systematic. This will
demonstrate that the overall model is insufficient to
describe the data at the level needed to extract the desired
cross section in this analysis due to mismodeling of the
hadronic final states. The need for the additional reweight-
ing uncertainty described in Sec. VII is motivated by this
failure of the model; it is only with the additional
reweighting uncertainty that the model will be shown to
be sufficient.

For PC events, only the activity inside the active fiducial
volume can be reconstructed. The missing energy deposited
outside the active TPC needs to be corrected for by the
overall model in the mapping from reconstructed quantities
to true quantities for these events. Because of this,
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dedicated validation is performed on the PC samples by
applying a conditional constraint from the FC samples to
cancel shared systematics that may be hiding relevant
mismodeling. An analogous procedure was applied
in [20] to the fully inclusive Xp sample where no modeling
discrepancies were found. This work extends the validation
to the Op and Np channels in order to validate the modeling
of activity outside the active TPC in the context of hadronic
final states.

Figure 11(a) shows the comparison between the recon-
structed Op PC muon energy distributions for the data and
MC prediction both before and after a constraint from the
observed 0 pNp FC reconstructed muon energy distribu-
tions. Figure 11(b) shows the same, except the comparison
is between the reconstructed Np PC data and MC pre-
dictions before and after constraint. In both cases, before
constraint, the y?/ndf is below unity, indicating that the
MC prediction describes the data within uncertainties. After
constraint, due to the reduction of the uncertainty on the
prediction, the y?/ndf increases slightly for both samples
but is still below unity. This verifies that the modeling of the
missing muon energy deposited outside the active volume
for PC events is sufficient to describe the data within
uncertainties. This is supported by the decomposition y?
tests, for which the majority of ¢; fall within 2¢ and the
computed global p values are well above 0.05 for both Op
and Np, indicating good agreement.

Analogous tests were applied to all other distributions
used for cross section extraction, including the more
detailed multi-dimensional distributions used for the dou-
ble- and triple-differential cross sections. Specifically, for a
given variable, the FC sample was used to constrain the PC
sample in order to evaluate the model’s ability to describe
and correct for activity outside the TPC that cannot be
reconstructed. These GOF tests show no mismodeling of
the activity outside the active TPC volume and each yields
a p value above 0.1, with most significantly higher. The
modeling of the proton kinematics is particularly important
in this analysis, the PC K77¢ is shown in Fig. 12(a) before
and after constraint from the analogous FC distribution.

Because the proton kinematics play an important role in
the modeling of the hadronic energy and in splitting the
v, CC signal into Op and Np subsignals, their modeling is
investigated further by using the FC K'7° distribution to
constrain the FC cos 03¢ distribution. Similar validation
tests were utilized on the muon kinematics for the fully
inclusive Xp sample in [20]; this work extends the
validation to the proton kinematics. Since the constraining
and constrained distributions are constructed from the same
set of events, the correlations in the statistical uncertainties
need to be accounted for. As described in Sec. V B, these
correlations are estimated by using bootstrapping to re-
sample events and form a correlated statistical covariance
matrix which is added to the overall covariance matrix.
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(b) Reconstructed Np PC muon energy constrained by the
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FIG. 11. Comparison between data and prediction as a function
of the reconstructed muon energy for PC events. The Op selection
is seen in (a) and the Np selection is seen in (b). The red (blue)
lines and bands show the prediction without (with) the constraint
from the reconstructed OpNp FC muon energy distribution. The
last bin corresponds to overflow. The statistical and systematic
uncertainties of the Monte Carlo are shown in the bands. The data
statistical errors are shown on the data points and are often too
small to be seen due to high event counts.

Comparisons between the FC cos @ data and MC
distributions before and after constraint can be seen in
Fig. 12(b). The y?/ndf is below unity before constraint,
and remains below unity after constraint despite the
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FIG. 12. Comparison between data and prediction as a function
of the (a) reconstructed leading proton kinetic energy and
(b) reconstructed leading proton angle for FC events. The red
(blue) lines and bands show the prediction without (with) the
constraint from the FC K7¢ distribution. The statistical and
systematic uncertainties of the Monte Carlo are shown in the
bands. The dashed line in (a) indicates the proton tracking
threshold, below which is a single bin that includes events with
no protons and events where the leading proton is below the
threshold. The last bin of (a) corresponds to overflow. The data
statistical errors are shown on the data points.

reduction in the shared uncertainties with the K7 distri-
bution. The decomposition y? test has all ¢, fall within 26
indicating good agreement. The equivalent test was

performed for PC events by using the PC K7 distribution
to constrain the PC cos @;¢ distribution. This can be found
in the Supplemental Material [39]. This test also indicates
good data to MC agreement resulting in a y?/ndf of 8.3/20
after the constraint. These GOF tests indicate that the
proton kinematics are modeled self consistently.

As previously described, special attention must be given
to the mapping from EiY; to v, which also enables the
extraction of E, =v+ E, via conservation of energy.
Similarly, validating the mapping from EJ. to E,.;
requires attention because it is particularly dependent on
the contents of the hadronic final state. Different modeling
and reconstruction failures may be present in different final
states leading to a different mapping from E};° ., to E,,; for
each. The ability of the overall cross section model to
describe the final state charged particles and photons that
deposit their energy in the detector as well as the missing
energy going into undetected neutrons, low-energy photons
and other particles below the detection threshold and their
impact on the modeling of the visible portions of the
transfer energy (namely, £y or ELS°.) must be validated.
This validation is done analogously to previous work
[20,21], but again extends the validation to Op and Np
final states. Specifically, the OpNp FC E¢ and cos &
distributions are used to constrain the prediction on the Op
FC B, Op FC Egsy, Np FC Efy and Np FC ET,
distributions. This constraint tests the correlated model
predictions over these variables. It is often a more stringent
test of the modeling of the hadronic final state and the
correlations between the muon kinematics and E[°S; which

provides sensitive to the modeling of Ej 1" had through
conservation of energy and the separate measurements of
the leptonic and hadronic systems in LArTPCs.

Before using E}° and cos ¢ as constraints to validate

o and EFC.. the modeling of the muon kinematics is
further validated with a test analogous to what was used for
the proton kinematics described above. Specifically, a
constraint from the OpNp FC E distributions is applied
to the Op FC cos@;¢ and Np FC cos & distributions.
Comparisons between the FC cos@;¢ data and MC
distributions before and after constraint can be seen in
Fig. 13(a) for Op and Fig. 13(b) for Np. In both cases, the
x%/ndf is below one before constraint, and remains below
one after constraint despite the reduction in the shared
uncertainties with the E;° distributions. The decomposition
x* test comparing the data to the prediction with the
constraint have the majority of ¢; within 26 and the
computed global p-values are well above 0.05 for both
Op and Np, indicating good agreement. The analogous set
of tests on the PC distributions were also performed and can
be found the in the Supplemental Material [39]. Under
constraint, these likewise indicate good data to MC agree-
ment for both Op and Np, resulting in y?/ndf values of
11.3/20 and 16.6/20, respectively. The results of these
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(b) Reconstructed Np FC muon angle constrained by the re-
constructed OpNp FC muon energy.

FIG. 13. Comparison between data and prediction as a function of
the reconstructed muon angle for FC events. The Op selection is seen
in (a) and the Np selection is seen in (b). The red (blue) lines and
bands show the prediction without (with) the constraint from the
reconstructed OpNp FC muon energy distributions. The statistical
and systematic uncertainties of the Monte Carlo are shown in the
bands. The data statistical errors are shown on the data points and are
often too small to be seen due to high event counts.

GOF tests indicate that the muon kinematics are modeled
well enough to describe the data within uncertainties.
With the modeling of the muon kinematics validated, the
modeling of the available and hadronic energy distributions
can be tested with constraints from the O pNp muon
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FIG. 14. Comparison between data and prediction as a function
of the reconstructed hadronic energy for FC events in the Op
selection. The last bin corresponds to overflow. The red (blue)
lines and bands show the prediction without (with) the constraint
from the reconstructed OpNp FC muon energy and muon angle
distributions. The statistical and systematic uncertainties of the
Monte Carlo are shown in the bands. The data statistical errors are
shown on the data points and are often too small to be seen due to
high event counts.

kinematics. Comparisons between the data and MC pre-
dictions before and after constraint for the Ej; distribu-
tions can be found in Figs. 14 and 15(a) for Op and Np,
respectively. The analogous E}.- ., distributions are found in
Appendix B. The ET, and E} . distributions share the
same features and behave the same under the constraint
from the muon kinematics. This is unsurprising due to their
similarity in reconstructed space, where they only differ by
the additions of the binding energies and masses of
reconstructed particles to Ep but not ETS.,. Comparing
Fig. 14 to Fig. 6(c) and Fig. 15(a) to Fig. 6(d), the constraint
from the muon kinematics increases the MC prediction in
more QE rich regions and decreases the prediction in the
more MEC rich regions. This is particularly noticeable for
the Np distributions.

Before constraint, all distributions have y?/ndf below
one. However, a large data excess can be seen concentrated
in the first bin of the Op distributions. This excess is not
seen in the Np distributions. After the constraint from the
muon kinematics, the Op data excess disappears as the
posterior predictions in the first bin of both the ETY; and

oeil distributions are greatly increased, resulting in good
data to MC agreement. This is reflected in the overall
x*/ndf for the Op distributions after constraint, which is
lower than it was before constraint despite the reduction in
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(b) Reconstructed Np FC hadronic energy constrained
by the OpNp FC muon kinematics.
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constrained by the OpNp FC muon kinematics.
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(e) Decomposition x? for (a). (f) Decomposition x? for (b). (g) Decomposition x? for (c).
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(h) Decomposition x? for (d).

Comparison between data and prediction for the [(a),(b),(e), and (f)] reconstructed hadronic energy distribution and [(c),(d),

(g), and (h)] reconstructed leading proton kinetic energy distribution for FC events. The additional reweighting systematic uncertainty is
only included in (b),(d),(f), and (h). In (a)—(d), the distribution is shown in reconstructed space and the last bin corresponds to overflow.
The red (blue) lines and bands show the prediction without (with) the constraint from the reconstructed OpNp FC muon energy and muon
angle distributions. The dashed line in (c) and (d) indicates the 35 MeV proton tracking threshold, below which is a single bin that
includes events with no protons and events where the leading proton is below the threshold. The statistical and systematic uncertainties
of the Monte Carlo are shown in the bands. The data statistical errors are shown on the data points and are often too small to be seen due
to high event counts. In (e)—(h), the significance of the data to MC disagreement is shown in each independent bin after the conditional
constraint and transformation to the independent basis via eigenvalue decomposition of the covariance matrix. In (e) and (h), where the
reweighting systematic is not included, several of the ¢; fall well outside of 26 and the pgjopy calculated from the pjocy, displayed in blue
on top of the plots, indicates poor agreement. The pgjopy are in terms of ¢ values assuming 1 degree of freedom and the pjoc, are in terms

of y*/ndf, where ndf correspond to the number of extreme points.
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the uncertainty. Similar behavior was also observed for the
Xp distribution in [20] when a constraint from the Xp muon
kinematics was applied instead.

An increase in the posterior prediction is also seen in the
more QE-rich first Np bin but, unlike for Op, this increase is
not favored by the data. The posterior prediction for the Np
distributions also sees a decrease in the more MEC rich
third and fourth bins. This is similarly disfavored by the
data and results in noticeable shape disagreement between
the data and posterior MC prediction in the Np distribution
and a large y*/ndf which corresponds to a p-value of 0.01.
The situation is the same for the decomposition y? test seen
in Fig. 15(e), which has several of the ¢; fall well outside of
20 for the Np distribution. The pgopy calculated from the
Piocal Obtained using the €; that show the most tension is
well beyond 20, indicating poor agreement. The analogous
tests on the Op distributions indicate good agreement, with
all ¢; falling within 26.

A similar modeling discrepancy is seen when the same
constraint from the OpNp FC muon kinematics is applied to
the FC leading proton kinetic energy distribution. A finer
binning is used for this test near the 35 MeV threshold than
is used for the unfolded the differential K, cross section.
This improves the sensitivity to potential mismodeling and
ensures that the model validation is more stringent than the
cross section extraction. The result of this test can be seen
in Fig. 15(c). Before constraint, the 2 /ndf is 32/29, and
after constraint it increases to 70/29, which corresponds to
a 4.1¢ discrepancy. This is in part due to a reduction in the
uncertainties and in part due to a large decrease in the
posterior prediction between 35 and 100 MeV and increase
in the posterior prediction between 100 and 200 MeV. Both
effects result in a noticeable data to MC shape disagreement
leading to the large y*. The first K*° bin, which consists of
all events with either no reconstructed protons or no
protons reconstructed above 35 MeV, contains all events
in the Op sample. The shape disagreement in the subsequent
K'5¢ bins, which contains all the Np events, mirrors the
shape disagreement between the Np EfY (and E7 ) data
and posterior MC prediction in the low to moderate
energy bins.

This set of observations also holds for the PC E}, ET5
and K¢ distributions, which can be seen in the
Supplemental Material [39]. These findings make it clear
that the overall model is unable to describe the data within
uncertainties when the v,CC selection is divided into Op
and Np samples. Furthermore, though the modeling of the
proton kinematics appears self consistent, as indicated by
Fig. 12, there is a clear deficiency in the model when
describing the muon and proton kinematics simultaneously,
which is illustrated by Figs. 15(c) and 15(g).

As shown in [20], such a discrepancy does not exist for
the Xp Ep' distribution, so these discrepancies are pre-
sumably due to insufficient modeling of the hadronic final
states. This is not surprising; just because a model is able to

describe inclusive scattering data does not mean it will be
able to describe semi-inclusive scattering data or be able to
describe the final state nucleon kinematics [78,98,99].
Using the Wiener-SVD unfolding method to extract cross
sections requires that the data is described by the model
prediction within its uncertainties. Thus, these findings
necessitate a modification or expansion to the model before
using it to extract the desired cross sections. An expansion
to the model that enable the extractions of the desired cross
sections is described in detail in Sec. VIL

VII. MODEL EXPANSIONS

A. The additional reweighting uncertainty

The inability of the overall model, which is comprised of
the flux, cross section, and detector models and associated
uncertainties, to fully describe the details of the Op and Np
hadronic final states as reported in this analysis necessitates
an expansion of the model before proceeding to the cross
section extraction. In this work, the model is expanded by
adding additional uncertainty to cover the discrepancies
between the data and MC prediction related to the details of
the hadronic final state and proton kinematics.

To estimate this additional uncertainty, a reweighting
function in true K, is derived. This reweighting function is
obtained by unfolding the observed FC K'5¢ distribution to
the true FC K, distribution for events passing the generic
neutrino selection. The unfolding is performed with the
Wiener-SVD method [29] described in Sec. III B using
only statistical uncertainties. The true signal model used in
the Wiener-SVD unfolding is constrained by the muon
kinematics; this constraint is performed using the full
covariance matrix which includes both statistical and
systematic uncertainties. Utilizing the constrained signal
helps the unfolding account for the way the constraint from
the muon kinematics updates the MC prediction for the
proton energy distribution. After unfolding, the ratio
between unfolded data distribution and constrained signal
prediction is calculated in each bin. This ratio defines the
reweighting function, which is shown in the Supplemental
Material [39]. As expected from the data to MC differences
for the K'5¢ distribution, events in the lowest true leading
proton kinetic energy bin above the 35 MeV threshold have
their weights reduced and events falling in the subsequent
low to mid true leading proton kinetic energy bins have
their weights increased. Alternative reweighting functions
in several other variables were considered. K, was chosen
due to its close relation to the observed discrepancy in the
details of the hadronic final states and its more diagonal
response matrix than Ej or ET-.. which makes the
unfolding more robust to model dependence.

The covariance matrix containing the reweighting uncer-
tainty is calculated via Eq. (18) in the same way as the other
cross-section uncertainties by varying parameters across
different universes and using the difference between the
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nominal CV prediction and prediction in each universe. A
correlated and uncorrelated term is included. The correlated
term is obtained by considering one alternative universe
whose CV is calculated by applying the reweighting
function to all true v,CC events. This term helps account
for the overall magnitude of the change in the K,
distribution. The uncorrelated term is obtained by consid-
ering 1000 alternative universes each with a different
reweighting function. These are obtained by independently
assigning each bin of the new reweighting functions a
random weight drawn from a Gaussian centered at the
original MC CV with standard deviation equal to the
difference between the original CV and the CV obtained
after applying the nominal reweighting function. This new
reweighting function is applied to all true v,CC events to
form the CV for the given universe. The uncorrelated term
allows the shape of the reweighting to vary in the model.

Calculating the reweighting uncertainty in this way treats
the reweighting function as a 1o deviation from the original
MC prediction. The constrained signal indicates how much
variation in the K, distribution is allowed by the current
model and systematic uncertainty budget given what is
observed in the muon kinematics. Deviation of the model
from the data beyond this indicates the extent to which
uncertainties are underestimated. Computing the reweigh-
ing function with respect to the constrained signal is thus
intended to prevent “double counting” uncertainties that are
already covered or underestimating the need for additional
uncertainty when accounting for what is observed on the
lepton side.

The behavior of the nominal reweighting function is
validated by applied it to all true v,CC signal events in the
MC and examining the resulting prediction’s agreement
with data. These tests are shown in the Supplemental
Material [39]. There is improved agreement between the
data and reweighted MC prediction both before and after
constraint in the K7 distribution. Furthermore, applying
the reweighting function to the MC prediction also
improves its agreement with data in the Np E[7 and
EZ" ., distributions both before and after constraint. The
overall change to other distributions is relatively small. The
CVof the Op selections is shifted upwards an approximately
equal amount across all bins and the relative contribution of
true Op (Np) events is increased (decreased). The CV of the
Np selection behaves in the opposite manner and is shifted
slightly downwards an equal amount across all bins. This
preserves the good data to MC agreement seen in these
distributions before the reweighting.

B. Validation of the expanded model

Additional model validation demonstrates that the
reweighting systematic expands the uncertainty on the
overall model enough to sufficiently reduce the y*/ndf
on the distributions related to the details of the hadronic
final state and proton kinematics after the constraint from

the muon kinematics. These distributions with the addi-
tional reweighting systematic can be seen in Figs. 15(b) and
15(d) for Eify and K¢, and in Appendix B for EG;.
Furthermore, as seen in Figs. 15(f) and 15(i), the decom-
position y? test has all ¢; fall within 26, indicating good
agreement after the constraint from the muon kinematics.
The additional reweighting uncertainty is also sufficient to
reduce the y?/ndf on the PC channels to an acceptable
level both before and after the constraint. This can be seen
in Supplemental Material [39]. The improved agreement is
achieved through the enlarged uncertainty and a modifi-
cation in the behavior of the constraint. This enters through
two terms in Eq. (31). The (%)~ term is reduced through
the increase in the uncertainty on the muon kinematic
distribution. The value of X, is also modified due to the
change in the off-diagonal terms in the full covariance
matrix when the additional reweighting uncertainty is
included.

In order to enable the extraction of the multidifferential
cross sections, the model is examined in even more detail
by applying multidimensional model validation tests analo-
gous to the ones described in Sec. VI. This is similar to
what was done in [21], but expanded in the context of
examining the Op and Np hadronic final states and proton
kinematics relevant to this analysis. First, the modeling of
the muon kinematics is evaluated directly by performing a
GOF test on the FC Ej distribution sliced in cos 67 for
both the Op and Np selections. The y?/ndf values obtained
for these tests are 82/81 and 46/68, corresponding to p
values of 0.45 and 0.98, respectively, indicating the model
is describing the data well. These distributions are then
used to constrain the analogous PC distributions in order to
validate the modeling of the missing energy deposited
outside the TPC. For both tests, the expanded model is able
to describe the data within uncertainties with y?/ndf
values of 73/88 and 49/78, respectively. Plots of these
data to MC comparisons for the 2D {cos &, E;} dis-
tributions can be found in the Supplemental Material [39].

Having passed validation at this more detailed level, the
muon kinematics are again used as a constraint to validate
the modeling of the missing hadronic energy at a similarly
detailed level. This gives additional confidence in the
extraction of the single-differential OpNp v and E,,; cross
sections and enables the extraction of the triple differential
Xp Ejyyail> c0s 0, and E,, cross section. Similar to what was
done for the 1D case, a constraint from the FC OpNp
{cos @y, E;*} distribution is applied to the FC OpNp
{cos Oy, Efyyy b distribution.  This can be seen in
Fig. 16. This expanded phase space behaves very similarly
to the 1D one after constraint from the muon kinematics. A
noticeable data excess appears in the lowest energy Op bins
in all angular slices prior to the constraint. This excess is
mitigated by the constraint and the posterior prediction
agrees very well with the data, as indicated by the y/ndf
value which is well below one. The Np distribution also
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(b) Reconstructed Np FC available energy distribution sliced in the muon angle.

FIG. 16. Comparison between data and prediction with the additional systematic derived from the reweighting as a function of
available energy in muon angle slices for FC events. The Op selection is seen in (a) and the Np selection is seen in (b). In all slices, the
last bin corresponds to overflow. The red (blue) lines and bands show the prediction without (with) the constraint from the reconstructed
OpNp FC {cos i, E;°} distribution. The statistical and systematic uncertainties (including the additional reweighting uncertainty) of
the Monte Carlo are shown in the bands. The data statistical errors are shown on the data points.

behaves similarly in this expanded phase space, especially
at forward angles, where the prediction shows an increase
in the lowest energy bins and a decrease in subsequent bins
after the constraint. Similar data-MC discrepancies can be
seen in these forward angle slices as in the 1D case,
however, these are covered by the additional reweighting
systematic as indicated by the y?/ndf below one.

The analogous tests on the PC distributions can be seen
in Supplemental Material [39]. These also have good
agreement after the constraint from the muon kinematics,
with y2/ndf values of 98/91 and 104/120 for Op and Np,
respectively. The corresponding p values are 0.29 and 0.85,
providing further evidence that the overall model is able to
describe the hadronic system. This successful validation

gives us confidence in using the expanded model to extract
the single-differential OpNp v and E,,; cross sections and
the triple-differential Xp {E,y4,cos6,, E,} cross section.
These measurements collapse over the {cos6,,E,} or
OpNp portion of the phase space, respectively, which are
probed by this test, thereby ensuring that the validation has
examined the model in sufficient detail for its use in these
Cross section extractions.

Lastly, a similar more detailed validation is performed
for the proton kinematics distributions to enable the
extraction of the double-differential cos@, and K, cross
section. For this validation, the FC OpNp {cos 6, E;}
distribution is used to constrain the FC {cos@y°, K7}
distribution. This is shown in Fig. 17. Good data to MC
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FIG. 17. Comparison between data and prediction with the additional systematic derived from the reweighting as a function of leading

proton kinetic energy in proton angle slices for FC events. No Op bin is included; the proton angle is not applicable for Op events. In all
slices, the last bin corresponds to overflow. The red (blue) lines and bands show the prediction without (with) the constraint from the
reconstructed OpNp FC {cos 67, Ej;°} distribution. The statistical and systematic uncertainties (including the additional reweighting
uncertainty) of the Monte Carlo are shown in the bands. The data statistical errors are shown on the data points.

agreement is seen here, with a y?/ndf of 79/134 before
constraint and 116/134 after the constraint. Note that no Op
bin is included in this figure because the proton angle is
not applicable for Op events. The same test performed with
the inclusion of a single bin for Op events shows nearly
identical data to MC agreement with a y*/ndf of 85/135
before the constraint and 117/135 after the constraint. The
analogous test on the PC distribution, which is shown in the
Supplemental Material [39], also displays good data to
MC agreement and results in a y?/ndf of 150/165 when
the Op bin is not included and 150/166 when it is. These
both correspond to a p value of 0.79.

With the addition of the reweighting uncertainty, all
distributions pass model validation. Each test passes the
specified 20 threshold indicated by p values above 0.05,
with most significantly higher. With these tests, the
expanded model is shown to be capable of describing
the muon kinematics, the visible hadronic energy, the
proton kinematics, and the correlations between these
distributions in the context of the Op and Np subchannels.
This builds confidence that the overall model with the
expanded systematics can thus be used to extract the
desired single-, double-, and triple-differential cross sec-
tions without introducing bias larger than the uncertainties.

Though this additional uncertainty is being added to
areas of phase space that show the largest discrepancies
caused by potentially interesting physics, it is necessary to
ensure that the response matrix R and background pre-
diction B estimated with the model contain sufficient
uncertainties to cover the “true” value. Furthermore, the
reweighting uncertainty has a relatively small impact on the
extracted result because, similar to the cross section
uncertainties, it is mostly canceled out in the unfolding.

The cancellation arises from the fact that no prior uncer-
tainty is applied to S during the unfolding and only the
effects on the efficiencies and smearing in R need to be
accounted for. This greatly reduces the impact of the
reweighting uncertainty in cross section extraction as
compared to uncertainties calculated for a direct data to
MC comparison in reconstructed space.

VIII. RESULTS

The subsequent plots contain the unfolded nominal flux-
averaged cross section results. These are extracted with the
Wiener-SVD unfolding method outlined in Sec. III B. The
conditional constraint procedure described in Sec. VI is not
used for the cross section extraction; it is exclusively a
model validation tool. The inner black error bars on the data
points represent data statistical uncertainty on the meas-
urement. The outer black error bars represent uncertainties
on the extracted cross section corresponding to the square
root of the diagonal elements of the extracted covariance
matrix as obtained by Eq. (12). The contribution from each
source of uncertainties and the total correlation matrices
can be found in Fig. 10 for the E, differential cross section.
The analogous plots for all other measurements are shown
in the Supplemental Material. The extracted covariance
matrices are also reported in the data release.

Also included in the subsequent plots are predictions
from the following event generators: GENIE v3.0.6
G18 10a 02 1la (GENIE) [58], the MicroBooNE
tuned version of the same GENIE -configuration
(uUBOONE tune) [59], NuWro 21.02 (NuWro) [83],
GiBUU 2023 (GiBUU) [78], and NEUT 5.4.0.1
(NEUT) [86]. These generator predictions were processed
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with the NUISANCE framework [100] and do not include
their theoretical uncertainties. More details on the physics
models used in the different generators can be found in
Sec. VA. As stated in Sec. III B, each generator prediction
has been smeared with the A- matrix obtained from the
unfolding. These matrices are also reported in the data
release.

Phase space limits are applied separately to each meas-
urement such that events must fall within the start of the
first bin and the end of the last. The signal definition
otherwise stays the same across all measurements. The only
exception to this is the single-differential cos@, and
double-differential cos®@, and K, measurements. The
proton angle is not applicable for Op events. Thus, the
signal definition for these measurements is limited to Np
events, with Op events treated as background.

As described in Sec. III and Sec. V B, the extracted cross
sections are averaged over the nominal neutrino flux and
the covariance matrix includes the uncertainties from
extrapolating the data from the unknown true neutrino
flux to the reference nominal flux. As a result, theoretical
calculations do not need to include an extra uncertainty on
neutrino flux when making comparisons to this data [28].
Additionally, a single covariance matrix containing inter-
variable correlations for all measurements is presented in
the Supplemental Material [39] and data release. This
covariance matrix was obtained using the blockwise
formulation of the unfolding matrix [38] described in
Sec. I B.

For each measurement, y* values are calculated using
only the Op bins, only the Np bins, and both the Op and Np
bins. These are reported for each smeared generator
prediction with the Op and Np y? values found in the
legend of their respective subplots and the joint OpNp y?
listed above the plots or in a table contained within the
figure. The OpNp 2 accounts for correlations between Op
and Np subchannels due to the form of R in Eq. (2). The
multi-differential measurements also have y> values for
each individual slice; these are shown in the legend of their
respective subplot. For the cos @, and double differential
cos 6, and K, measurements, only the Np signal definition
is used and Np y reported. The Op, Np and OpNp > values
are summarized for each generator and measurement in
Table II.

For the cross section as a function of E,, the flux integral
in Eq. (6) only extends across the given bin. Due to
the binning, which is motivated by reconstruction
efficiencies, this measurement has phase space limits of
200 < E, < 4000 MeV. The total Op and Np cross sections
shown in Fig. 25, which are obtained by using the E*°
distributions to extract a single E, bin, also have this 200 <
E, <4000 MeV phase space limit. Thus, the flux integral
in Eq. (6) only extends from 200 to 4000 MeV, which
corresponds to a total integrated flux of 4.268 x
10" neutrinos percm? and an exposure of 6.369 x 10%°

protons on target. For all other measurements, this integral
extends from zero to infinity, which corresponds to a total
integrated flux of 4.586 x 10'! neutrinos per cm? for the
same exposure of 6.369 x 10%° protons on target. This
causes the total Op cross section in Fig. 25 to be slightly
different than the Op bin in the multiplicity measurement
shown in Fig. 26 and the K, measurement shown
in Fig. 23.

The Op bins in Figs. 23 and 26 also differ due to the AK
factor in Eq. (6) that accounts for the bin width. In Fig. 23,
the Op bin is extracted in the context of the K, differential
cross section measurement and thus has AK of 0.035 GeV
consistent with the other bins. In Fig. 26, the bin is instead
extracted in the context of the proton multiplicity so
AK = 1. Furthermore, small differences in the Op bins
of Figs. 23, 25, and 26 arise from additional smearing
induced by regularization in the Wiener-SVD unfolding.
These effects are captured in the A, matrix obtained in the
unfolding. Applying this matrix to predictions transforms
them to the same regularized truth space as the data, thereby
preventing the choice of regularization from affecting the
x? calculated between data and prediction using the entirety
of bins for the given measurement.

A. Op cross sections

GiBUU is the only generator that does not underpredict
the total Op cross section. This can be seen in Fig. 25, which
shows the total Op and Np cross sections, and the Op bin of
Fig. 26, which shows the cross section as a function of
multiplicity. A similar underprediction of Op events can
also be seen for NuWro and NEUT in a CCOz measurement
from T2K in [101], though this comparison is made
difficult due to their different signal definition, different
target, and much higher 125 MeV proton kinetic energy
threshold.

Out of all the generators, G1BUU also agrees best with
the Op data for all extracted differential cross sections. The
other generators’ underprediction of the Op cross section is
concentrated at more forward muon angles and at low
energy transfers and available energies, as can be seen in
Figs. 19(a), 21(a), and 22(a), respectively. In these regions
of phase space, the GiBUU Op prediction diverges from the
other generator predictions and even slightly overpredicts
the measured cos 0, differential cross section and moder-
ately overpredicts the v differential cross section. This is
also apparent in the more detailed examination of the muon
kinematics in the Op cos 6, and E,, double-differential cross
section measurement seen in Fig. 28. The GiBUU pre-
diction’s significantly better agreement at forward angles is
visually apparent and is reflected in significantly lower y?
values both in the forward angle slices and across the
entirety of the Op bins. Agreement with the data in the less
forward angle slices for Op is more comparable amongst
generators, in part due to a worse prediction from GiBUU
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TABLE II.

Summary of the comparisons between the various generator predictions and the extracted cross section results. When

applicable, the Op, Np, OpNp, and Xp »? and respective ndf are shown for each measured variable. When a Op row is present for a
variable, the Op and Np cross sections are extracted simultaneously. As such, the Op (Np) 2 value is calculated using only the Op (Np)
bins. The OpNp 4 is calculated using both sets of bins and accounts for the correlations between the two channels due to the form of

Eq. (2) used in the unfolding.

Measurement Channel ndf HBOONE tune GENIE NuWro NEUT GiBUU
jTU Op 11 38.3 41.8 29.5 56.2 13.5
u

Np 11 16.5 27.2 20.2 13.0 25.3

OpNp 22 50.8 61.5 46.4 65.7 37.6

dcc(l)tsyﬁﬂ Op 17 25.6 28.3 13.2 44.7 9.9

Np 17 34.2 34.2 42.0 19.9 27.3

OpNp 34 64.3 62.1 55.7 70.3 44.6

Z—Z Op 3 37.5 45.1 28.8 91.4 9.2

Np 6 12.7 24.3 20.6 20.7 26.3

OpNp 9 63.3 66.2 52.1 153.5 59.0

dEda ., Op 5 32.8 39.5 299 71.7 0.8

Np 9 12.7 22.2 13.7 25.7 12.1

OpNp 14 43.3 56.8 40.4 85.1 14.3

o(E,) Op 10 21.5 29.7 17.5 56.4 154

Np 10 6.4 20.1 13.7 5.5 15.1

OpNp 20 29.6 41.4 29.2 72.1 434

ddTﬂ Xp 15 18.5 15.8 20.5 214 134

P
Np 14 154 13.8 134 15.8 10.6
dL Np 20 16.0 22.4 9.9 28.4 48.0
cosd,

Proton multiplicity Xp 4 7.1 19.8 9.9 222 10.5

__ds Op 55 129.8 140.9 109.7 180.3 102.8
dcos0,dE,

Np 69 203.1 189.7 196.9 192.7 192.1

OpNp 124 287.5 266.4 263.7 298.8 249.8

Xp 69 129.6 140.4 169.3 104.7 161.5

__do Np 96 144.2 138.8 120.3 204.4 274.1
dcos0,dK,

do Xp 249 274.2 336.9 309.4 330.6 313.9

dEydcos 0,dE,

and better predictions from the other generators, and in part
due to the larger uncertainties there.

The most obvious case of G1BUU describing the Op data
better than the other generators is in the E,,,; differential
cross section measurement shown in Fig. 22(a). G1BUU is
the only generator that predicts a large enough cross section
in the two bins below 0.4 GeV. It also agrees best with the
data in all higher energy bins, leading to a significantly
lower y? value. An analogous feature appears in the Op v
differential cross section measurement seen in Fig. 21(a)
and the measurement of the cross section as a function of
E, seen in Fig. 20(a). For v, GIBUU comes closest to the
measured value in the first bin, but is still noticeably
overpredicts the differential cross section there. This leads
to a y*/ndf that, though significantly better than any of the
other generators, is much higher than it achieved for
Op Eavail'

For the cross section as a function of E,, none of the
generators are able to describe the shape of the measured Op

distribution. This is can be seen in Fig. 20(a). GiBUU
overestimates the cross section at low energies even more
prominently than for v. The other generators significantly
underpredict the cross section in this region. Above
800 MeV, very good agreement is seen between GiBUU
and the data. The other generators still underpredict the
cross section here, albeit to a lesser degree than at low
energies, leading to noticeable shape disagreement in both
cases. Better agreement with data in this region gives
GiBUU the lowest y2 for the Op cross section as a function
of E,. However, NuWro has a comparable y? value despite
significantly worse agreement with the data at moderate
energies.

Low energy protons are the most impacted by FSI, and
good agreement with data in the Op channel, which includes
all events with K, < 35 MeV and those in which no proton
escaped the nucleus, is indicative of a good description of
FSI. Though is it quite challenging to disentangle the
modeling of the elementary neutrino-nucleon interaction
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Unfolded OpNp E|, differential cross section results. The Op result is shown in (a) and the Np result is shown in (b). The inner

error bars on the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the square
root of the diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines with
corresponding y? values displayed in the legend. These predictions are smeared with the A matrix obtained in the unfolding. The y?
values calculated using all bins are shown at the top of the figure. The insets provide a magnified view of the highest energy bin for each
Cross section.

OpNp x? (ndf = 34): uBooNE tune = 64.3, GENIE = 62.1, NuWro = 55.7, GiBUU= 44.6, NEUT = 70.3

0.25 [ MicroBooNE 6.369 x 102° POT: v,CC Op
[ —— MBOONE tune: 25.6/17 GiBUU: 9.9/17
F—— GENIE: 28.3/17 == NEUT: 44.7/17
™ [ - NuWro: 132/17 + Data
% 020F uWro /
~
o~
g L
[ 0.025 -
e 015 |
1 [ 0.020
S 0015 [
X 0.10 foow -
o Ql :0,005 s e L B I e L M SEETE
3|8 - siha
v
S

MicroBooNE 6.369 x 102° POT: v,CC Np
| —— pBooNE tune: 34.2/17 GiBUU: 27.3/17
0.5 [— GENIE: 342/17 = NEUT: 19.9/17

- [ == NuWro: 42.0/17 + Data
<
~ 0.4
£ L
(&)
©
T 03
o O
—
X

502
Blyu
J|o

O

S

0.1
-1.0 . 1.0

(b) cos 8,

FIG. 19.  Unfolded OpNp cos 0, differential cross section results. The Op result is shown in (a) and the Np result is shown in (b). The
inner error bars on the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the
square root of the diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines
with corresponding y? values displayed in the legend. These predictions are smeared with the A matrix obtained in the unfolding. The
x? values calculated using all bins are shown at the top of the figure. The insets provide a magnified view of the most backwards bins for

each cross section.

from nuclear effects, the better agreement that GiBUU has
with the Op measurements might be attributed to its
fundamentally different implementation of FSI. GiBUU
is the only generator that utilizes a transport model and
simulates the nuclear ground state as a bound system of
nucleons subject to a nuclear binding potential and a
Coulomb potential which treats “target” and “ejected”
nucleons on equal footing [78,79]. These potentials are
absent from the other generators, which use cascade models

rather than a transport model, and instead modify the
energy of particles during FSI by correcting for some
constant binding energy. As such, GIBUU moves ejected
nucleons on realistic trajectories as they propagate through
the residual nucleus in a potential that is consistent with
the initial interaction. The other generators propagate
ejected nucleons on straight line paths and decouple the
initial interaction from the FSI. Though this treatment
significantly reduces computation time, it may be an
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FIG. 20. Unfolded OpNp cross section results as a function of E,. The Op result is shown in (a) and the Np result is shown in (b). The
inner error bars on the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the
square root of the diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines
with corresponding y? values displayed in the legend. These predictions are smeared with the A matrix obtained in the unfolding. The
x? values calculated using all bins are shown at the top of the figure.
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Unfolded OpNp v differential cross section results. The Op result is shown in (a) and the Np result is shown in (b). The inner

error bars on the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the square
root of the diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines with
corresponding y” values displayed in the legend. These predictions are smeared with the A matrix obtained in the unfolding. The >
values calculated using all bins are shown at the top of the figure. The insets provide a magnified view of the highest energy bin for each

cross section.

oversimplification in the case of low energy particles,
which are most affected by the potential, causing the other
generators to describe the Op data worse than GiBUU.
Of the other generators, NEUT has the largest under-
prediction of the Op cross section, especially at low energy
transfers and available energies. This could potentially be
due to the treatment of binding energy for nucleon FSI in
NEUT, which greatly suppresses interactions for low energy

nucleons [102,103]. NEUT does not have a nuclear binding
potential, so it assigns “bound” nucleons an effective mass
when propagating them through the nucleus. Interactions
with other nucleons are only allowed to occur if the total
energy is twice the energy of the free nucleon mass, a
requirement that is not guaranteed due to the effective mass
which allows nucleons to have less energy than their rest
mass [86].
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FIG. 22. Unfolded OpNp E,,,; differential cross section results. The Op result is shown is (a) and the Np result is shown in (b). The
inner error bars on the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the
square root of the diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines
with corresponding y? values displayed in the legend. These predictions are smeared with the A matrix obtained in the unfolding. The
x* values calculated using all bins are shown at the top of the figure. The insets provide a magnified view of the highest energy bins for

each cross section.
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FIG. 23. Unfolded K, differential cross section result compared to the (a) GiBUU and (b) NEUT predictions.These predictions are

smeared with the A matrix obtained in the unfolding. The dashed line indicates the 35 MeV proton tracking threshold, below which is a
single bin that includes events with no protons and events where the leading proton is below the threshold. This bin includes all Op events
with all Np events falling in subsequent bins. The error bars on the data points represent the uncertainties on the extracted cross section
corresponding to the square root of the diagonal elements of the extracted covariance matrix. The total generator prediction corresponds
to the red line with corresponding y> displayed in the legend. Different interaction types as predicted by the event generators are
indicated by the colored lines. The insets provide a magnified view of the last three bins.

The implications of this can be seen in [102] with trend is seen in [103], where the semiclassical FSI cascade

comparisons between the total reaction cross section (6,¢,)
for proton-carbon data and NEUT, NuWro, and GENIE
predictions. These comparisons, which serve as validations
of the modeling of nucleon FSI, show that NEUT predicts a
sharp decrease in o,.,. at low proton kinetic energies that is
not seen in the other predictions nor the data. A similar

model used in NEUT is compared to calculations with a
relativistic optical potential (ROP). For proton kinetic
energies less than 100 MeV, the ROP prediction agrees
considerably better with the data and is significantly larger
than the NEUT prediction. For low nucleon energies, where
the nucleon’s wavelength becomes comparable to the size
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FIG. 24.  Unfolded cos 0, differential cross section result. Note
that the signal definition used here only includes Np events; the
leading proton angle is not applicable for Op events. The inner
error bars on the data points represent the data statistical
uncertainty and the outer error bars represent the uncertainty
given by the square root of the diagonal elements of the extracted
covariance matrix. Different generator predictions are indicated
by the colored lines with corresponding y? values displayed in the
legend. These predictions are smeared with the A, matrix
obtained in the unfolding. The insets provide a magnified view
of the backwards bins.
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FIG. 25. Total Op and Np cross sections obtained by unfolding

the E7°¢ distributions onto a single bin for each of Op and Np. The
inner error bars on the data points represent the data statistical
uncertainty and the outer error bars represent the uncertainty
given by the square root of the diagonal elements of the extracted
covariance matrix. Different generator predictions are indicated
by the colored lines. The phase space limit of 200 < E, <
4000 MeV applied in the measurement of the Op and Np
cross sections as a function of E, is also applied here. The total
Op cross section is measured to be (0.090 £ 0.012) x
1073 c¢m?/Ar and the total Np cross section is measured to
be (0.292 + 0.023) x 10736 c¢m?/Ar. This corresponds to a fully
inclusive cross section of (0.382 4-0.026) x 10736 cm?/Ar.
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FIG. 26.  Result for the extraction of the v, CC cross section as a
function of proton multiplicity. The inner error bars on the data
points represent the data statistical uncertainty and the outer error
bars represent the uncertainty given by the square root of the
diagonal elements of the extracted covariance matrix. Different
generator predictions are indicated by the colored lines with
corresponding y? values displayed in the legend. These predic-
tions are smeared with the A~ matrix obtained in the unfolding.
The result shown here differs from the one in Fig. 25 in that the
reconstructed space distribution used for the extraction was
binned in the proton multiplicity, not E}°° with separate channels
for Op and Np, and thus the phase space limit of 200 < E, <
4000 MeV was not applied.

of the nucleus, quantum-mechanical effects and collective
degrees of freedom and absorption become important.
Hence the ROP model, which is inherently quantum
mechanical, is expected to provide a more rigorous
description of FSI at low energies. However, in making
these comparisons, it should be noted that ROP will only
describe the flux lost to other final states at a given kinetic
energy; it does not provide any information about what
final states the absorbed flux goes to [103-106].
Regardless, a smaller o,,. at low kinetic energies is seen
consistently for NEUT when compared to other predictions
and data. This suppression of the low energy interactions of
nucleons allows more protons to leave the nucleus without
experiencing any FSI, producing the very low prediction
for the Op cross section that agrees poorly with the
measurements shown here.

B. Np cross sections

The measured total Np cross section agrees best with
NEUT prediction and falls within 1o of the yBooNE tune
prediction. The other generators all underpredict the total Np
cross section, which can be seen in Fig. 25. The better
agreement with the total Np cross section is reflected in the
various Np differential cross section results, which agree
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FIG. 27. Unfolded double-differential Xp cos 6, and E, cross section result. The inner error bars on the data points represent the data
statistical uncertainty and the outer error bars represent the uncertainty given by the square root of the diagonal elements of the extracted
covariance matrix. Different generator predictions are indicated by the colored lines. These predictions are smeared with the A matrix
obtained in the unfolding. Each subplot shows a different cos 6, slice with y? values computed for just that slice shown in the legends.
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slice.

best with NEUT for the muon kinematics, and show
relatively good agreement with the yBooNE tune in all
variables except cos®,. Though the Np measurements
clearly separate generator predictions in terms of their
ability to describe the data, the various predictions for the
Np data are more comparable than they were for the Op data.

These trends can also been seen when the total Np cross
section measurement is extended to the Np cross section as
a function of E,, seen in Fig. 20(b). For this distribution, the
NEUT and yBooNE tune predictions are almost identical
and clearly agree best with the data, as is evident by their
lower y* values. The other generators’ underprediction of
the cross section is concentrated below 1.2 GeV. In this
energy region, NEUT and #BooNE tune also underpredict
the Np cross section, but to a lesser extent than the other
generators.

The uBooNE tune offers the best description of the Np
energy transfer seen in Fig. 21(b). This is despite the fact

that its prediction peaks at one bin higher energies than the
data. It is the only generator with this feature and its lower
x* presumably comes from a better description of the data
away from the peak of the v distribution. NEUT has a higher
x? due to an overestimation of the cross section in the first
bin, a feature possibly related to its significant under-
prediction of the number of events in the analogous region
of phase space for Op. A similar trend is also seen for
NuWro, but is not quite as prominent as it is for NEUT.
For E,, i1, the uBooNE tune, NuWro, and G1BUU have
the best description of the data with comparable y* values.
This can be seen in Fig. 22(b). The yuBooNE tune offers
extremely good agreement up until 0.8 GeV at which point
it only slightly overpredicts the data. However, G1BUU still
has a slightly better y? despite an underprediction of the
cross section at low to moderate energies. The y* for
NuWro is also comparable due to the generator’s good
description of the data once beyond the two bins below
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0.4 GeV. NEUT overpredicts the cross section throughout
moderate to high E,,,; giving it a worse y? value.

NEUT offers the best agreement with the measured Np
muon kinematics and has the lowest Np y? for both single-
differential measurements. For cos 6, which can be seen in
Fig. 19(b), this is due to a slightly more accurate prediction
across the majority of phase space and is evident in its
lower y? value than the other generators. However, it is
worth noting that all the generators underpredict the
cross section up until the most forward muon scattering
angles. A similar feature is seen for cos@, in another
recent MicroBooNE v,CC measurement which utilizes a
CCQE-like signal definition [22]. Furthermore, a mild data
excess with respect to GENTE at forward cos 6, is observed.
This is more consistent with [22], which also sees a mild
excess, than it is with several earlier MicroBooNE
measurements [107,108], which observed a very significant
deficit. These earlier measurements utilized an older
detector simulation and an older cross section model,
GENIE v2.12.2, as well as a slightly different signal
definition.

For E,, the separation between the generators is smaller.
However, NEUT still describes the data the best, presum-
ably due to its slightly better shape agreement with the
measured distribution than the uBooNE tune and its better
normalization agreement than GiBUU, NuWro, and
GENIE. This is seen in Fig. 18(b). All generators under-
predict the cross section at the peak of the E, distribution.
This is consistent with what is seen in other MicroBooNE
v,CC work in [20], which examined the fully inclusive
signal through a single-differential measurement. The same
trend was also seen in [109], which examined the fully
inclusive signal through a double-differential measurement
and was compared to a very similar set of generator
predictions in [77].

When the Np muon kinematics are examined in more
detail through the double-differential cos 6, and E, meas-
urement seen in Fig. 28, the generators achieve a similar
level of overall performance. However, no generator is able
to adequately describe the entire distribution and all show
mismodeling in some region of phase space. NEUT tends to
describe the data better in the less forward angular slices.
The yBooNE tune and GiBUU both perform fairly con-
sistently across angular slices, with the yBooNE tune
tending to offer better intra-slice agreement. GENIE does
not appear to do particularly well on any individual slice
despite having a slightly lower y?/ndf value than the other
generators when all bins are considered. It is also worth
noting that, as seen in the single-differential E, result in
Fig. 18(b), all generators tend to underpredict the cross
section at the peak of the distribution to some degree. This
is especially apparent in most backwards angular slice.
Here, the underprediction at the peak of the £, distribution
is compounded with the underprediction of the Np cross

section at backwards angles seen in the single-differential
cos ¢, measurement in Fig. 19(b).

C. Comparisons between OpNp and Xp

The inclusive v,CC channel can be examined in its
entirety in the context of final states with and without
protons using the OpNp y? values. These are obtained using
both the Op and Np bins from the simultaneous extraction
of the two cross sections. Because these measurements are
made simultaneously, the regularized truth space covari-
ance matrix in Eq. (12) used to calculate the y? values has
off-diagonal blocks that account for correlations between
the Op and Np bins. The OpNp y? values are found on top of
each plot or in the table in Fig. 28, as well as Table II, which
summarises all the y? values.

Examining the results in this way highlights the G1BUU
prediction’s ability to describe the observed muon kin-
ematic better than the other generators when the inclusive
v, CC channel is examined in the context of final states with
and without protons. The cos 6, OpNp x? is moderately
better for G1BUU than the other generators. NuWro does
second best followed by the two GENIE-based generators
then by NEUT. For E,, GiBUU describes the data the best,
and the yBooNE tune and NuWro outperform NEUT and
GENIE. The overall hierarchy is similar for the double-
differential measurement, where the OpNp x> value for
GiBUU is better than all other generators, albeit still fairly
comparable to the OpNp y? values for GENIE and NuWro.
The uBooNE tune and NEUT show similar levels of
agreement, but have somewhat higher > values.

The OpNp  values for the kinematic variable not related
to the muon kinematics (namely, E,, v, and E,,;) separate
the uBooNE tune, NuWro and G1BUU from the other two
generators. For E,,,;;, the GLIBUU prediction is in signifi-
cantly better agreement with the data than all other gen-
erators. NuWro and the uBooNE tune describe the F,,,; data
better than GENIE, and NEUT, but not as good as G1BUU.
The situation is reversed for E,,, where the yBooNE tune and
NuWro have lower y* values, with GENTE offering slightly
better agreement with the data than GiBUU in this case.
Because E, has a much smaller dependence on hadronic
final state modeling than E,,;, the significantly better
performance on E, than E,,,; seen for all generators except
G1BUU is indicative of deficiencies in the modeling of the
hadronic final state. For v, NuWro has the lowest y? value,
but only NEUT fails to offer a comparable level of agreement
as evident by its significantly higher y* value.

Several of the results shown here (namely, E,, E,,, and v)
can be compared to the previous MicroBooNE cross
section work [20] on the inclusive v,CC channel. In
[20], the same event selection and signal definition is used,
but without the separation of the inclusive channel into Op
and Np final states. Thus, fully inclusive Xp results were
extracted rather than OpNp results. The E, measurement
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stands out in particular in this comparison. GiBUU and
NuWro are the only generators that describes the E, data
equally well for Xp and Op, though GiBUU has lower y?
values than NuWro in both cases. The yBooNE tune and
NEUT describe the Xp data approximately as well as the Np
data. However, both fail to describe the Op data; this is
especially apparent for NEUT. A similar trend holds for
GENTIE, which describes both the Op and Np data worse
than the Xp data. In making these comparisons, it should be
noted that slightly newer versions of the NuWro and
G1iBUU generators were used in this analysis as compared
to [20]. A larger portion of the MicroBooNE data set was
also used in this work than in [20], which used a 5.3 x 10'?
POT subset of the 6.4 x 10?° POT data set used for this
analysis.

A more detailed Xp to OpNp comparison can be made by
comparing the Xp double-differential cos 6, and E, meas-
urement seen in Fig. 27 to the analogous OpNp one seen in
Fig. 28. In both cases, no generator is able to describe the
entirety of the double-differential measurement of the muon
kinematics and all predictions show mismodeling in various
regions of phase space. The Xp distributions tend to looks
fairly similar to the Np distributions due to the larger Np
cross section. Nevertheless, the Xp result displays some
differences in the level of agreement with the various
generators. In particular, NEUT appears better than
G1iBUU in describing the Xp muon kinematics whereas
G1BUU clearly outperforms NEUT for OpNp. A similar trend
is seen for the single-differential Xp cos6, and E, mea-
surements shown in the Supplemental Material of [35],
which were obtained using event selection, systematics and
unfolding identical to the ones in this work. For the Xp case,
NEUT slightly outperforms GiBUU. This can contrasted
with the OpNp case shown in Figs. 18 and 19, where GiBUU
is noticeably outperforming NEUT in cos 6, and E,,.

These comparisons between Xp and OpNp demonstrate
that a model which describes inclusive scattering data well
does not necessarily perform well for semi-inclusive or
exclusive scattering [79,98,99,110]. Inclusive predictions
inherently integrate over all final momenta of the initial
interaction and give no information about the subsequent
evolution of the system. Thus, even if a model does well for
inclusive scattering, the final-state nucleon kinematics may
be wrong, causing it to be unable to describe semi-inclusive
scattering data and the details of the hadronic final state. A
consistent theory should be able to describe data for
inclusive and semi-inclusive cross sections covering the
entirety of available phase space, as is needed for neutrino
experiments aiming to make precision measurements that
require a detailed description of the final state or precise
mapping between reconstructed and true neutrino energy.

D. Proton multiplicity and kinematics

The measured cross section as a function of the proton
multiplicity, seen in Fig. 26, is best described by GiBUU,

NuWro, and the uBooNE tune. Of the three, the yBooNE
tune has the lowest y?, but significantly underpredicts the
Op bin and overpredicts the > 2p bin. The NEUT prediction
shows a similar trend, but has a larger underestimation the
Op bin and overestimation of the >2p bin leading to a
significantly higher y? value. GiBUU, despite its higher y?
value, agrees almost perfectly with data in all but the 1p bin,
where it noticeably underpredicts the cross section. This
results in a moderate underprediction of the total Np cross
section, as can be seen in Fig. 25. Proton multiplicity is
quite sensitive to FSI [111]. Due to the dominance of QE
events, FSI has the net effect of migrating events from
the 1p bin into the Op bin (and to a lesser extent the 2p and
>2p bins). This migration seems better described by
G1iBUU, which does well in all but the 1p bin, possibly
suggesting that its FSI treatment might be too strong or that
a different relative contribution from QE and more complex
interaction modes is needed. GENIE and NuWro also
underpredict the total Np cross section, the latter of which
agrees quite well with the data in the 1p bins whereas the
former has an underprediction of the cross section in the 1p
bin and a slight overprediction the cross section in the > 2p
bin. The behavior of these three generators can be con-
trasted with the uBooNE tune and NEUT, both of which
agree with the measured total Np cross section seen
in Fig. 25 despite slightly overestimating the 2p and
>2p bins.

The leading proton kinetic energy differential cross
section measurement utilizes the Xp signal definition (in
other words, it includes both Op and Np events) through the
use of a single Op bin that extends from 0 < K, < 35 MeV
and includes any signal event without a final state proton.
All other bins contain Np events where the leading proton
has K, > 35 MeV. This result can be seen compared to
NEUT and GiBUU predictions in Fig. 23 with contribution
from interaction types as predicted by the event generators
also shown. Comparisons against more generator predic-
tions are presented in [35]. As in the total Op cross section
and the Op bin of the cross section as a function of the
multiplicity in Figs. 25 and 26, respectively, GiBUU is the
only generator that does not significantly underpredict the
Op bin. It also has the lowest ¥> value despite consistent
underprediction of the data at moderate to high energies.
This underprediction of the cross section is also seen for
GENIE and NuWro, although it does not extend to as high
of energies for the latter. The yBooNE tune and NEUT do a
better job of describing moderate to high energies, likely
related to the fact that they agree better with the measured
total Np cross section.

For NEUT in particular, the > for the K , differential
cross section is largely driven by very poor agreement in
the Op bin. This can be shown by removing this bin from
the y? calculation; these values are seen in Table II in the
row corresponding to the K, measurement for the Np
channel. As expected, NEUT agrees better with the data
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FIG. 29. Unfolded double-differential cos 8, and K, cross section results. The signal definition use here only includes Np events; the
leading proton angle is not applicable for Op events. The inner error bars on the data points represent the data statistical uncertainty and
the outer error bars represent the uncertainty given by the square root of the diagonal elements of the extracted covariance matrix.
Different generator predictions are indicated by the colored lines. These predictions are smeared with the A- matrix obtained in the
unfolding. Each subplot shows a different cos 8, slice with y? values computed for just that slice shown in the legends. The y? values
calculated using all bins are shown in the Table in (i). The insets provide a magnified view of the highest energy bin in a given slice.

when the Op bin is excluded and has the lowest y? value out
of all the generators except GiBUU. This suggests that,
once beyond these low energy events where FSI is most
prominent, NEUT describes the leading proton energy quite
well. As previously discussed, this could potentially be due
to the way NEUT treats binding energy in nucleon FSI
[102]. NuWro also sees a larger reductions in its y> value
when the Op bin is excluded but G1BUU, GENIE and the
UBOONE tune do not. Because of this, the generators
describe the data at a slightly more comparable level when
the Op bin is removed.

Additional insight into the G1BUU prediction’s signifi-
cantly larger Op cross section can be gained from the shape of
the K, distribution. The K, prediction from GiBUU peaks
sharply in the first bin where there is a large spread in the
generator predictions caused by significantly different QE
predictions. This is seen in Fig. 23. A similar peak also
appears for the other generators, except NEUT, but it is not

high enough to describe the data there. These comparisons
against the other generators are found in [35]. This peak at
very low energies can be attributed to FSI depleting the energy
of the leading proton to below the 35 MeV threshold
[81,102,111-113]. After the initial interaction, an outgoing
nucleon may collide with other nucleons which may again
collide with other nucleons and so on, causing an “avalanche”
of nucleons [79,104,113]. Energy conservation requires all
secondary particles to have lower energy than the primary
nucleon as each of these collisions depletes the initial nucleon
of its energy. This shifts the leading proton kinetic energy
distribution towards lower energies and causes the K,
distribution to fall off with increasing energies.

It is plausible that the more consistent treatment of FSI in
G1BUU, which moves ejected nucleons on realistic trajec-
tories determined by a potential that considers the target
and ejected protons on equal footing and is consistent with
the initial interaction [78,79], allows it to better describe
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FIG. 30. Unfolded triple-differential Xp E,y,;, cos 6, and E,, cross section result. Each plot shows a different E,,,; slice, within which
the bins are in angular slices indicated by the downwards ticks on the x axis; their edges are {—1,-0.5,0,0.3,0.5,0.7,0.8,0.9, 1}. The
bins increase in muon energy along each angular slice. Binning details are in the Supplemental Material [39]. The inner error bars on
the data points represent the data statistical uncertainty and the outer error bars represent the uncertainty given by the square root of the
diagonal elements of the extracted covariance matrix. Different generator predictions are indicated by the colored lines. These
predictions are smeared with the A matrix obtained in the unfolding. The y* values computed for each E,,,; slice are shown in the
legends of their respective plots. The y* values calculated using all bins are shown at the top of the figure.

this effect than other generators. This is supported by
G1BUU providing a better description of the Op data and its
good agreement in the lowest energy K, bins in Fig. 23.
Similarly, NEUT has a small QE prediction in the first bin
and somewhat larger QE prediction in the second. This can
presumably be attributed to its treatment of binding energy
in FSI which suppresses the interactions of low energy
protons preventing them from falling below the threshold
and being placed in the first K, bin. The “avalanche effect”
will also impact the proton multiplicity distribution which,
as seen in Fig. 26, shows good agreement with G1BUU in
all but the 1p bin. This is again presumably in part due to
the more sophisticated treatment of nucleon FSI in GiBUU
better describing this avalanche effect which can cause the

ejection of additional nucleons and the depletion of their
energy to the point that they fall below the 35 MeV
threshold [111].

NuWro is able to describe the cos @), differential cross
section measurement much better than the other generators,
as evident by its lower y? value. This comes despite NuWro
showing an underprediction the cross section at
perpendicular and forward angles and is presumably due
to it offering the best agreement at backwards angles. This
can be seen in Fig. 24. The yBooNE tune has the second
lowest y?, with the best agreement at more forward angles
but a consistent overprediction of the data at backwards
angles. GiBUU and GENIE show similar features at
backwards angles but noticeably underpredict the cross
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section at more forward angles; both generators’ under-
prediction of the total Np cross section seems concentrated
at forward angles. These features are more exaggerated for
GiBUU, giving it a noticeably worse y? than GENIE which
is more comparable to the yBooNE tune. NEUT shows
almost as good of an agreement as the yuBooNE tune at
forward angles, but overpredicts the cross section by an
even larger amount at backwards angles leading to its
larger .

A similar hierarchy occurs for the more detailed view of
the proton kinematics in the double-differential cos 6, and
K, measurement seen in Fig. 29. As in the case of the
double-differential measurement of the muon kinematics,
none of the generators are able to describe the measured
cross section throughout the entirety of phase space.
However, the yBooNE tune, GENIE and NuWro clearly
describe the data better than NEUT and GiBUU. Of the
three, the yBooNE tune and NuWro tend to offer the best
slice-by-slice agreement, though NuWro underpredicts the
cross section in the low energy K, bins. On the other hand,
despite its relatively good x> over the entirety of phase
space, GENIE shows worse intraslice agreement and tends
to underpredict the cross section at moderate energies,
especially at perpendicular to forward angles. This more
detailed view of the proton kinematics also shows that the
G1iBUU prediction’s underestimation of the Np cross
section is seen throughout all energies in forward angle
slices. Furthermore, NEUT noticeably overpredicts the
cross section in the lowest energy bins for the backwards
angle slices. This is an interesting observation in light of its
significant underprediction of Op events.

E. Triple-differential cross section

The triple-differential Xp E,,, cos6, and E, cross
section can be found in Fig. 30. For the first E,,,; slice, in
which with E, ,; < 0.3 GeV, the data is best described
by GiBUU and the yBooNE tune. This can be seen in
Fig. 30(a). All generators underpredict the data here, in part
due to their underprediction of Op events which are more
prominent in this slice. The underprediction of the cross
section at the peak of the E, distribution seen consistently
in other measurements is most prominent here. In the
second E,,; slice, for which 0.3 < E, ; < 0.45 GeV,
GENIE, GiBUU, and NuWro continue to underpredict
the cross section and do so up until very forward
angles in the third slice, where 0.45 < E .z <
0.65 GeV. In these two intermediate energy slices, seen
in Figs. 30(b) and 30(c), NEUT does well compared to the
other generators and seems to describe the data best in
terms of normalization, except at more forward cos 6, in the
0.45 < E i1 < 0.65 GeV slice, where it consistently over-
predicts the cross section. GIBUU also does fairly well in
these slices despite an underprediction the cross section in
almost all bins. These trends continue in the highest

0.65 < E a1 < 2.5 GeV slice where the GiBUU predic-
tion’s y? is fairly reasonable, presumably due to good shape
agreement. This is seen in Fig. 30(d). The yBooNE tune
underpredicts the cross section at less forward angles for
the three higher energy slices, but overall describes them as
well as any of the other generators and has the lowest y?
when all the bins are considered.

IX. CONCLUSION

This paper presents a study of the proton kinematics and
final states with and without protons for inclusive v,CC
interactions on argon. Data collected with the MicroBooNE
LArTPC detector from an exposure of 6.4 x 10°° POT
from the booster neutrino beam at Fermi National
Accelerator Laboratory is used. A multitude of cross
section measurements are made with the Inclusive channel
split into Op and Np subchannels based on a 35 MeV
threshold, which corresponds to the proton detection
threshold in this analysis. In a variety of different kinematic
variables, these are the first differential neutrino-argon
cross section measurement made simultaneously for final
states with and without protons for the inclusive v,CC
interaction channel. In their entirety, these measurements
represent the most detailed examination of inclusive v,CC
neutrino-argon cross sections to date.

The Wire-Cell event reconstruction used for data analy-
sis is described and examined in detail, revealing overall
good performance but also exposing challenges associated
with identifying low and high energy protons and recon-
structing E3y and ETy for the Op channel. The v, CC event
selection is also outlined and its performance is evaluated,
showing overall very high efficiency and good purity for
the Np selection, but somewhat lower purity for the Op
selection due to contamination from Np events. Data to
MC comparisons are explored, showing good agreement in
general.

A detailed derivation of the formalism used for unfolding
nominal flux-averaged cross sections [28] with the Wiener-
SVD method [29] under a minimal set of assumptions is
described. This includes discussion of the proper treatment
of systematics and the appropriate form of the response
matrix for the simultaneous measurement of the Op and Np
cross sections that utilizes correlations between measure-
ments in the unfolding.

In order to ensure that the extracted results are not
biased beyond their stated uncertainties, the overall
model is examined more stringently with a data
driven model validation procedure. The principles behind
this model validation, which test the compatibility between
the model and data, are described. This is based upon other
MicroBooNE work [20,21] with an extension to the
hadronic final states relevant to this analysis. The valida-
tion, which relies heavily on GOF tests and the conditional
constraint procedure, exposes insufficiency in the overall
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modeling of the Ei%y, £, and K¢ distributions used to
extract cross section measurements in this analysis. The
modeling deficiency is mitigated with a data-driven
reweighting scheme used to derive an additional reweight-
ing uncertainty and ensure the accuracy of the cross section
extraction.

The extracted cross section results are compared to
predictions from the pgBooNE tune [59], GENIE [58],
NuWro [83], NEUT [86], and G1BUU [78] event generators.
None of the versions and configurations of the generators
that we examined were able to adequately describe the
entirety of the data and all show mismodeling in various
regions of phase space.

G1BUU is the only generator that does not underpredict
the total Op cross section and tends to have better agreement
with Op data than the other generators, especially at low
energy transfers and available energies, and at more
forward muon angles. The prediction from NEUT also
stands out due to its drastic underestimation of the Op cross
section, which can likely be attributed to its treatment of
binding energy during nucleon FSI. Similarly, NEUT and
the yBooNE tune are the only generators that do not
underpredict the total Np cross section, though the under-
prediction of the Np cross section by the other generators is
less prominent than for the Op cross section. Both NEUT and
the uBooNE tune agree well with the Np cross section of a
function of E,, with the uBooNE tune offering a better
description of v and E,.,;, and NEUT offering a better
description of the muon kinematics. However, none of the
generators offer perfect predictions of the Np muon
kinematics, as all of them underpredict the cross section
at the peak of the E, distribution and at backwards muon
scattering angles.

When the combination of the Op and Np channels are
examined together with y? values calculated across all bins,
a clear preference for GiBUU is seen. It has the lowest 2 on
all 0 pNp measurements except E,. This better description
of the Op and Np final states, particularly the Op channel,
can possibly be attributed to the more robust treatment of
FSI in GiBUU. This hypothesis is consistent with the
GiBUU prediction’s good agreement with data for the K,
measurement, particularly at the lowest energies, where it is
the only prediction that mirrors the sharp peak seen in the
data. Though not entirely separable from any mismodeling
of the initial neutrino-nucleon interaction, these observa-
tions can likely be attributed to FSI because such effects
have a larger impact on low energy protons and thus also
have a strong influence on the Op channel. Further support
for this hypothesis can be found in other MicroBooNE
results in [22,23], which contain measurements of trans-
verse kinematic imbalance variables [17] sensitive to FSI
modeling. However, GiBUU is far from having a perfect
description of the final state proton kinematics, as is evident
by the single-differential cos 6, measurement and double-
differential measurement of the proton kinematics. These

results are best described by NuWro, with GiBUU showing
the worst agreement out of all the generators due to a large
underprediction of the cross section at forward angles and
overprediction of the cross section at backwards angles.

By comparing these measurements to other
MicroBooNE results [20,35] which also examine the
inclusive channel and utilize the same reconstruction, event
selection, and unfolding method, or by comparing the
OpNp double-differential measurement of the muon kin-
ematics to the analogous fully inclusive Xp measurement, it
is apparent that a model able to describe data for inclusive
scattering will not necessarily still be able to describe data
for semi-inclusive scattering. Even if a model describes the
inclusive cross sections well, it may integrate over all final
momenta of the first interaction and be unable to describe
the full final states observed in data. In particular, NEUT
shows relatively good performance for the fully inclusive
channel, but its ability to describe the data degrades when
the channel is divided into final states with and without
protons. G1BUU, on the other hand, performs consistently
between Xp and OpNp and tends to offer the best agreement
with data for OpNp, often due to poor Op predictions from
the other generators. This is again likely due to the more
robust treatment of FSI in GiBUU than in the other
generators, as is necessary to describe the contents of
the hadronic final state when scattering off heavy nuclei
like argon.

Current and future LArTPC neutrino experiments rely on
event generators to provide accurate cross section predic-
tions. These experiments require a precise mapping
between measured and true neutrino energies. The mea-
surements presented in this work expose mismodeling
associated with the details of the proton kinematics and
final states with and without protons for v,CC interactions.
Care must be taken in any analysis potentially sensitive to
such mismodelings as they may impact the sensitivity of
neutrino experiments across a wide range of physics
analyses. In particular, these discrepancies should be kept
in mind when neutrino energy reconstruction is performed.
The mapping between true and reconstructed neutrino
energy can be quite dependent on the contents of the final
state and the overall model, particularly the cross section
model, needs to correct for missing hadronic energy. These
measurements provide a wealth of novel information useful
for evaluating these models and stimulating their improve-
ment, which can help improve the physics reach of future
experiments.

ACKNOWLEDGMENTS

This document was prepared by the MicroBooNE
collaboration using the resources of the Fermi National
Accelerator Laboratory (Fermilab), a U.S. Department of
Energy, Office of Science, HEP User Facility. Fermilab is
managed by Fermi Research Alliance, LLC (FRA), acting
under Contract No. DE-AC02-07CH11359. MicroBooNE

013006-49



P. ABRATENKO et al.

PHYS. REV. D 110, 013006 (2024)

is supported by the following: the U.S. Department of
Energy, Office of Science, Offices of High Energy Physics
and Nuclear Physics; the U.S. National Science
Foundation; the Swiss National Science Foundation; the
Science and Technology Facilities Council (STFC), part of
the United Kingdom Research and Innovation; the Royal
Society (United Kingdom); the UK Research and
Innovation (UKRI) Future Leaders Fellowship; and the
NSF Al Institute for Artificial Intelligence and
Fundamental Interactions. Additional support for the laser
calibration system and cosmic ray tagger was provided by
the Albert Einstein Center for Fundamental Physics, Bern,
Switzerland. We also acknowledge the contributions of
technical and scientific staff to the design, construction, and
operation of the MicroBooNE detector as well as the
contributions of past collaborators to the development of

|

Number of true Yy CC events selected as Yy CcC

MicroBooNE analyses, without whom this work would not
have been possible.

APPENDIX A: EFFICIENCY AND PURITY
METRICS

Below are the efficiency and purity metrics used to
quantify the performance of the Op, Np, and Xp v,CC event
selection. The overall efficiencies and purities give a
holistic view of the performance of the selection. The
efficiencies and purities with respect to the v, CC selection
help separate the impact of the split into Op and Np
subchannels from the overall v,CC selection. For each
variable of interest not shown in Fig. 9, these two sets of
efficiency and purity metrics can be found in Figs. 31-33.

Xp effici = Al
petticiency Number of true v, CC events ' (A1)
. Number of true v, CC Np events selected as v, CC Np
Np efficiency = . (A2)
Number of true Np v, CC events
. Number of true v, CC Op events selected as v, CC Op
Op efficiency = , (A3)
Number of true Op v, CC events
o . Number of true v, CC Np events selected as v, CC Np
Np efficiency wrt v, CC selection = , (A4)
Number of true v, CC Np events selected as v, CC
0p effici ty CC selecti Number of true v, CC Op events selected as v, CC Op (AS)
efficiency w selection =
P YWy Number of true v, CC Op events selected as v, CC '
X " Number of true v, CC events selected as v, CC (A6)
urity = ,
P purity Number of events selected as v, CC
N " Number of true v, CC Np events selected as v, CC Np (A7)
rity = ,
ppurtty Number of events selected as v, CC Np
0 " Number of true v, CC Op events selected as v, CC Op (AS)
rity = ,
ppunty Number of events selected as v, CC Op
N v wrty. CC selection — Number of true v, CC Np events selected as v, CC Np (A9)
P ULy Wit Hy, 5 SEReCHON = T Number of true v, CCeventsselectedasy, CCNp
. ) Number of true v, CC Op events selected as v, CC Op
Op purity wrt v, CC selection = (A10)

Number of true v, CC events selected as v, CC Op
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The v, CC selection efficiency as a function of the (a) true muon energy, (c) true energy transfer, (e) true available energy, and

(g) the true leading proton kinetic energy. The v,CC selection purity as a function of the (b) reconstructed muon energy,
(d) reconstructed hadronic energy, (f) reconstructed available energy, and (h) the reconstructed leading proton kinetic energy. The
binning shown here is the same as is used for M and S in the cross section extraction.
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FIG. 33. [(a) and (c)] Column normalized and [(b) and (d)] row normalized smearing matrices between proton multiplicities. A true
(reconstructed) proton only counts towards the true (reconstructed) multiplicity if K, > 35 MeV (K5¢ > 35 MeV). (a) Normalized to
all true v,CC events and the main diagonal corresponds to the total efficiency for the given true proton multiplicity. (b) Normalized to all
events passing the v,CC selection and the main diagonal correspond to the total purity for the given reconstructed proton multiplicity.
(c) Normalized to all true v,CC events passing the v,CC selection and the main diagonal correspond to the total efficiency with respect
to v, CC for the given true proton multiplicity. (d) is normalized to all true v, CC events passing the v, CC selection and the main diagonal
correspond to the total purity with respect to v, CC for the given reconstructed proton multiplicity.
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APPENDIX B: RECONSTRUCTED AVAILABLE ENERGY DISTRIBUTIONS

The distributions of events as a function of £77¢ , that pass the v, CC Op and Np event selections can be seen for both data
and MC in Fig. 34. In this figure, the MC prediction is broken down into separate categories for background and signal
events. Comparisons between the data and MC predictions before and after constraint from the muon kinematics for the Op
and Np E7¢¢ ., distribution can be found in Fig. 35. The Np distribution is shown with and without the additional reweighing
uncertainty included to ensure that all distributions pass model validation.
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FIG. 34. The v,CC selection as a function of the reconstructed available energy. The MicroBooNE MC prediction is categorized by
interaction types with separate categories for the Op and Np subsignal channels. The bins are the same as for M in the cross section
extraction with the last bin corresponding to overflow. In the bottom subpanels, the pink band includes the MC statistical, cross section,
flux, and the additional reweighting systematic uncertainty discussed in Sec. VII, and the purple band corresponds to the full uncertainty

with the addition of the detector systematic uncertainty. Data statistical errors are shown on the data point and are often too small to be
seen.
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