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ABSTRACT As a result of the blockage issue, the link quality of a mmWave
To cope with growing wireless bandwidth demand, millimeter wave link can vary rapidly and widely as a user moves around within
(mmWave) communication has been identified as a promising tech- a space containing obstacles. Meanwhile, many next-generation
nology to deliver Gbps throughput. However, due to the suscepti- applications such as ultra-high-definition real-time video and wire-
bility of mmWave signals to blockage, applications can experience less virtual reality require continuous high-quality wireless links.
significant performance variability as users move around due to One potential approach to help deal with this issue is to schedule
rapid and significant variation in channel conditions. In this context, packet transmissions when channel conditions are good and high
proactive schedulers that make use of future data rate prediction date rates can be achieved. Such an approach has been referred to
have potential to bring a significant performance improvement as as proactive scheduling.

compared to traditional schedulers. In this work, we propose an ef- Prior work has considered proactive scheduling by making use of
ficient proactive algorithm that prioritizes the scheduling of scarce blockage predictions on the order of milliseconds by detecting when
resources to achieve better performance than traditional schedulers. link quality is beginning to degrade[9]. However, when blockages
The results show that our scheduler can increase average data rate are primarily due to static obstacles such as furniture items, it should
by up to 20% compared to non-proactive scheduling and achieves be possible to predict blockages farther into the future if knowledge
from 60% to 75% of the performance gain of an optimal proactive of the environment can be combined with user mobility prediction,
scheduler. thereby opening up greater potential performance improvements

with proactive scheduling.
CCS CONCEPTS Our prior work formally defined a proactive scheduling problem

with fairness constraints and designed an optimal scheduling algo-

» Networks — Packet scheduling; Wireless local area net- rithm to solve it [7]. Although the optimal scheduler was impractical

works. for real-time scheduling since it involves solving an integer linear
KEYWORDS ?ro.gramming (ILP) problem., this z?lllowed us to evaluat.e the upper
imits of what could be possible with proactive scheduling. Results
mmWave, proactive scheduling, WLAN showed that very large performance gains could be achieved if
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Scheduling for mmWave WLANS. In Proceedings of the Int’l ACM Conference scheduling on a longer time horizon practical in the mmWave
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1 INTRODUCTION ple mobility prediction scheme and a perfect mobility prediction

scheme. Results show that the heuristic scheduler can achieve from
60% to 75% of the performance gain of the optimal proactive sched-
uler with a running time that is several orders of magnitude faster.
The results also show that proactive scheduling outperforms non-
proactive scheduling even with very simple mobility prediction,
but to realize the full potential of proactive scheduling will require
good state-of-the-art mobility prediction schemes to be employed.

The rest of the paper is organized as follows. Section 2 introduces
related work. Section 3 presents the system model and problem
formulation. Section 4 describes our proposed efficient heuristic

For next-generation wireless networks, both in the cellular and
wireless LAN domains, mmWave communications are considered a
key technology due to the plentiful bandwidth available in mmWave
bands. However, a major technical challenge with deploying mm-
Wave technology in practical settings is the susceptibility of mm-
Wave signals to blockage due to their short wavelengths. It is well
established that mmWave signals are completely blocked by rela-
tively small obstacles including even the human body [13, 14, 19].
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2 RELATED WORK

The idea of proactive scheduling is not new to wireless network-
ing. Previous works have studied proactive scheduling in non-
mmWave wireless networking [3, 15, 18]. These works leverage
the predictability of user channel state, and each develop their own
extended form of the proportional fair scheduler which utilizes this
future knowledge. In [3], the exact methods of predicting future
data rate is not introduced but assumed, whereas [15, 18] presents
their own method for estimating the user data rate by leveraging the
channel fading effect. Their results consistently agree that proac-
tive scheduling can provide significant throughput gains while
maintaining fairness levels. However, the channel state informa-
tion (CSI) estimation techniques in these works would not apply
in mmWave scenarios, due to mmWave’s high susceptibility to
blockage compared to sub-mmWave bands.

In recent years, several works have explored the use of blockage
prediction to cope specifically with mmWave’s highly dynamic
channel conditions [1, 4, 8, 10, 20, 21]. These works employ different
techniques to achieve blockage prediction, and are designed for
different network goals. [4] considers the optimization of handover
performance in dense cellular networks. Blockage occurrence and
duration are predicted using peripherals and geometry, enabling
elimination of unnecessary handovers caused by transient blockage
as well as early handover to avoid long blockage. In [8], a proactive
path selection mechanism is proposed to improve resilience of
multihop mmWave networks to blockages. In [20], camera images
are used to predict blockages caused by human mobiity. Learning
based techniques are also used to predict blockage for mmWave
transmission [1, 10, 21]. In [21], the blockage prediction decision is
made by a trained classifier. On the other hand, [1, 10] both utilize
deep learning. The difference is that [1] uses in-band information
to make the prediction, whereas [10] uses out-of-band information.

There are some works that focus particularly on blockage-aware
scheduling for mmWave networks [7, 9, 10]. Similar to aforemen-
tioned proactive schedulers, [9] also proposes a variation of the
proportional fair scheduler. In this work, the scheduler reverses
the order of time slot scheduling (going from the furthest future
to the nearest future) in order to allocate time slots to users before
the predicted blockage happens. This approach successfully boosts
the link performance for users who experience the most severe
blockage, however it slightly decreases the overall throughput of
the system. In [10], a DNN scheduler is proposed, which combines
blockage prediction with scheduling and beamforming. This work
aims to maximize users’ achievable rates but does not take fairness
into consideration. Lastly, [7] explores the upper bound for proac-
tive scheduling performance through formulating the scheduling
problem as an integer linear programming problem.

3 SYSTEM MODEL AND PROBLEM
FORMULATION

We model the indoor wireless LAN environment such that there is a
room where a number of obstacles are scattered on the floor. In the
room, there are n,, users roaming and one fixed ceiling mounted ac-
cess point (AP). The AP transmits an infinitely backlogged queue of
downlink data to a number of users using the orthogonal frequency-
division multiple access (OFDMA) scheme. The total duration of the
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transmission is T seconds, consisting of time slots of length At. The
total duration is divided into scheduling sessions each containing
nts time slots. All sub-carriers of a time slot are assigned to the
same user, where the aggregate bandwidth is b.

The path loss model is divided into two cases. The first case is
the simple line-of-sight (LoS) case, where the user received power
is calculated by the standard distance-based path loss equation:

Prx = Pix  Gex - Grx Do - dy 0 (1)
where p;y is the transmit power, g;x and grx are the transmit and
receive antenna gain, [y is the free space path loss at reference dis-
tance of 1 meter, d;, is the AP-UE distance, and v is the attenuation
exponent.

The user data rate is then calculated with Shannon’s capacity
formula:

@

The second case is the non-line-of-sight (NLoS) case. In this case,
the received rate has been shown to be highly variable, ranging
from near zero to something close to the LoS rate, depending on
the blockage conditions and the reflectivity properties of the sur-
rounding materials [12]. To model this behavior, we assume that
the NLoS rate is uniformly distributed between zero and the LoS
rate with an extra 10 dB of loss.

We consider a scheduling problem where the scheduler knows
the predicted data rate for all users at every time slot of the next
scheduling session. For fairness considerations, the algorithm also
takes as input an allotment scheme, which dictates how many
time slots are to be allocated to each user. These two pieces of
information are all our proposed efficient heuristic scheduler needs
to produce a schedule. The output schedule is represented by a
matrix X of size ny by nys. In this matrix, each row represents a
user and each column represents a time slot, and a value of 1 means
the user is assigned for the time slot and 0 otherwise. The problem
constraints are that each time slot (column) must have exactly one
user assigned and, for every user i, the sum of the values in row i
must equal user i’s allotment. Subject to these constraints, the goal
is to maximize the aggregate data rate over the scheduling session
under consideration.

In previous work, we formulated this scheduling problem as a
binary integer linear programming problem (BILP). Solving this
BILP problem results in an optimal proactive schedule under the
given constraints. However, since BILP is an NP-hard problem, it
is computationally very expensive to solve. In fact, the scheduling
time with a BILP solution substantially exceeds the scheduling
session duration, making it only a theoretical solution and not
practical for use in real networks. However, in Section 5, we use the
optimal result generated by the BILP scheduler as an upper bound
to compare the performance of our proposed heuristic scheduler.

Prx
r:b'log2(1+—) .
p

n

4 PROACTIVE SCHEDULING APPROACH

As discussed earlier, previous work showed that proactive sched-
ulers, which make use of link quality prediction, have the potential
to bring significant performance improvements. However, prior
work has only evaluated an optimal proactive scheduler, which is
computationally expensive and, therefore, not suitable for real-time
scheduling in practical network environments. In this section, we
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introduce a practical proactive scheduling approach which is capa-
ble of performing scheduling in real time. Later, evaluations will
show that the performance of this efficient scheduler is much better
than the classic proportional fair (non-proactive) scheduler and is
not far from the performance of the optimal proactive scheduler.

4.1 Overall Process

The proactive scheduling process is assumed to take place in a room
with known geometry, known obstacle sizes and locations, users
moving around in an unknown fashion, and a mmWave access
point at a known location. A schedule is to be determined for the
next scheduling session of a certain length broken into a number of
time slots of fixed duration. Given the current location of each node
along with its current direction and speed, a mobility predictor
predicts the path of the node during the next scheduling session.

The next step is to use the predicted path of a node to generate
a predicted data rate for the node at each time slot of the next
scheduling session. One approach to this is using an RF map [2, 12,
16], which is a heat map of SNR across a region of interest. If an
RF map is available for the given space, the predicted data rate is
a straightforward mapping of location to SNR to data rate. If no
RF map is available, a predicted data rate can be calculated for a
given location by determining the line-of-sight status between the
location and the access point, applying the appropriate path loss
model (either line-of-sight or non-line-of-sight), and performing
an SNR to data rate conversion. The predicted data rate vectors for
each user, denoted by rate, for user u, contain the user’s predicted
data rate at each time slot and are primary inputs to the proactive
scheduler.

The other input to the scheduler is the number of slots that
each user should be assigned in the next scheduling session. These
allocations can be determined in many ways. An obvious one, cor-
responding to the notion of time fairness, is to assign each user
the same number of time slots. For the simulations presented in
Section 5, we assume the time slot allocation resulting from the pro-
portional fair (PF) scheduler in order to compare the performance
of proactive schedulers to the classic PF scheduler under the same
fairness conditions.

The only basic assumption of our scheduling approach is that
there is a predicted data rate for every location within the region
of movement of the users. In the simulation results presented later,
we generate these values based on the geometry of the room, in-
cluding sizes and locations of obstacles, and path loss models for
LoS and NLoS conditions. However, as mentioned earlier, this in-
formation can also come from an RF map of the space, which could
be learned from measurements taken as users move around. With
such a measurement-based RP map approach, there is no need to
know the room geometry and obstacle information to generate the
necessary predicted data rates. Note that the naive mobility predictor
used in the simulation results does not use obstacle information for
its prediction. While obstacle information could be used to improve
mobility prediction and the resulting scheduling performance, the
results show that even simple mobility prediction without obstacle
information performs significantly better than classic proportional
fair scheduling.

59

MSWiM °23, October 30-November 3, 2023, Montreal, QC, Canada

4.2 Heuristic Scheduler

With future rate knowledge at hand, the optimal scheduling solution
requires solving a binary integer programming problem (BILP),
which is both computationally demanding and time consuming.
The time required to solve the BILP will exceed the scheduling
interval in any practical network context and achieving the optimal
schedule is, therefore, unrealistic in real time. In order to reach
near-optimal data rate performance within realistic computation
time, we propose an efficient greedy heuristic algorithm that can
schedule time slots to users in a fair allotment scheme. Greedy
schedulers have been shown to perform remarkably well in many
wireless contexts [5, 6, 17]. The main issue to consider with a greedy
scheduler is in what order to consider the time slots and the users
within each time slot, which is discussed next.

This algorithm utilizes knowledge of future low data rate oc-
currences to prioritize the scheduling of scarce resources, thus
securing good channel conditions for users that are the most likely
to be affected by adverse channel conditions. This prioritization is
achieved through ranking of the time slots by how many low-rate
users they contain and ranking of users by a combination of how
many low-rate slots they have and the number of time slots they
have been allocated. Intuitively, the user with the highest number
of low-rate slots plus allocated slots is the most difficult to schedule.
Although we do not present the results herein, we tried several
other orderings of time slots and users and this method performed
the best.

The detailed scheduling algorithm is shown in Algorithm 1. The
future adverse transmission condition information (such as block-
age) is represented by a matrix status, of size n, by nss. Each row
of the matrix represents a user and each column represents a time
slot. The value of 1 means the respective user is predicted to expe-
rience a low data rate for the particular time slot and 0 otherwise.
The predicted data rate is likewise represented by rate, of size ny
by ngs. Lastly, the fair allotment scheme is represented by matrix
alloty, where the n, elements each represent the designated num-
ber of total time slots each user is to be scheduled in for the coming
scheduling interval. We refer to this as the allotment scheme.

Algorithm 1 can be divided into two steps. In the first step, the
algorithm sums the number of low rate slots for each user and for
each time slot, in preparation of the ranking (Lines 1-2). The result
is two vectors low_ratey of length n,, and low_rate;s of length nys.
Then, the time slots are ranked from most to least low-rate slots
(Line 3) so that time slots with the most adverse channel condition
are prioritized. In the second step, the algorithm sequentially walks
through all time slots in the scheduling period according to the
ranking in an outer for loop, updating the user low-rate slots along
the way (Lines 4-27). The assigned flag keeps track of whether the
current time slot has been assigned or not and is initially set to 0 at
the beginning of each iteration (Line 5). Also, for each iteration, the
metric is calculated by summing low_rate, and allot,, then the
users are ranked by metric, from most to least, to prioritize users
that are predicted to experience the worst channel conditions and
that need to be assigned the most time slots (Lines 6-7). Once a slot
is assigned, the allocation for the assigned user is reduced by one
and every user that has a low rate in the assigned slot has their low
rate slot count reduced by one (Lines 11-12 and 22-23).
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Algorithm 1 Heuristic scheduler

Input: rate, (predicted user data rates at every time slot),
statusy (predicted user low-rate status at each timeslot, 1 =
rate, < threshold, 0 = rate, > threshold), allot, (number of time
slots to be assigned to each user)

Output: X (user assignment)
Nts

. low_ratey[user] = 3,12, statusy[user][ts], 1 < user < ny

2: low_ratess[ts] = Zzls‘erzl statusy [user][ts], 1 < ts < nys

3: rank;s = low_rate;s sorted from largest to smallest

4: for each ts € rank;s do

5 assigned = 0

6: metric, = low_ratey + allot,,Yu

7: rank, = user IDs sorted from largest to smallest value of
metricy, Yu with allot, > 0

8: for each user € rank, do

9 if status,[user][ts] == 0 and allot, [user] > 0 then

10: Xuser][ts] =1

11 alloty, [user] = alloty, [user] — 1

12: low_ratey, [v] = low_rate, [v]—

13: statusy [v][ts], 1< v < ny

14: assigned = 1

15: break

16: end if

17: end for

18: if assigned == 0 then

19: for each user € rank, do

20: if allot,[user] > 0 then

21: Xuser][ts] =1

22: alloty, [user] = alloty [user] — 1

23: low_rate, [v] = low_rate,[v]—

24: statusy [v][ts], 1 <o < ny

25: break

26: end if

27: end for

28: end if

29: end for

30: return X

Within the outer loop there are two inner for loops. The first
inner loop walks through users according to most to least metric
and assigns the current time slot to the first user which has both
high data-rate and available allotment (Lines 8-16). Once a user
is assigned, the available allotment for this user allot, [user] is
decremented. Each element of the low_rate,, vector is then updated
according to the status, of each user in this ts, so that the value
reflects the amount of low rate slots for each user in the remaining
unassigned time slots (Line 12). The assigned flag is set to 1. In the
case where the first inner for loop does not assign the current time
slot due to no user of both high data rate and available time slot
allotment, assigned is not set to 1. In this case, a second for loop
goes through the users again to assign this time slot to the highest
ranked user that still has available allotment (Lines 17-26).

The time complexity of this heuristic algorithm is bounded by
O(nys * ny * log(ny)), where the nys accounts for the outer loop
and ny, *log(ny)) accounts for the sorting which happens for every
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iteration of the outer loop. Therefore, the overall complexity of
the scheduling algorithm is polynomial time for any problem size,
which is efficient as well as scalable.

5 PERFORMANCE STUDY

This simulation study is set in rooms of size 20 meters by 20 meters
where obstacles are randomly placed. The users’ mobility is modeled
with a hot spot mobility model with a number of randomly located
hot spots where users pause for a certain duration of time, and then
move to a different hot spot location. Users take the shortest path
towards the next hot spot, except that they skirt around the edges
of any obstacles encountered along the way.

For data rate prediction, we use a naive mobility predictor, which
only predicts the user to continue at the current speed in the cur-
rent direction. The predicted data rate is then calculated using the
predicted location, the known room and obstacle geometries, and
standard line-of-sight and non-light-of-sight path loss models. Al-
though this results in perfect data rate prediction if the exact user
location is known, the mobility prediction produces location errors
that result in errors in data rate prediction.

Due to its very basic nature, the naive mobility predictor can be
considered to yield worst case results for proactive scheduling. As a
reference, we also run all the experiments with a perfect predictor
to show the best case performance for our heuristic proactive sched-
uler. If state-of-the-art mobility prediction techniques are employed,
results will fall somewhere in between these two values.

In this section we mainly compare the performance of 3 sched-
ulers: the traditional proportional fair (PF) scheduler as a baseline,
our proposed scheduler (referred to as EEP scheduler in the follow-
ing sections), and the BILP scheduler from [7] which represents
the optimal proactive scheduling performance. To provide an equi-
table comparison, all experiments conducted hereafter use the same
allotment scheme, which is the one produced by the PF scheduler.

5.1 Simulation Settings

In this section, we study the influence of several variables on the
performance of the algorithm, including: scheduling session length,
user pause time, obstacle density and hot spot density, where for
each of these factors we picked 3 values representing low, medium
and high values. The full set of values used in the experiments
are listed in Table 1. The default setting for experiments uses the
medium values for all parameters, which is the base line case dis-
cussed in Section 5.2. The fixed variables are given by Table 2.

Table 1: Variable Simulation parameters

Parameter Low | Medium | High
Scheduling session length (s) 1 3 5
User pause time (s) 2 4 6
Number of obstacles 50 65 80
Number of hot spots 4 6 8

All experiments performed in the following subsections simu-
late a 120 second period in which 20 users are concurrently mov-
ing in the same 20m by 20m by 3m room. The ceiling mounted
access point is located at the center of the room. The obstacles
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Table 2: Fixed Simulation parameters

Bandwidth b 2GHz
Noise power pn -71.99dBm
Scheduling time slot length At 62.51s
Transmit power Pix 20dBm
Transmitter gain Jix 3.16dBi
Receiver gain Irx 0dBi
Path loss reference Iy 63.4dB
Attenuation exponent v 1.72

in the room are randomly allocated following a Poisson distri-
bution. The obstacles are assumed to be cuboids sitting on the
floor and their dimensions are given by the following distribu-
tions: W ~ N(0.56,0.08, 0.25,1.25), L ~ N'(1.08,0.18,0.5,1.75), and
H ~ N(1.85,0.2,1.25,2.4). The obstacles are randomly aligned to
be parallel to one of the room walls. Finally, when a user arrives
at a hot spot, they choose a new hot spot equiprobably at random
from all other hot spots to be the next location.

The mobility model was implemented in the ns-3 enhanced
mmWave LAN simulator [11]. This simulator includes obstacle
modeling and code to determine the LoS/NLoS status of a user
device. This information was then fed to an off-line module that
calculated predicted data rates according to the LoS/NLoS models
presented in Section 3.

5.2 Baseline Average User Rate and Fairness
Comparison

We first analyze a baseline case performance, which is the case used
for comparison in later subsections that vary one parameter at a
time. In this baseline case, the parameter values correspond to the
middle column of Table 1.

Let ratepp, rateprrp, and rateggp represent the average data
rates of the PF, BILP, and EEP schedulers, respectively. We define
Q to be the increase over PF as in the following equation:

_ ratepyrp — ratepg
B ratepg

rateggp — ratepg
ratepg

®)

Thus, Q takes ratepr as the baseline non-proactive scheduling per-
formance and calculates the improvement of proactive scheduling,
via either BILP or EEP. Also, we use AR to denote the data rate differ-
ence between one of the proactive schedulers and the PF scheduler,
i.e. the numerator of Q, and P to denote the ratio between ARggp
and ARpyrp. Thus, P represents how much of the gap between the
non-proactive baseline (PF) and the proactive upper bound (BILP),
the heuristic proactive scheduler EEP has closed. In the following
results, we present the Q and P ratios as percentages.

In Table 3 we show how the proactive schedulers compare to PF
scheduler in terms of average data rate performance. The rows la-
beled "accurate "show the performance of the proactive schedulers
with perfect mobility prediction and the rows labeled "predicted”
are the results with the naive mobility predictor. We first note that
the heuristic EEP scheduler does fairly well compared to the opti-
mal but impractical BILP scheduler, closing about 72% or 62% of the
gap between the non-proactive and optimal proactive scheduling
results. We also see that the improvement of proactive scheduling
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over non-proactive is significant, from 15% to 21% higher average
rate with perfect mobility prediction. Improvement with the naive
mobility predictor is somewhat smaller, being from 6% to 10% higher
than non-proactive. This demonstrates that the quality of mobil-
ity prediction is critical to realizing the full benefits of proactive
scheduling.

Table 3: Baseline case rate percentage improvement against
PF

Scheduler AR Q P
EEP (accurate) | 73.35 Mbps | 15.45% | 72.36%
BILP (accurate) | 101.4 Mbps | 21.35% | N/A
EEP (predicted) | 29.73 Mbps | 6.26% | 62.38%
BILP (predicted) | 47.65 Mbps | 10.04% | N/A

We note that the improved performance of the proactive sched-
ulers is achieved without any loss of fairness, because we use the
user time slot allotment produced the PF scheduler as an input to
the proactive schedulers. To demonstrate this, We also calculated
the proportional fairness by calculating the sum of log rates values
for all three schedulers. The results are presented in Table 4, and
show that all three schedulers have nearly identical values of the
proportional fairness metric.

Table 4: Sum of log rates for PF, EEP, and BILP schedulers

Scheduler | Log Fairness (accu) | Log Fairness (pred)
PF 173.467 N/A
EEP 174.736 173.997
BILP 175.178 174.304

5.3 Impact of Parameters on Mobility
Prediction Accuracy

As we have seen that the quality of mobility prediction has a signifi-
cant impact on proactive scheduling performance, we now evaluate
the accuracy of the naive mobility prediction algorithm. Accuracy
is defined as the number of time slots where the user location is
correctly predicted divided by the total number of time slots. Al-
though this result is not directly part of the scheduler performance,
it is still an important factor that affects the performance of the
scheduler like other parameters. Understanding its performance
can help explain how this and other factors affect the overall system
performance.

Fig. 1 depicts the impact of the pause time, scheduling session
duration, number of hot spots, and number of obstacles on mobility
prediction accuracy. The trends in the results agree with intuition.
First, the longer the pause time, the better the accuracy, since the
prediction is more likely to be correct when the user is not moving.
Next, the scheduling session duration affects the prediction accu-
racy in an adverse fashion, with a slope that is steeper than the
other variables. This is a result of it being harder to correctly predict
location the longer into the future we attempt to predict. The num-
ber of obstacles also adversely affects prediction accuracy because
more obstacles result in more path obstruction and thus more path
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diversions, which the naive mobility predictor does not attempt to
predict. Lastly, the number of hot spots does not significantly affect
prediction accuracy.
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Figure 1: Prediction accuracy vs. different parameters.

5.4 Impact of Pause Time

In this subsection, we study how different pause time durations
affect the scheduler performance. Figure 2 plots the average user
data rate vs. pause time. As the pause time increases, we see that the
performance of the proactive schedulers drop somewhat, despite
the mobility prediction accuracy getting higher (see Figure 1). This
is due to the pause time becoming longer than the scheduling
session duration, which means that if a user is paused at a hot spot
with low data rate, the scheduler cannot assign them to higher
performing slots within the scheduling session. Despite this, the
proactive schedulers significantly outperfrom the non-proactive
scheduler in all cases, particularly when the mobility prediction is
perfectly accurate.
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Figure 2: Average user data rate vs. pause time.

Table 5 shows more detailed data on scheduling performance.
We again see that the heuristic scheduler does quite well compared
to the optimal proactive scheduler, recovering between 62% and
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77% of the benefit of the optimal scheduler. The data also confirm
the results of Fig. 2 in that the benefits of proactive scheduling are
reduced for longer pause times. Finally, the importance of accurate
mobility prediction is clearly shown — proactive performance im-
provement ranges from 13% to 24% with perfect prediction while
the improvement is only between 5% and 12% with naive prediction.

Table 5: Proactive scheduler improvement against PF by
pause time

Pause (s) | ARprrp | Oprp | ARggp | Qprp P
2 (accu) | 114 Mbps | 23.9% | 87.7 Mbps | 18.27% | 76.63%
4 (accu) | 101 Mbps | 21.4% | 73.3 Mbps | 15.45% | 72.36%
6 (accu) | 91.9 Mbps | 19.6% | 62.7 Mbps | 13.38% | 68.28%
2 (naive) | 56.3 Mbps | 11.8% | 39.5Mbps | 8.24% | 70.16%
4 (naive) | 47.6 Mbps | 10.0% | 29.7 Mbps | 6.26% | 62.38%
6 (naive) | 40.6 Mbps | 8.66% | 25.5Mbps | 5.44% | 62.84%

5.5 Impact of Scheduling Session Duration

Figure 3 shows the average user data rate plotted against different
scheduling session lengths. We can see from the plot that with
accurate mobility prediction, the performance of both proactive
schedulers significantly increases with longer scheduling sessions.
This agrees with the results of [7], which showed that proactive
scheduling could have potentially very large gains if accurate pre-
dictions could be made over time intervals of several seconds or
longer.

However, note that, with the naive predictor, the proactive gain is
much smaller. This is explained by Figure 1, where the slope for the
scheduling session subplot is significantly steeper than the other
parameters, meaning that longer scheduling sessions most heavily
degrade prediction accuracy with such a simple predictor. This
highlights that, for proactive scheduling to reach its full potential,
it will be necessary to combine it with state-of-the-art mobility
prediction schemes.
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Figure 3: Average user data rate vs. scheduling session dura-
tion.

Table 6 shows the detailed data for different scheduling session
lengths. With accurate prediction and a 5 second scheduling session,
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the heuristic EEP scheduler achieves 20% higher data rate than the
PF scheduler and is within 74% of the optimal proactive scheduling
gain. However, with naive prediction, its performance drops to only

MSWiM °23, October 30-November 3, 2023, Montreal, QC, Canada

Table 7: Proactive scheduler improvement against PF by ob-
stacle number

5% better than PF and 49% away from optimal. Obs # ARByLp OBILP AREEP OFEp 2
50 (accu) | 89.1 Mbps | 18.2% | 62.0 Mbps | 12.7% | 69.52%
Table 6: Proactive scheduler improvement against PF by 65 (accu) | 101 Mbps | 21.4% | 73.4 Mbps | 15.5% | 72.36%
scheduling session duration 80 (accu) | 111 Mbps | 24.3% | 81.5 Mbps | 17.9% | 73.67%
50 (naive) | 45.7 Mbps | 9.4% | 29.4 Mbps | 6.0% | 64.23%
Sched (s) ARBrLP OBILP AREEpP QFEP P 65 (naive) | 47.6 Mbps | 10.0% | 29.7 Mbps | 6.3% | 62.38%
1 (accu) | 63.9 Mbps | 13.5% | 36.3 Mbps | 7.64% | 56.81% 80 (naive) | 47.7 Mbps | 10.5% | 35.2 Mbps | 7.7% | 73.90%
3 (accu) | 101 Mbps | 21.4% | 73.4 Mbps | 15.45% | 72.36%
15 (acFu) 21581 11\\/[4?)5 271'(2)% Z;; I\M/IEPS 2506032% ggzg% As the number of hot spots increases, there is a more even dis-
(na¥ve) . ps | 6.12% . DS 03% 20% tribution of user locations in the room, which helps with users
3 (na%ve) 47.7 Mbps | 10.0% | 29.7 Mbps | 6.26% | 62.38% getting better performance on average across all three schedulers.
5 (naive) | 49.3 Mbps | 10.4% | 24.2 Mbps | 5.09% | 49.03% With more hot spots, the average distance between hot spots also

5.6 Impact of Obstacle and Hot Spot Density

Figure 4 shows the average user data rate vs. the number of obstacles
in the room. It can be observed that the benefit of proactive sched-
uling becomes greater as obstacle density increases. This is due to
the users being more likely to experience blockages when more
obstacles are present. While the proactive schedulers are almost
able to maintain their performance with increasing obstacle density
and accurate prediction, the performance of the non-proactive PF
scheduler decreases fairly significantly. However, the benefits do
decrease when the naive mobility predictor is used. With more
obstacles, users tend to detour more often around them, which is
not accounted for in the naive prediction scheme. While we could
have significantly improved the naive predictor by predicting these
detours, this would have made the predictor quite close to the ac-
tual mobility model. We chose not to do this, because we wanted
to evaluate the range of proactive scheduling performance from
a very basic (and not too accurate) prediction scheme to a perfect
one.
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Figure 4: Average user data rate vs. number of obstacles.

From column P in Table 7 we see, once again, that the heuristic
EEP scheduler does quite well compared to the optimal BILP sched-
uler, closing between 62% and 74% of the performance gap between
PF and the optimal proactive result.
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decreases, thereby shortening the average user movement time.
Therefore, as shown in Figure 5, the performance of all three sched-
ulers increases with the number of hot spots. However, the increase
between 6 and 8 hot spots is smaller than between 4 and 6 hot
spots, indicating that the performance is likely to converge to a
peak value instead of continuing to increase with the number of
hot spots.
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Figure 5: Average user data rate vs. number of hot spots.

As far as EEP is concerned, as the hot spots get denser, EEP’s
surplus compared to PF also slightly grows, as shown in column
ARggp of Table 8. With perfect prediction, EEP can achieve more
than 70% of the optimal proactive scheduling gain, whereas with
naive prediction, the gain drops to 60% of the optimal.

Table 8: Proactive scheduler improvement against PF by hot
spot number

Obs # ARprrp | OpiLp | ARggp QEEP P
4 (accu) | 98.8 Mbps | 21.41% | 72.5 Mbps | 15.73% | 73.44%
6 (accu) | 101 Mbps | 21.35% | 73.4 Mbps | 15.45% | 72.36%
8 (accu) | 107 Mbps | 22.47% | 76.3 Mbps | 16.03% | 71.38%
4 (naive) | 41.8 Mbps | 9.07% | 29.6 Mbps | 6.42% | 70.82%
6 (naive) | 47.6 Mbps | 10.04% | 29.7 Mbps | 6.26% | 62.38%
8 (naive) | 51.7 Mbps | 10.87% | 32.4 Mbps | 6.81% | 62.66%
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5.7 Running Time Analysis and Discussion of
Alternative Methods

Linear programming (LP) approximation is a common method to
obtain near-optimal ILP results. Therefore, for comparison, we tried
an alternative method for solving the scheduling problem, which
is to apply the same constraints for the BILP formulation into the
CPLEX LP solver, and then round the non-integer variables into
binary values. How we performed the rounding is by taking the
LP result matrix X, walking through it time-slot by time-slot, and
selecting the user with the largest non-integer value across that
time-slot to be scheduled in that slot. During this process, we also
kept track of each user’s allotment, and dropped users from the
selection process when they reached their allotment.

In Table 9, we show the average running time for the 4 schedulers
running one scheduling session of the baseline case in Section 5.2.
The running times were evaluated on a machine with 8 cores, 1.8
Ghz clock frequency, and 64 GB of memory. Both the BILP and LP
schedulers take several orders of magnitude longer time than the PF
and EEP schedulers for a 3 second scheduling session. The reason
the LP relaxation method does not significantly speed up compared
to the ILP version is that the problem size blows up with the number
of time slots to be scheduled and this is the dominant factor in the
running time rather than the algorithm complexity. Even though
the heuristic EEP scheduler is slower than the PF scheduler, it is
clearly fast enough for real-time scheduling purposes even with
48,000 time slots to be scheduled over the 3 second scheduling
interval.

Table 9: Average run time for PF, EEP, BILP and LP schedulers

PF
0.00556s

EEP
0.02126s

BILP
7.8745s

LP
6.6091s

6 CONCLUSIONS

In this paper, we presented an efficient heuristic proactive sched-
uler for mmWave LANs and we compared its performance against
a classic non-proactive scheduler and an optimal but impractical
proactive scheduler. Two results stood out from these evaluations.
First, the heuristic scheduler was able to capture from 60% to 75%
of the potential performance gain of proactive scheduling despite
a running time that is several orders of magnitude faster than the
optimal proactive scheduler. Second, the performance gains of the
proactive schedulers were highly dependent on the accuracy of
mobility prediction. While performance gains were still achieved
with proactive scheduling and a very simple naive mobility pre-
dictor, much larger gains are possible if more accurate mobility
prediction can be achieved. In future work, we plan to evaluate
proactive scheduling based on actual user mobility traces rather
than a synthetic mobility model. This will allow us to test out differ-
ent state-of-the-art mobility prediction schemes to see how close
proactive scheduling can come to its theoretical upper bound.
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