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AbstractÐWe study the problem of Symmetric Private Infor-
mation Retrieval (SPIR) in a scenario with L non-replicated and
colluding servers, and M independent files distributed across
these servers. In this setting, communication takes place through
a noisy multiple-access channel and a noiseless public channel.
The client must retrieve one of the M files such that (i) the
client’s choice must not be revealed to the servers, and (ii) the
client must not learn any information about non-selected files.
Our main contribution is showing that, for a specific class
of channels and without requiring shared randomness among
servers, positive rates are achievable even when all the servers
collude. Additionally, we present an example of channel where
distributing files across multiple servers yields an achievable rate
that outperforms a setting where all the files are stored on a
single server.

Index TermsÐsymmetric private information retrieval, oblivi-
ous transfer, private information retrieval

I. INTRODUCTION

Symmetric Private Information Retrieval (SPIR), first intro-

duced in [1], is an extended form of Private Information Re-

trieval (PIR) [2]±[4]. PIR allows a client to retrieve a file from

a server without the server knowing which file was retrieved.

SPIR addresses both the privacy of the client’s queries and the

privacy of the server’s contents against the client. Specifically,

SPIR also ensures that the client cannot learn more than the

selected file, preserving server privacy. Recent studies have

investigated different settings of the SPIR problem [5]±[11],

including settings with replicated servers, shared randomness

among the servers, and noiseless communication. For large

databases, replicating data can be costly in terms of storage

and maintenance. Additionally, in a noiseless SPIR setting,

achieving information-theoretic security is impossible if all

servers collude.

To address these challenges, in this work, we consider

SPIR with non-replicated and colluding servers, and with-

out requiring shared randomness among servers. Specifically,

consider M independent files, each split into L segments,

with each segment stored on one of L servers. The client

must retrieve one of the M files, by querying each server

for its corresponding segments, without revealing the choice

to the servers, and the client must not learn any information

about the non-selected files. Communication occurs via a noisy
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multiple-access channel (MAC), where the servers control the

inputs and the client observes the output, and a noiseless

public channel, where the client can communicate with the

servers. All entities strictly follow the protocol. The main

contributions of this paper are: (i) Demonstrating that, for non-

replicated servers and without requiring shared randomness

among the servers, positive rates are achievable for a certain

class of channels, even when all the servers can collude;

(ii) Demonstrating that distributing files across multiple non-

replicated servers can yield a rate gain compared to setups

where all files are stored on a single server.

A. Related works

Most SPIR settings focus on non-colluding and replicated

servers that share common randomness, e.g., [7]±[11]. Fur-

thermore, in [5], [6], [12] if all the servers collude, then

information-theoretic security cannot be achieved.

Another series of related works focuses on oblivious transfer

(OT) protocols under information-theoretic security guarantees

e.g., [13]±[15]. Similar to SPIR, OT allows a server to send

the file selected by the client without revealing the client’s

choice or any information about the non-selected files. Most

works on OT consider protocols over noisy channels with a

single server and client, e.g., [16], [17], with the exception

of [18], which considers two non-replicated servers, and [19],

which considers two replicated servers.

Unlike most OT works, e.g., [13]±[17], most SPIR works

consider multiple servers with replicated data and communi-

cation over a noiseless channel, e.g., [5]±[11].

B. Main differences with previous works

Our setting considers a noisy MAC, whose output is ob-

served by the client. In contrast, [5], [6], [18], [20] rely on a

noiseless channel model, and the results cannot be applied to

our setting.

To ensure privacy in our achievability scheme, the servers

encrypt their files with secret keys, allowing the client to

decrypt only the chosen file. To this end, we utilize a secret-

key generation model similar to [21], which allows all servers

to generate multiple keys with the client simultaneously. In

contrast, [17] employs a key generation method where a single

server generates a key with the client.
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We store files on multiple servers using our distribution

method without data replication. This differs from approaches

that replicate all files on each server, e.g., [5]±[12], [19], [22]±

[24], and from methods that store all files on a single server

without replication, e.g., [16], [17]. Compared to [17], our

distribution method may yield a rate gain, as demonstrated in

the example provided in Section III.

Our approach achieves positive rates for certain classes of

channels without requiring shared randomness and when all

the servers can collude. In contrast, many SPIR settings as-

sume non-colluding servers with shared randomness, e.g., [7]±

[11], [19], [20], [22], and in settings where T out of N servers

can collude, e.g., [5], [6], information-theoretic security is

unattainable if all servers collude, i.e., when T = N .

C. Paper organization

First, we formally introduce the setting in Section II. Then,

we present the main results in Section III. In Section IV,

we show the achievability proof for two files, and then, in

Section V, we provide the achievability proof for an arbitrary

number of files. Finally, we provide concluding remarks in

Section VI.

II. PROBLEM STATEMENT

For a, b ∈ R, define [[a, b]] ≜ [⌊a⌋, ⌈b⌉] ∩ N. For any

x ∈ [[0, 1]], define x̄ ≜ 1 − x. Consider a Multiple Access

Channel (MAC) (XL,WY |XL
,Y), where XL ≜ "l∈L Xl, L is

the number of inputs, and L ≜ [[1, L]]. In the following, we

assume that all the participants in the protocol strictly follow

the protocol.

Definition 1. An (n,M, (kl)l∈L) Symmetric Private Informa-

tion Retrieval (SPIR) protocol consists of

• A set of files DM, where M ≜ [[1,M ]], uniformly dis-

tributed over {0, 1}
∑L

i=1
ki . Each file DM ≜ (Dm)m∈M

is divided into L segments, with each segment stored

on a separate server. For i ∈ M, define Di ≜ KL,i,

were KL,i ≜ (Kl,i)l∈L and each Kl,i is a uniformly

distributed string over {0, 1}kl , available at Server l ∈ L.

• A random variable Z, uniformly distributed over M
which represents the client’s file choice, i.e., Z = i ∈M
means that the client is requesting Di;

• Independent random variables Rl, l ∈ [[0, L]], which

represent local randomness available at Server l, with

local randomness R0 available at the client;

• For t ∈ [[1, n]], rt is the number of public communication

rounds between the servers and the client between the

t− th and t+ 1− th channel uses;

• For l ∈ L, Fl,0 ≜ ∅;
• For t ∈ [[1, n]] and i ∈ [[1, 2L]], mi,t,0 ≜ ∅;

and operates as follows from t = 1 to t = n, for l ∈ L and

l′ ≜ l + L.

The servers send (XL)t ≜ ((Xl)t)l∈L ∈ XL over the MAC

(XL,WY |XL
,Y) and the client observes Yt ∈ Y . (Xl)t is

a function of (Kl,M, Rl, (Fl,i)i∈[[1,t−1]]), Fl,t represents all

the messages publicly exchanged between Server l and the

client between the t− th and t+ 1− th channel use. Specifi-

cally, Fl,t ≜ (ml,t,j ,ml′,t,j)j∈[[1,rt]], where (ml,t,j)j∈[[1,rt]] and

(ml′,t,j)j∈[[1,rt]] are defined as follows:

From j = 1 to rt:

• Server l sends to the client the message

ml,t,j(Kl,M, Rl, (FL,a)a∈[[1,t−1]], (mC,t,i)i∈[[1,j−1]]) (1)

• The client sends to Server (l′ − L) the message

ml′,t,j(Z,R0, Y
t, (FL,a)a∈[[1,t−1]], (mC,t,i)i∈[[1,j−1]])

(2)

where (FL,a)a∈[[1,t−1]] ≜ (Fl,a)l∈L,a∈[[1,t−1]], C ≜ [[1, 2L]]

and (mC,t,i)i∈[[1,j−1]] ≜ (mc,t,i)c∈C,i∈[[1,j−1]];

After the final round, define the entire public communication

by F ≜ (Fi,t)i∈C,t∈[[1,n]]. The client forms K̂L,Z , an estimate

of KL,Z , from (Z,R0, Y
n, F ). Finally, the client forms D̂Z ,

an estimate of DZ from K̂L,Z .

Definition 2. A rate R is achievable if there exists

a sequence of (n,M, (kl)l∈L) SPIR protocols such that

limn→∞

∑
l∈L

kl

n
= R,

lim
n→∞

P[D̂Z ̸= DZ ] = 0, (3)

lim
n→∞

I(DM, RL, X
n
L, F ;Z) = 0, (4)

lim
n→∞

I(Z,R0, Y
n, F ;DM\{Z}) = 0. (5)

Equation (3) ensures that the client obtains the selected file.

Equation (4) ensures the client’s privacy by keeping the file

selection Z private from the servers. Equation (5) ensures the

servers’ privacy by keeping the non-selected files private from

the client.

In [17, Definition 2], the Binary Erasure Channel (BEC)

is used to achieve a positive rate in an OT setting with

one server, one client, and two files. [17] also considers the

Generalized Erasure Channel (GEC), as a generalization of the

BEC. In this paper, we define a broader class of channels, the

Erasure Multiple Access Channel (EMAC), which supports an

arbitrary number of inputs. Note that the GEC is a special case

of the EMAC.

Definition 3. An EMAC is a MAC (XL,WY |XL
,Y), where, for

some nonempty set Y1 ⊂ Y , the probabilities WY |XL
(y|xL),

y ∈ Y1, do not depend on xL ≜ (xl)l∈L ∈ XL. Outputs

y ∈ Y1 are considered erasures as they provide no information

about the inputs. The erasure probability of an EMAC is

defined as ϵ ≜
∑

y∈Y1
W (y|xL).

In Section III, we provide achievable rates for the EMAC

and present an example to compare these results with re-

lated works.

III. MAIN RESULTS

In this section, we present achievale rates for our setting

in Theorems 1 and 2. Then, we provide an example to

demonstrate how our derived achievable rate can outperform

single-server settings.
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Theorem 1. An achievable rate for the EMAC

(XL,WY |XL
,Y) with erasure probability ϵ ∈ [1/2, 1] is

max
pxL

I(XL;Y )

M − 1
. (6)

Theorem 2. An achievable rate for the EMAC

(XL,WY |XL
,Y) with erasure probability ϵ ∈ [0, 1/2] is

max
pxL

ϵ

(M − 1)(1− ϵ)
I(XL;Y ). (7)

To prove Theorem 1, we first consider Algorithm 1 in

Section IV to address the special case M = 2 files. We

then iterate Algorithm 1 using Algorithm 2, as detailed in

Section V, to establish Theorem 1. The proof of Theorem 2

is similar to that of Theorem 1 and is omitted due to space

constraints.

To show the benefit of distributing files across multiple

servers, we present an example involving an EMAC with two

servers and one client. By distributing the files among the

servers, we aim to achieve a higher achievable rate compared

to settings where all files are stored on a single server.

Specifically, we show that, for a specific EMAC, our setting

achieves a rate gain of log(3) compared to the model in [17,

Theorem 2], which uses a Binary Erasure Channel (BEC) and

stores all files on a single server.

1) Distributed files setting: Consider an EMAC (X1 ×
X2,WY |X1,X2

,Y) with inputs X1, X2 ∈ X1 × X2 ≜ {0, 1},
Y ∈ Y ≜ {0, 1, 2, e} and Y1 = {e}. In this setup, each server

stores a portion of the file, and the sum of the server inputs

is passed through an erasure channel E that erases the input

with probability α ∈ [0, 1/2] or transmits it unchanged, as

illustrated in Figure 1.

X1 ∈ {0, 1}

X2 ∈ {0, 1}

Eα Y ∈ {0, 1, 2, e}

Figure 1. An EMAC with erasure probability α

We define WY |X1,X2
and px1,x2

as shown in (8).

WY |X1,X2
=




W (0|0, 0) W (0|1, 0) W (0|0, 1) W (0|1, 1)
W (1|0, 0) W (1|1, 0) W (1|0, 1) W (1|1, 1)
W (2|0, 0) W (2|1, 0) W (2|0, 1) W (2|1, 1)
W (e|0, 0) W (e|1, 0) W (e|0, 1) W (e|1, 1)




=




(1− α) 0 0 0
0 (1− α) (1− α) 0
0 0 0 (1− α)
α α α α


 ,

pX1,X2
=




p(0, 0)
p(1, 0)
p(0, 1)
p(1, 1)


 =




p1
p2
p3
p4


 . (8)

For α ≥ 1
2 , by (6), we have

R = (1− α) log(3), (9)

similarly, for α ≤ 1
2 , by (7), we have

R = α log(3). (10)

2) Single-server setting: [17, Theorem 2] considers a BEC

model, where all files are stored on a single server. The model

in [17] aligns with our setup, where one server stores all the

files and the other server does not send anything, i.e., its

input is zero. Without loss of generality, assume that X2 is

always zero. By removing the terms WY |X1,X2=1 and px1,x2=1

from (8), we can represent the updated WY |X1,X2
and px1,x2

as shown in (12) and illustrated in Figure 2. Hence, the BEC

model in [17] is a special case of our EMAC setting, for which

the capacity is known to be

CBEC = min(1− α, α). (11)

WY |X1,X2
=



W (0|0, 0) W (0|1, 0)
W (1|0, 0) W (1|1, 0)
W (e|0, 0) W (e|1, 0)




=



(1− α) 0

0 (1− α)
α α


 ,

pX1,X2
=

[
p(0, 0)
p(1, 0)

]
=

[
p

1− p

]
. (12)

X1 ∈ {0, 1}

X2 ∈ {0}

Eα Y ∈ {0, 1, e}

Figure 2. An EMAC with erasure probability of α and X2 ∈ {0}

For the distributed files setting, we showed that the rate

R = min(1 − α, α) log(3) is achievable. For the single-

server setting, we showed that CBEC = min(1 − α, α). This

demonstrates a rate gain of log(3) in our distributed model.

IV. PROOF OF THEOREM 1 FOR M=2

In Section IV-A, we present Algorithm 1 to derive an

achievable rate when M = 2. Then, in Section IV-B, we

present the analysis of our coding scheme. To preserve the

servers’ privacy, the servers encrypt their files with secret keys,
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allowing the client to decrypt only the selected file. These

keys are uniformly distributed and independent, and will be

generated using Lemma 1.

Lemma 1 ( [21, Section 2]). Let (An
L, B

n) be i.i.d. repetitions

of random variables (AL, B). For any δ > 0 and i ∈ L there

exist functions κi(A
n
i ) and Vi(A

n
i ), where the range of κi is

{0, 1}ki ,

kL = n(I(AL;B)− δ), (13)

H(κL|VL, B
n) ≤ δ, (14)

lim
n→∞

I(κL;VL) = 0, (15)

lim
n→∞

kL −H(κL) = 0. (16)

where kL ≜
∑

l∈L kl, κL ≜ (κi(A
n
i ))i∈L, and VL ≜

(Vi(A
n
i ))i∈L.

A. Coding scheme

Each entity follows the protocol described in Algorithm 1.

B. Coding scheme analysis

1) Reliability: One can show that the client can recover

κL,Z , using (VL,Z , Y
n[SZ ]) by (14), and then compute KL,Z

by (19).

2) Privacy of the client selection: Define AL,M ≜

(Ai,j)i∈L,j∈M, where Ai,j ≜ (Vi,j , κi,j ⊕ Ki,j) for i ∈ L
and j ∈M, and define SM ≜ (Sj)j∈M. Then, we have

I(DM, RL, X
n
L, F ;Z)

= I(KL,M, RL, X
n
L, F ;Z)

= I(KL,M, RL, X
n
L, AL,M, SM;Z)

(a)
= I(KL,M, RL, X

n
L, SM;Z)

(b)
= I(Xn

L, SM;Z)

= I(SM;Z) + I(Xn
L;Z|SM)

(c)

≤ I(Xn
L;SM, Z)

≤ I(Xn
L;G,B, SM, Z)

(d)
= I(Xn

L;G,B, Z)

= I(Xn
L;Z) + I(Xn

L;G,B|Z)

(e)
= I(Xn

L;G,B)

(f)
= 0, (20)

where (a) holds because for l ∈ L, Al,M is a function of

(Kl,M, Xn
l , SM), (b) holds because (KL,M, RL) are inde-

pendent of (Xn
L, SM, Z), (c) holds by the chain rule and

I(SM;Z) is equal to zero, because Z and SM are inde-

pendent, (d) holds because SM are functions of (G,B, Z),
(e) holds because Z is independent of (Xn

L,G,B), (f) holds

because the pair of random sets (G,B) is independent of Xn
L.

3) Privacy of the non-selected strings for the servers: The

proof that the client does not learn any information about the

non-selected files is omitted due to space constraints.

Algorithm 1 2-source SPIR

1: Server i ∈ L sends Xn
i , i.i.d. according to pxL

, over the

EMAC (XL, VY |XL
,Y).

2: Upon observing Y n = (Y1, ..., Yn), the client follows the

protocol as outlined below

• Define

G1 ≜ {i ∈ [[1, n]] : Yi ∈ Y0},

B1 ≜ {i ∈ [[1, n]] : Yi ∈ Y1}.

• Define I ≜ min(|G1|, |B1|).
• If |G1| > I , construct G and B such that |G| = I

G ≜ {i ∈ G1 : R0(i) = 1} ,

B ≜ B1, (17)

where R0 is a sequence of n independent bits such

that P[R0(i) = 1] = ϵ
1−ϵ

, ∀i ∈ [[1, n]]. Otherwise,

construct construct G and B such that |B| = I

B ≜ {i ∈ B1 : R0(i) = 1} ,

G ≜ G1, (18)

where R0 is a sequence of n independent bits such

that P[R0(i) = 1] = 1−ϵ
ϵ
, ∀i ∈ [[1, n]].

• Define

S0 ≜

{
G if Z = 0
B if Z = 1

, S1 ≜

{
B if Z = 0
G if Z = 1

.

• Send S0 and S1 to the servers.

3: The Servers respond as follows:

• The servers check whether |S0| ≤ rn or |S1| ≤ rn,

where r ≤ min(ϵ, 1−ϵ), if either conditions holds, the

servers abort the protocol. Otherwise, for j ∈ [[0, 1]],
the server selects the first rn elements of Sj to form

S′
j ≜ Sj([[1, rn]]).

• For j ∈ {0, 1}, Server i ∈ L applies Lemma 1 with

the substitutions n ← rn, An
i ← Xn

i [S
′
j ] and Bn ←

Y n[S′
j ], then computes

± κi,j ≜ κi(X
n
i [S

′
j ]),

± Vi,j ≜ Vi(X
n
i [S

′
j ]).

4: Server i sends (Vi,j , (Kj +κi,j))j∈{0,1} to the client over

the noiseless channel.

5: The client obtains its file selection as follows

• One can show that the client can recover κL,Z , using

(VL,Z , Y
n[SZ ]) by (14). The client then computes

κi,Z ⊕ (Ki,Z ⊕ κi,Z) = Ki,Z . (19)

• Finally, the client recovers DZ from (Ki,Z)i∈L.
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4) Achieved rate: The rate is

lim
n→∞

kL
n

= I(XL;Y )− δ, (21)

where the equality holds with the substitutions AL ← XL,

B ← Y in (13).

V. PROOF OF THEOREM 1 FOR M > 2

In this section, we present Algorithm 2 to derive an

achievable rate for M -source SPIR. We first introduce the

coding scheme in Section V-A, and then present its analysis

in Section V-B.

A. Coding scheme

The achievability scheme is described in Algorithm 2.

Algorithm 2 M -source SPIR from (M − 1) 2-source SPIR

Require: M − 2 sequences (St)t∈[[1,M−2]] uniformly dis-

tributed over {0, 1}kL . For t ∈ [[1,M − 2]], St is rep-

resented as (Sj,t)j∈L, where Sj,t is uniformly distributed

over {0, 1}kj .

1: Server j ∈ L forms (Cj,t)t∈[[1,M−1]] as follows:

(Cj,1[0], Cj,1[1])

≜ (Kj,1, Sj,1),

(Cj,t[0], Cj,t[1])

≜ (Kj,t ⊕ Sj,t−1, Sj,t−1 ⊕ Sj,t), ∀t ∈ [[2,M − 2]],

(Cj,M−1[0], Cj,M−1[1])

≜ (Kj,M−1 ⊕ Sj,M−2, Sj,M−2 ⊕Kj,M ).

(22)

For t ∈ [[1,M − 1]], define Cj,t ≜ (Cj,t[0], Cj,t[1]).
2: The client forms

Zt ≜ 1{t < Z}, ∀t ∈ [[1,M − 1]]. (23)

3: for t = 1 to M − 1 do

4: The client and servers perform Algorithm 1 using

the sequences (Cj,t[0], Cj,t[1]) at Server j ∈ L and the

selection Zt for the client.

5: end for

6: By Lines 2-4, the client forms

Kj,Z =

Z⊕

t=1

Cj,t[Zt]. (24)

B. Coding scheme analysis

1) Reliability: The client can obtain the selected file Dz

by first acquiring Kj,Z in Line 6 of Algorithm 2, and then

computing Dz using (Kj,Z)j∈L.

2) Privacy of the client selection: The proof that the servers

gain no information about the client’s choice is omitted due

to space constraints.

3) Privacy of the non-selected strings for the servers: The

proof that the client does not learn any information about the

non-selected files is omitted due to space constraints.

4) Achieved rate: To compute the achieved rate, we nor-

malize the file length by n(M − 1) rather than n, because the

channel is utilized n(M − 1) times:

|DZ |

n(M − 1)
=
|KL,Z |

n(M − 1)

=
kL

n(M − 1)

n→∞
−−−−→

I(XL;Y )− δ

M − 1
, (25)

where the first two equalities hold by the definitions of the

files, and the limit holds by Lemma 1.

VI. CONCLUSION

We derived an achievable rate for the SPIR problem with

non-replicated and non-colluding servers, using a noisy mul-

tiple access channel. Our results showed that, for a certain

class of channels, positive rates are achievable even when all

servers can collude. Additionally, for the special case of two

colluding servers and two files, we gave an example of an

EMAC that yields a rate gain of log(3) compared to the BEC

model presented in [17, Theorem 2].
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