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A B S T R A C T

To cope with growing wireless bandwidth demand, millimeter wave (mmWave) communication has been
identified as a promising technology to deliver Gbps throughput. However, due to the susceptibility of mmWave
signals to blockage, applications can experience significant performance variability as users move around due
to rapid and significant variation in channel conditions. In this context, proactive schedulers that make use
of future data rate prediction have potential to bring a significant performance improvement as compared
to traditional schedulers. In this work, we explore the possibility of proactive scheduling that uses mobility
prediction and some knowledge of the environment to predict future channel conditions. We present both an
optimal proactive scheduler, which is based on an integer linear programming formulation and provides an
upper bound on proactive scheduling performance, and a greedy heuristic proactive scheduler that is suitable
for practical implementation. Extensive simulation results show that proactive scheduling has the potential to
increase average user data rate by up to 35% over the classic proportional fair scheduler without any loss of
fairness and incurring only a small increase in jitter. The results also show that the efficient proactive heuristic
scheduler achieves from 60% to 75% of the performance gains of the optimal proactive scheduler. Finally, the
results show that proactive scheduling performance is sensitive to the quality of mobility prediction and, thus,
use of state-of-the-art mobility prediction techniques will be necessary to realize its full potential.
1. Introduction

For next-generation wireless networks, both in the cellular and
ireless LAN domains, mmWave communications are considered a
ey technology due to the plentiful bandwidth available in mmWave
ands. However, a major technical challenge with deploying mm-Wave
echnology in practical settings is the susceptibility of mm-Wave signals
o blockage due to their short wavelengths. It is well established that
mWave signals are completely blocked by relatively small obstacles

ncluding even the human body [1–3].
As a result of the blockage issue, the link quality of a mmWave link

an vary rapidly and widely as a user moves around within a space
ontaining obstacles. Meanwhile, many next-generation applications
uch as ultra-high-definition real-time video and wireless virtual reality
equire continuous high-quality wireless links. One potential approach
o help deal with this issue is to schedule packet transmissions when
hannel conditions are good and high date rates can be achieved. Such
n approach has been referred to as proactive scheduling.

Prior work has considered proactive scheduling based on blockage
redictions on the order of milliseconds by detecting when link quality
s beginning to degrade [4]. It is the premise of our work that it
s possible to predict blockages farther into the future by combining

∗ Corresponding author.
E-mail addresses: adeng3@gatech.edu (A. Deng), doug.blough@ece.gatech.edu (D.M. Blough).
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knowledge of the environment with user mobility prediction, thereby
opening up greater potential performance improvements with proactive
scheduling.

In this paper, we explore in detail the potential benefits achievable
with proactive scheduling based on mobility and rate prediction. To
be specific, we combine mobility prediction with some knowledge of
the environment, e.g. an RF heat map, to predict channel conditions
of users several seconds into the future. With predicted rates as input,
we first formulate the problem of maximizing rate subject to a fairness
constraint as a binary integer linear programming problem. Solution
of this problem, although not practical in real network settings, pro-
vides an upper bound on the performance achievable with proactive
scheduling. We then define a greedy heuristic algorithm that first goes
time slot by time slot, ordered from harshest to most benign condi-
tions, and then, within each considered time slot, orders users from
most difficult to schedule to easiest to schedule. Finally, we compare,
through extensive simulations, the performance of proactive scheduling
with that of classic proportional fair (PF) scheduling under the same
fairness constraints. The simulations also consider performance with
both accurate and first-order mobility predictors and with only static
obstacles and with both static and dynamic obstacles.
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The main contributions of the paper are:

• a framework for proactive scheduling in mmWave LAN that com-
bines mobility prediction with link quality prediction to predict
user performance several seconds into the future,

• formulation of a binary integer linear programming problem
defining an optimal proactive schedule, given predicted rates and
a fairness constraint,

• specification of a greedy heuristic proactive scheduler for the
same problem, which considers time slots and users in a specific
order to achieve both efficient running time and good perfor-
mance, and

• extensive simulation results that demonstrate:

– proactive schedulers can achieve up to a 35% increase in
average user data rate compared to classic proportional fair
scheduling without any loss of fairness and only a small
increase in jitter,

– our efficient heuristic proactive scheduler achieves between
60% and 75% of the performance gain of the optimal proac-
tive scheduler, and

– when trivial straight-line mobility prediction is employed,
performance gains relative to non-proactive scheduling are
still significant but drop to 5% to 15%, indicating that high-
quality mobility prediction is important to achieve the full
potential benefits of proactive scheduling.

The rest of the paper is organized as follows. Section 2 discusses re-
lated work. Section 3 details the system model, while Section 4 presents
the problem formulation. Section 5 describes our overall approach to
rate prediction and proactive scheduling and also presents an efficient
heuristic scheduling algorithm. Evaluations of proactive scheduling
with static obstacles only and with both static and dynamic obsta-
cles are reported in Sections 6 and 7, respectively. Finally, Section 8
discusses key findings and future work, concluding the paper.

2. Related work

The idea of proactive scheduling is not new to wireless networking.
Previous works have studied proactive scheduling in non-mmWave
wireless networking [5–7]. These works leverage the predictability of
user channel state, and each develop their own extended form of the
proportional fair scheduler which utilizes this future knowledge. In [5],
the exact method of predicting future data rate is not introduced but
assumed, whereas [6,7] present their own method for estimating the
user data rate by leveraging the channel fading effect. Their results
consistently agree that proactive scheduling can provide significant
throughput gains while maintaining fairness levels. However, the chan-
nel state information (CSI) estimation techniques in these works would
not apply in mmWave scenarios, due to mmWave’s high susceptibility
to blockage compared to sub-mmWave bands.

In recent years, several works have explored the use of blockage
prediction to cope specifically with mmWave’s highly dynamic channel
conditions [8–13]. These works employ different techniques to achieve
blockage prediction, and are designed for different network goals. [8]
considers the optimization of handover performance in dense cellular
networks. Blockage occurrence and duration are predicted using pe-
ripherals and geometry, enabling elimination of unnecessary handovers
caused by transient blockage as well as early handover to avoid long
blockage. In [9], a proactive path selection mechanism is proposed
to improve resilience of multihop mmWave networks to blockages.
In [10], camera images are used to predict blockages caused by human

obility. Learning based techniques are also used to predict blockage
or mmWave transmission [11–13]. In [11], the blockage prediction
ecision is made by a trained classifier. On the other hand, [12,13]
oth utilize deep learning. The difference is that [12] uses in-band
2 
Fig. 1. mmWave wireless local area network with ceiling mounted AP.

nformation to make the prediction, whereas [13] uses out-of-band
nformation.

There are only a few works that focus specifically on blockage-
ware scheduling for mmWave networks [4,13]. Similar to the afore-
entioned proactive schedulers, [4] proposes a variation of the pro-
ortional fair scheduler. In this work, the scheduler reverses the order

of time slot scheduling (going from the furthest future to the nearest
future) in order to allocate time slots to users before the predicted
blockage happens. This approach successfully boosts the link perfor-
mance for users who experience the most severe blockage, however
it actually slightly decreases the overall throughput of the system
compared to proportional fair scheduling. In [13], a DNN scheduler
is proposed, which combines blockage prediction with scheduling and
beamforming. This work aims to maximize users’ achievable rates but
does not take fairness into consideration.

3. System model

We model the indoor mmWave LAN environment of a single room
containing 𝑛𝑢 mobile user devices communicating with a single ceiling-
mounted access point and a number of 3-dimensional static obstacles,

odeled as cuboids, on the floor. This creates several different com-
unication conditions as illustrated in Fig. 1. Some users have direct

ine-of-sight (LoS) paths to the access point while others, who are
locked by static obstacles, must rely on non-line-of-sight (NLoS) paths.
n most of our results and analysis, we focus on this static obstacle

environment. However, in Section 7, we also consider the users to be
mobile obstacles, who are capable of blocking other users, as illustrated
n the figure by the woman whose path will eventually cause her to
lock the LoS path of the seated man.

Some information about the environment is assumed to be known
to the proactive scheduler so that rate predictions for users at specified
locations can be made. This could be just the line-of-sight (LoS) status
of the user, which can be calculated from the user and AP positions
and knowledge of the obstacles’ sizes and locations. Alternatively, more
granular rate data could be obtained from an RF heat map of the
room, which gives signal strength data across the geometry of the
room and can be acquired from a dedicated measurement campaign
or from user measurements collected over time. In all simulations,
static obstacles are modeled as cuboids with their locations distributed
according to a Poisson process and their lengths, widths, and heights
normally distributed. In the simulations of Section 7, for simplicity, we
model the moving human obstacles as cuboids with fixed length and
width and normally-distributed heights.

The path loss model is divided into two cases. The first case is the
LoS case, where the user received power is calculated by the standard
distance-based path loss equation:
𝑝𝑟𝑥 = 𝑝𝑡𝑥 ⋅ 𝑔𝑡𝑥 ⋅ 𝑔𝑟𝑥 ⋅ 𝑙0 ⋅ 𝑑
−𝜐
𝑢 , (1)
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where 𝑝𝑡𝑥 is the transmit power, 𝑔𝑡𝑥 and 𝑔𝑟𝑥 are the transmit and receive
antenna gains, 𝑙0 is the free space path loss at reference distance of
 m, 𝑑𝑢 is the distance between transmitter and receiver, and 𝜐 is

the attenuation exponent. The user data rate is then calculated with
hannon’s capacity formula:

𝑟 = 𝑏 ⋅ 𝑙 𝑜𝑔2
(

1 + 𝑝𝑟𝑥
𝑝𝑛

)

. (2)

The second case is the non-line-of-sight (NLoS) case. In this case, the
received rate has been shown to be highly variable, ranging from near
zero to something close to the LoS rate, depending on the blockage con-
ditions and the reflectivity properties of the surrounding materials [14].
To model this behavior, in the simulation results of Sections 6 and 7,
we assume that the NLoS rate is uniformly distributed between zero
and the LoS rate with an extra 10 dB of loss.

We assume the AP transmits an infinitely backlogged queue of
downlink data to the users using the orthogonal frequency-division
multiple access (OFDMA) scheme. The total duration of the trans-
mission is 𝑇 seconds, consisting of time slots of length 𝛥𝑡. The total
duration is divided into scheduling sessions each containing 𝑛𝑡𝑠 time
slots. All sub-carriers of a time slot are assigned to the same user, where
the aggregate bandwidth is 𝑏.

4. Scheduling problem formulation

In this section, we present an overview of the specific proactive
scheduling problem considered herein, give a simple example, and then
formally define the problem as a type of integer linear programming
optimization (ILP) problem. An efficient heuristic for this scheduling
problem can be used within the overall proactive approach described in
the next section as the basis for practical implementation of a proactive
mmWave LAN.

4.1. Overview

We consider a scheduling problem where an input to the scheduler
is the predicted data rate for all users at every time slot of the next
scheduling session. For fairness considerations, the algorithm also takes
as input an allotment scheme, which dictates how many time slots are
to be allocated to each user.2 These two pieces of information are all our
proposed efficient heuristic scheduler needs to produce a schedule. The
output schedule is represented by a matrix 𝑋 of size 𝑛𝑢 by 𝑛𝑡𝑠. In this
matrix, each row represents a user and each column represents a time
slot, and a value of 1 means the user is assigned for communication in
the time slot and 0 means it is not assigned. The problem constraints
are that each time slot (column) must have exactly one user assigned
and, for every user 𝑖, the sum of the values in row 𝑖 must equal user
𝑖’s allotment. Subject to these constraints, the goal is to maximize the
aggregate data rate over the scheduling session under consideration.

4.2. Example

We first depict the scheduling problem in an assignment table
to lay the foundation for understanding our formulation as a type
of ILP problem. In Table 1, we show a sample assignment schedule
for a system with 2 users and 4 time-slots. Each value of 1 in the
table indicates that the corresponding time-slot has been assigned to
a particular user. In this example, time-slots 1, 3, and 4 are assigned to
user 1 and time-slot 2 is assigned to user 2. A value of zero means that
the user is not active in the corresponding time-slot.

In parallel, we have Table 2 with the same structure but showing
the predicted rate for each user in each time-slot based on the predicted
channel conditions. Multiplying these two tables element-wise and
taking the average over all time-slots yields the predicted average data
rate during this period, which for the example shown is 1.5 Gbps.
a

3 
Table 1
Example assignment table for a 2 user 4 time-slot system.

TS 1 TS 2 TS 3 TS 4
User 1 1 0 1 1
User 2 0 1 0 0

Table 2
Example predicted rates for a 2 user 4 time-slot system (Gbps).

TS 1 TS 2 TS 3 TS 4
User 1 1.2 0.8 1.2 2.1
User 2 0.4 1.5 1.2 0.8

It can be seen from Table 1 that in order for the schedule to be valid,
there are two conditions that need to be met. First, the sum of each row
ndicates how many time-slots are assigned to this particular user, and
hese row sums need to add up to the number of total time-slots, which
s 4 in this case. In our implementation, in order to guarantee compa-
able fairness with other scheduling algorithms as well as to prevent
he algorithm from overly prioritizing users with favorable channel
onditions, we take this requirement a step further and constrain each
ser to have a particular number of slots. As mentioned earlier, this
pproach allows our algorithm to achieve a certain fairness condition.
econd, for each time-slot (column) there must be exactly one user to
hom the time-slot is assigned. In other words, each column must sum

to 1. If a table meets these two conditions, then it is a valid schedule.

4.3. Formulation as BILP problem

In this subsection, we formulate the scheduling problem as a binary
ILP, or BILP, problem, with the goal being to maximize the sum rate
over a single scheduling session with a given fairness constraint. The
main constraints in our scheduling problem are:

1. there is exactly one user assigned in each time slot, and
2. a user 𝑢𝑖 is assigned to exactly 𝑏𝑖 time slots in the scheduling

session under consideration.
The second constraint is what allows us to realize a specified fairness
criterion. In the simulation results of Sections 6 and 7, we compare
the optimal scheduler to the proportional fair scheduler, and there we
allocate to each user the same number of time slots it is allocated in the
orresponding proportional fair scheduler. Under that allocation, each
ser gets the same amount of time in the wireless channel as it gets in
he corresponding proportional fair scheduler, which we consider to be

achieving the same approximate fairness.3
We begin the problem formulation by defining a column vector X

of size 𝑛𝑈 ∗ 𝑛𝑡𝑠 which contains binary numbers denoting whether a
particular time-slot is assigned to a specific user (0 for not assigned
nd 1 for assigned). This assignment vector can be considered as an
nwinding of Table 1 going in ascending time order and row by row.
or example, the sample schedule in Table 1 would be represented by
he vector [1 0 1 1 0 1 0 0]. Each of the values in the vector represents if
he time-slot is assigned to the corresponding user, and it is interpreted

2 Different allotment schemes can be used to achieve different types of fair-
ess. Examples of allotment schemes that produce different fairness conditions
re discussed later.

3 Note that the relative rates of different users will not be exactly the same
or the optimal and proportional fair schedulers since the rates each user gets
n its different time slots might differ across the two schedules. However, we
ill show in Section 6.2 that the fairness values of the optimal scheduler and

 corresponding proportional fair scheduler are in fact very close in practice.
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that the first 𝑛𝑡𝑠 elements represents the assignment for user 1, and the
second 𝑛𝑡𝑠 elements for user 2, etc. An assignment vector of this type is
the output of our optimized scheduler.

Next, we construct a matrix A of size 𝑛𝑈 + 𝑛𝑡𝑠 by 𝑛𝑈 ∗ 𝑛𝑡𝑠. The first
𝑈 rows denote the constraint that each user is only allowed a fixed

number of time-slots. The last 𝑛𝑡𝑠 rows denote the constraint that only
one user can be assigned in each time-slot. The exact construction of A
s as follows: let 𝑘 be the row number, then for the first 𝑛𝑈 rows, for
ach value of 𝑘, 𝑎𝑘𝑞 = 1 for (𝑘 − 1) ∗ 𝑛𝑈 < 𝑞 ≤ 𝑘 ∗ 𝑛𝑈 , and 𝑎𝑘𝑞 = 0

otherwise. For the last 𝑛𝑡𝑠 rows, for each value of 𝑘, 𝑎𝑘𝑞 = 1 for every
𝑛𝑡𝑠th element starting from the (𝑘 − 𝑛𝑈 )th element in row, and 𝑎𝑘𝑞 = 0
otherwise. Matrix A is only dependent on 𝑛𝑈 and 𝑛𝑡𝑠.

Finally, we define a column vector B of length 𝑛𝑈 +𝑛𝑡𝑠 that includes
he 𝑏𝑖 constraints. The first 𝑛𝑈 rows equal the number of total time-slots
o be allocated to each user and the last 𝑛𝑡𝑠 rows are all equal to 1.

To illustrate the matrix setup, if we have 2 users and 4 time-slots,
nd each user is allocated 2 time-slots, then the equation 𝐀𝐗 = 𝐁 is:

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 1 1 1 0 0 0 0

0 0 0 0 1 1 1 1

1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1
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1

1

1
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⎥
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⎥

⎥
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(3)

his equation ensures that any solution 𝐗 satisfies the aforementioned
onstraints and is therefore a valid schedule.

To implement the objective function, we construct a row vector R
hose elements have a 1-to-1 correspondence to vector X, similar to
ow Table 2 is to Table 1. The element values of R are the predicted
ata rates as calculated in (2) for users in each time-slot. The product
f RX and 𝛥𝑡 is the total amount of data that is transmitted in the
otal duration of 𝑛𝑡𝑠 ∗ 𝛥𝑡 scheduled time (one scheduling session).
utting everything together, the optimization problem to maximize
he aggregate rate across 𝑛𝑈 users and 𝑛𝑡𝑠 time-slots with fairness
onstraints is given by the following BILP problem:

𝑎𝑥 𝐑𝐗

𝑠.𝑡. 𝐀𝐗 = 𝐁 (4)

whereby the solution vector X is an optimal schedule.
This BILP formulation allows us to use off-the-shelf optimization

software to generate optimal proactive schedules. While this solution
technique is not practical for implementation in a real network set-
ing, it provides an upper bound on the performance achievable with
roactive scheduling. This allows us to both evaluate the maximum
otential benefit of proactive scheduling as compared to non-proactive
cheduling and to determine how close to optimal is our heuristic
roactive scheduler presented in Section 5.2.

. Proactive scheduling approach

As just discussed, an optimal proactive scheduler based on direct so-
ution of the BILP problem is computationally expensive and, therefore,
ot suitable for real-time scheduling in practical network environments.
n this section, we introduce a practical proactive approach that is
ased on mobility prediction and an efficient heuristic scheduling
lgorithm, which is capable of performing proactive scheduling in
eal time. Later, evaluations will show that the performance of this
fficient scheduler is much better than the classic proportional fair
non-proactive) scheduler and is not far from the performance of the

ptimal proactive scheduler. r

4 
.1. Overall process

The proactive scheduling process is assumed to take place in a
oom with known geometry, known obstacle sizes and locations, users
oving around in an unknown fashion, and a mmWave access point

at a known location. A schedule is to be determined for the next
cheduling session of a certain length broken into a number of time

slots of fixed duration. Given the current location of each node along
ith its current direction and speed, a mobility predictor predicts the
ath of the node during the next scheduling session.

The next step is to use the predicted path of a node to generate a
redicted data rate for the node at each time slot of the next scheduling
ession. One approach to this is using an RF map [14–16], which is a
eat map of SNR across a region of interest. If an RF map is available for
he given space, the predicted data rate is a straightforward mapping
f location to SNR to data rate. If no RF map is available, a predicted
ata rate can be calculated for a given location by determining the line-
f-sight status between the location and the access point, applying the
ppropriate path loss model (either line-of-sight or non-line-of-sight),
nd performing an SNR to data rate conversion. The predicted data rate
ectors for each user, denoted by 𝑟𝑎𝑡𝑒𝑢 for user 𝑢, contain the user’s
redicted data rate at each time slot and are primary inputs to the
roactive scheduler.

The other input to the scheduler is the number of slots that each user
hould be assigned in the next scheduling session. These allocations can
e determined in many ways. An obvious one, corresponding to the
otion of time fairness, is to assign each user the same number of time
lots. For the simulations presented in Sections 6 and 7, we assume the
ime slot allocation resulting from the proportional fair (PF) scheduler
n order to compare the performance of proactive schedulers to the
lassic PF scheduler under the same fairness conditions.

The only basic assumption of our scheduling approach is that there
s a predicted data rate for every location within the region of move-
ent of the users. In the simulation results presented later, we generate

hese values based on the geometry of the room, including sizes and lo-
ations of obstacles, and path loss models for LoS and NLoS conditions.
owever, as mentioned earlier, this information can also come from
n RF map of the space, which could be learned from measurements
aken as users move around. With such a measurement-based RP map
pproach, there is no need to know the room geometry and obstacle
nformation to generate the necessary predicted data rates.

.2. Heuristic scheduler

As mentioned earlier, solving the BILP formulation directly in real
ime is not practical. In order to achieve good data rate performance
ithin a real-time scheduling constraint, we propose an efficient greedy
euristic algorithm that can schedule users to time slots in a fair
llotment scheme. Greedy schedulers have been shown to perform
emarkably well in many wireless contexts [17–19]. The main issue to
onsider with a greedy scheduler is in what order to consider the time
lots and the users within each time slot, which is discussed next.

This algorithm utilizes prediction of future low data rate occur-
ences to prioritize the scheduling of scarce resources, thus securing
ood channel conditions for users that are the most likely to be affected
y adverse channel conditions. This prioritization is achieved through
anking of the time slots by how many low-rate users they contain and
anking of users by a combination of the number of time slots they
eed to be allocated and in how many time slots they are predicted to
ave a low data rate. Intuitively, the user with the highest number of
ow-rate slots plus to-be-allocated slots is the most difficult to schedule.
lthough we do not present the results herein, we tried several other
rderings of time slots and users and this method performed the best.

The detailed scheduling algorithm is shown in Algorithm 1. The
nputs to the algorithm are as follows. The predicted data rate is

epresented by the matrix 𝑟𝑎𝑡𝑒𝑢 of size 𝑛𝑢 × 𝑛𝑡𝑠. This matrix gives the
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predicted data rate for every user at every time slot over the interval
to be scheduled.4. Since not all blocked LoS conditions result in a low
ata rate, we do not simply categorize users by LoS or NLoS status.
nstead, we apply a threshold rate to the predicted rate matrix to
ategorize users as either high rate or low rate within each time slot.
he predicted channel conditions are represented by the matrix 𝑠𝑡𝑎𝑡𝑢𝑠𝑢,
lso of size 𝑛𝑢 × 𝑛𝑡𝑠. Each row of the matrix represents a user and each
olumn represents a time slot. A value of 1 means the respective user is

predicted to experience a low data rate for the particular time slot and
 value of 0 indicates good channel conditions are predicted. 𝑠𝑡𝑎𝑡𝑢𝑠𝑢 is

directly generated from 𝑟𝑎𝑡𝑒𝑢 by applying the aforementioned threshold
n the predicted rates. Lastly, the fair allotment scheme is represented
y matrix 𝑎𝑙 𝑙 𝑜𝑡𝑢 which is an 𝑛𝑢 × 1 vector, where element 𝑖 represents
he designated number of time slots that user 𝑢𝑖 is to be scheduled in
or the coming scheduling interval. We refer to this as the allotment
cheme.

Algorithm 1 Heuristic scheduler

Inputs:
𝑟𝑎𝑡𝑒𝑢 (predicted user data rates at every time slot),
𝑠𝑡𝑎𝑡𝑢𝑠𝑢 (predicted user low-rate status at each timeslot,

1 if 𝑟𝑎𝑡𝑒𝑢 ≤ threshold, 0 if 𝑟𝑎𝑡𝑒𝑢 > threshold),
𝑎𝑙 𝑙 𝑜𝑡𝑢 (number of time slots to be assigned to each user)

Output: 𝑋 (user assignment)

1: 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢[𝑢𝑠𝑒𝑟] = ∑𝑛𝑡𝑠
𝑡𝑠=1 𝑠𝑡𝑎𝑡𝑢𝑠𝑢[𝑢𝑠𝑒𝑟][𝑡𝑠], 1 ≤ 𝑢𝑠𝑒𝑟 ≤ 𝑛𝑢

2: 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑡𝑠[𝑡𝑠] = ∑𝑛𝑢
𝑢𝑠𝑒𝑟=1 𝑠𝑡𝑎𝑡𝑢𝑠𝑢[𝑢𝑠𝑒𝑟][𝑡𝑠], 1 ≤ 𝑡𝑠 ≤ 𝑛𝑡𝑠

3: 𝑟𝑎𝑛𝑘𝑡𝑠 = 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑡𝑠 sorted from largest to smallest
4: for each 𝑡𝑠 ∈ 𝑟𝑎𝑛𝑘𝑡𝑠 do
5: 𝑎𝑠𝑠𝑖𝑔 𝑛𝑒𝑑 = 0
6: 𝑚𝑒𝑡𝑟𝑖𝑐𝑢 = 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢 + 𝑎𝑙 𝑙 𝑜𝑡𝑢,∀𝑢
7: 𝑟𝑎𝑛𝑘𝑢 = user IDs sorted from largest to smallest value of

𝑚𝑒𝑡𝑟𝑖𝑐𝑢,∀𝑢 with 𝑎𝑙 𝑙 𝑜𝑡𝑢 > 0
8: for each 𝑢𝑠𝑒𝑟 ∈ 𝑟𝑎𝑛𝑘𝑢 do
9: if 𝑠𝑡𝑎𝑡𝑢𝑠𝑢[𝑢𝑠𝑒𝑟][𝑡𝑠] == 0 and 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] > 0 then

10: 𝑋[𝑢𝑠𝑒𝑟][𝑡𝑠] = 1
11: 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] = 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] − 1
12: 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢[𝑣] = 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢[𝑣]−
13: 𝑠𝑡𝑎𝑡𝑢𝑠𝑢[𝑣][𝑡𝑠], 1 ≤ 𝑣 ≤ 𝑛𝑢
14: 𝑎𝑠𝑠𝑖𝑔 𝑛𝑒𝑑 = 1
15: break
16: end if
17: end for
18: if 𝑎𝑠𝑠𝑖𝑔 𝑛𝑒𝑑 == 0 then
19: for each 𝑢𝑠𝑒𝑟 ∈ 𝑟𝑎𝑛𝑘𝑢 do
20: if 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] > 0 then
21: 𝑋[𝑢𝑠𝑒𝑟][𝑡𝑠] = 1
22: 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] = 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] − 1
23: 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢[𝑣] = 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢[𝑣]−
24: 𝑠𝑡𝑎𝑡𝑢𝑠𝑢[𝑣][𝑡𝑠], 1 ≤ 𝑣 ≤ 𝑛𝑢
25: break
26: end if
27: end for
28: end if
29: end for
30: return 𝑋

Algorithm 1 can be divided into two steps. In the first step, the
algorithm computes a number of sums: the total number of low rate
lots for each user and the total number of low-rate users for each

4 Recall that the predicted data rates are generated by first estimating user
ocation over the scheduling session interval through mobility prediction and
hen predicting data rate at those locations by using, for example, either an
F heat map of the region or ML-based rate prediction.
5 
ime slot, in preparation for the ranking (Lines 1–2). The result is two
ectors 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢 of length 𝑛𝑢 and 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑡𝑠 of length 𝑛𝑡𝑠. Then, the

time slots are ranked from most to least low-rate users (Line 3) so that
time slots with the most adverse channel conditions are prioritized. The
second step is the outer for loop (Lines 4–27). In this loop, the algorithm
sequentially walks through the time slots in the scheduling period based
on the just computed ranking. Inside the loop, the 𝑎𝑠𝑠𝑖𝑔 𝑛𝑒𝑑 flag keeps
track of whether the current time slot has been assigned or not and is
initially set to 0 at the beginning of each iteration (Line 5). Also, for
each iteration, 𝑚𝑒𝑡𝑟𝑖𝑐𝑢 is calculated for every user by summing 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢
and 𝑎𝑙 𝑙 𝑜𝑡𝑢, and then the users are ranked by 𝑚𝑒𝑡𝑟𝑖𝑐𝑢, from highest to
lowest, to prioritize users that are predicted to experience the worst
channel conditions and that need to be assigned the most time slots
(Lines 6–7). Once a slot is assigned, the allotment for the assigned user
is reduced by one and every user that had a low rate in the assigned slot
has their low rate slot count reduced by one (Lines 11–12 and 22–23).

The details of user selection within the outer loop are as follows.
There are two inner for loops. The first inner loop (Lines 8–17) walks
through users from highest to lowest 𝑚𝑒𝑡𝑟𝑖𝑐𝑢 and assigns the current
time slot to the first user that has both available allotment and a high
data-rate in the slot being considered (Line 10). Once a user is assigned,
the available allotment for this user 𝑎𝑙 𝑙 𝑜𝑡𝑢[𝑢𝑠𝑒𝑟] is decremented (Line
11). Each element of the 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢 vector is then updated according to
the 𝑠𝑡𝑎𝑡𝑢𝑠𝑢 of each user in the just allocated time slot, so that the value
reflects the number of low rate slots for each user in the remaining
unassigned time slots (Lines 12–13). If a user is assigned in this step,
the 𝑎𝑠𝑠𝑖𝑔 𝑛𝑒𝑑 flag is set to 1 (Line 14).

If there is no user that meets the criteria to be assigned to the slot
in the first inner for loop, the second inner for loop is executed. This
means that there are no users with allotment remaining that have a
high predicted rate in the current slot being assigned. In this case, the
second for loop goes through the users again to assign this time slot to
the highest ranked user that still has available allotment (Lines 17–26).
If a user is assigned in this second loop, its allotment is updated and
the low rate slots for all users are updated, just as when assignment
happens in the first for loop (Lines 22–24).

The time complexity of this heuristic algorithm is 𝑂(𝑛𝑢 ⋅ 𝑛𝑡𝑠), where
the 𝑛𝑡𝑠 accounts for the outer loop and 𝑛𝑢 accounts for the sorting and
iterated assignment which happens for every iteration of the outer loop.
Therefore, the time complexity of the heuristic scheduling algorithm
is polynomial. User sorting here is 𝑂(𝑛𝑢) because the update to 𝑟𝑎𝑛𝑘𝑢
is very limited. The update to 𝑎𝑙 𝑙 𝑜𝑡𝑢 only results in the adjustment of
𝑟𝑎𝑛𝑘𝑢 by shifting one user, and the update to 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢 only results in
a decrement by 1 for all affected users (users having a low rate in
that time slot). Therefore, to handle the update to 𝑙 𝑜𝑤_𝑟𝑎𝑡𝑒𝑢, we can
just divide the sorted array into arrays of unaffected users and affected
users, decrement each affected user, and merge the two divided arrays
back, which is 𝑂(𝑛𝑢) complexity. By inspection, the remainder of the
outer loop body is also 𝑂(𝑛𝑢).

6. Performance study with static obstacles

This simulation study is set in rooms of size 20 m by 20 m where
obstacles are randomly placed. The users’ mobility is modeled with a
hot spot mobility model with a number of randomly located hot spots
where users pause for a certain duration of time, and then move to
a different hot spot location. Users take the shortest path towards the
next hot spot, except that they skirt around the edges of any obstacles
encountered along the way.

For data rate prediction, we use a naive mobility predictor, which
only predicts the user to continue at the current speed in the current
direction. The predicted data rate is then calculated using the predicted
location, the known room and obstacle geometries, and the line-of-
sight and non-light-of-sight path loss models presented in Section 3.
Although this results in perfect data rate prediction if the exact user
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Table 3
Variable simulation parameters.

Parameter Low Medium High

Scheduling session length (s) 1 3 5
User pause time (s) 2 4 6
Number of obstacles 50 65 80
Number of hot spots 4 6 8

location is known, the mobility prediction produces location errors that
result in errors in data rate prediction.

Due to its very basic nature, the naive mobility predictor can be
considered to yield worst case results for proactive scheduling. As a
eference, we also ran all the experiments with a perfect predictor to
how the best case performance for the optimal BILP scheduler and
ur heuristic proactive scheduler. If state-of-the-art mobility prediction
echniques are employed, results will fall somewhere in between these
wo values.

In this section we compare the performance of 3 schedulers: (1)
ur proposed heuristic scheduler (denoted by HEUR in the following
ections), (2) an optimal proactive scheduler (denoted by BILP), which
olves the binary integer linear programming problem defined in Sec-
ion 4.3 exactly and was implemented using the IBM ILOG CPLEX
ptimizer, and (3) the traditional proportional fair scheduler (denoted
y PF), which is non-proactive and is defined as follows. The PF
cheduler prioritizes users with the highest instantaneous-to-average

rate ratio, promoting fairness and maximizing the sum of logarithmic
average user rates. In the PF scheduler, the next user to be scheduled
∗ is chosen by the following equation:

𝑢∗ = argmax
𝑢

𝑟𝑢(𝑡)
𝑟𝑢(𝑡 − 1) , (5)

where 𝑟𝑢(𝑡) is an exponential moving average defined by:

𝑟𝑢(𝑡) = (1 −𝑤) 𝑟𝑢(𝑡 − 1) +𝑤 𝑟𝑢(𝑡), (6)

and 𝑤 is the weight of the current data rate, having a value between 0
and 1.

The proportional fair scheduler balances good performance with
fairness and is included as a representative of what can be achieved
with non-proactive scheduling. Since the BILP scheduler solves the
proactive scheduling problem exactly, it represents the best possible
proactive scheduling performance. To provide an equitable comparison,
all experiments conducted hereafter use the same allotment scheme,
which is the one produced by the PF scheduler. This means that the
three algorithms will produce approximately the same fairness allowing
us to focus on performance under different conditions: non-proactive
scheduling (PF), heuristic proactive scheduling (HEUR), and optimal
proactive scheduling (BILP).

6.1. Simulation settings

In this section, we study the influence of several variables on the
performance of the schedulers, including: scheduling session length,
user pause time, obstacle density and hot spot density, where for each
of these factors we picked 3 values representing low, medium and high
values. The full set of values used in the experiments are listed in
Table 3. The default setting for experiments uses the medium values
for all parameters, which is the base line case discussed in Section 6.2.
The fixed variables are given by Table 4.

The values for scheduling session length were chosen based on the
range of times over which it is reasonable to expect relatively accu-
rate mobility prediction performance. The largest value corresponds to
walking roughly halfway across the 20 m by 20 m room at typical
human walking speed. User pause times are somewhat on the low
side for what might be expected in practice. Longer pause times mean
that users are paused most of the time resulting in trivial and highly
6 
Table 4
Fixed simulation parameters.

Bandwidth 𝑏 2 GHz
Noise power 𝑝𝑛 −71.99 dBm
Scheduling time slot length 𝛥𝑡 62.5 μs
Transmit power 𝑝𝑡𝑥 20 dBm
Transmitter gain 𝑔𝑡𝑥 3.16 dBi
Receiver gain 𝑔𝑟𝑥 0 dBi
Path loss reference 𝑙0 63.4 dB
Attenuation exponent 𝜐 1.72
Moving average weight 𝑤 0.5

accurate mobility prediction. Therefore, we studied shorter pause times
to be able to assess the impact of variable mobility prediction quality.
The parameters in Table 4 and the mean obstacle dimensions specified
below are typical values that were taken from several earlier published
papers [4,14].

All experiments performed in the following subsections simulate a
120 s period in which 20 users are concurrently moving in the same
20 m by 20 m room. The ceiling mounted access point is located at
the center of the room at a height of 3 m. The obstacles in the room
are randomly allocated following a Poisson distribution. The obstacles
are assumed to be cuboids sitting on the floor and their dimensions are
given by the following distributions: 𝑊 ∼  (0.56, 0.08, 0.25, 1.25), 𝐿 ∼
 (1.08, 0.18, 0.5, 1.75), and 𝐻 ∼  (1.85, 0.2, 1.25, 2.4). The obstacles are
randomly aligned to be parallel to one of the room walls. Finally, when
a user arrives at a hot spot, they choose a new hot spot equiprobably
at random from all other hot spots to be the next location.

The mobility model was implemented in the ns-3 enhanced
mmWave LAN simulator [20]. This simulator includes obstacle mod-
eling and code to determine the LoS/NLoS status of a user device. This
information was then fed to an off-line module that calculated predicted
data rates according to the LoS/NLoS models presented in Section 3.

6.2. Average data rate comparison on baseline case

We first analyze a baseline case performance, which is the case used
for comparison in later subsections that vary one parameter at a time.
In this baseline case, the parameter values correspond to the middle
column of Table 3.

Let 𝑟𝑎𝑡𝑒𝑃 𝐹 , 𝑟𝑎𝑡𝑒𝐵 𝐼 𝐿𝑃 , and 𝑟𝑎𝑡𝑒𝐻 𝐸 𝑈 𝑅 represent the average data rates
of the PF, BILP, and HEUR schedulers, respectively. We define 𝑄 to be
the increase over PF as in the following equation:

𝑄 =
𝑟𝑎𝑡𝑒𝐵 𝐼 𝐿𝑃 − 𝑟𝑎𝑡𝑒𝑃 𝐹

𝑟𝑎𝑡𝑒𝑃 𝐹
or

𝑟𝑎𝑡𝑒𝐻 𝐸 𝑈 𝑅 − 𝑟𝑎𝑡𝑒𝑃 𝐹
𝑟𝑎𝑡𝑒𝑃 𝐹

(7)

Thus, 𝑄 takes 𝑟𝑎𝑡𝑒𝑃 𝐹 as the baseline non-proactive scheduling perfor-
mance and calculates the improvement of proactive scheduling, via
either BILP or HEUR. Also, we use 𝛥𝑅 to denote the data rate difference
between one of the proactive schedulers and the PF scheduler, i.e. the
numerator of 𝑄, and 𝑃 to denote the ratio between 𝛥𝑅𝐻 𝐸 𝑈 𝑅 and
𝛥𝑅𝐵 𝐼 𝐿𝑃 . Thus, 𝑃 represents how much of the gap between the non-
proactive baseline (PF) and the proactive upper bound (BILP), the
heuristic proactive scheduler has closed. In the following results, we
present the 𝑄 and 𝑃 ratios as percentages.

In Table 5, we show how the proactive schedulers compare to PF
scheduler in terms of average data rate performance. Recall that all
schedulers use the PF allotment so they achieve very nearly the same
proportional fairness. The rows labeled ‘‘accurate’’ show the perfor-
mance of the proactive schedulers with perfect mobility prediction and
the rows labeled ‘‘naive’’ are the results with the simple straight-line
mobility predictor. We first note that proactive scheduling shows very
strong potential compared to non-proactive scheduling with more than
20% improvement over PF when optimal proactive scheduling is per-
formed with perfect mobility prediction. We also note that the heuristic
scheduler does quite well compared to the optimal but impractical
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able 5
roactive scheduling improvement over PF: Baseline case.
Scheduler 𝛥𝑅 𝑄 𝑃

HEUR (accurate) 73.35 Mbps 15.45% 72.36%
BILP (accurate) 101.4 Mbps 21.35% N/A
HEUR (naive) 29.73 Mbps 6.26% 62.38%
BILP (naive) 47.65 Mbps 10.04% N/A

Table 6
Sum of log rates for PF, HEUR, and BILP schedulers.

Scheduler Log fairness (accu) Log fairness (pred)

PF 173.467 N/A
HEUR 174.736 173.997
BILP 175.178 174.304

Table 7
Average jitter for PF, HEUR, and BILP schedulers.

Scheduler Avg jitter (accu) Avg jitter (pred)

PF 1.1874 ms N/A
HEUR 1.7651 ms 1.6918 ms
BILP 4.0023 ms 3.0422 ms

BILP scheduler , closing about 72% or 62% of the gap between the non-
proactive and optimal proactive scheduling results. This means that,
even the very efficient HEUR proactive scheduler still achieves signifi-
cant performance improvement compared to non-proactive scheduling
(about 15% improvement with perfect mobility prediction). However,
improvements with the naive mobility predictor are somewhat smaller,
from 6% to 10% over non-proactive. This demonstrates that the quality
of mobility prediction is very important to realizing the full benefits
of proactive scheduling .

6.3. Fairness and jitter comparison on baseline case

In this subsection, we discuss what the proactive schedulers lose, if
anything, in return for improved data rate.

We reiterate that, by design, the improved performance of the
proactive schedulers reported in the prior subsection is achieved with
the same proportional fairness constraint . This is because the user
time slot allotment produced by the PF scheduler was provided as
an input to the proactive schedulers. To demonstrate this, we also
calculated the proportional fairness by calculating the sum of log rates
alues for all three schedulers. The results are presented in Table 6,
nd show that all three schedulers have nearly identical values of the
roportional fairness metric.

Another important metric is delay, usually quantified by latency or
itter. Since we are focused on wireless LAN, which is the ‘‘last hop’’
nd latency is best measured end-to-end, we focus herein on jitter.
able 7 shows the average jitter produced by each of the different
lgorithms on the baseline case. The proactive schedulers do have
ncreased jitter relative to the PF scheduler . This is because some
acket transmissions are delayed to push them to higher rate slots that
ccur after a blockage is resolved. Interestingly, this effect is more
evere with the highly optimized BILP algorithm than with the heuristic
roactive scheduler. Jitter values for the heuristic are increased by
nly about 0.5 ms compared to PF while, for BILP, they are increased
y 2–3 ms. Nevertheless, all jitter values are in an acceptable range
or real-time applications. For example, jitter for audio and video
onferencing should be less than 30 ms, while in the extreme case of
n-line gaming, jitter of less than 10 ms is considered acceptable.

.4. Impact of parameters on mobility prediction accuracy

As we have seen that the quality of mobility prediction has a sig-
ificant impact on proactive scheduling performance, we now evaluate
7 
Fig. 2. Prediction accuracy vs. different parameters.

the accuracy of the naive mobility prediction algorithm. Accuracy is
efined as the number of time slots where the user location is correctly
redicted divided by the total number of time slots. Although this
esult is not directly part of the scheduler performance, it is still an
mportant factor that affects the performance of the scheduler like other
arameters. Understanding its performance can help explain how this
nd other factors affect the overall system performance.

Fig. 2 depicts the impact of the pause time, scheduling session
uration, number of hot spots, and number of obstacles on mobility
rediction accuracy. The trends in the results agree with intuition.
irst, the longer the pause time, the better the accuracy, since the
rediction is more likely to be correct when the user is not moving.
ext, the scheduling session duration affects the prediction accuracy in
n adverse fashion, with a slope that is steeper than the other variables.

This is a result of it being harder to correctly predict location the longer
into the future we attempt to predict. The number of obstacles also
adversely affects prediction accuracy because more obstacles result in
more path obstruction and thus more path diversions, which the naive
mobility predictor does not attempt to predict. Lastly, the number of
hot spots does not significantly affect prediction accuracy.

6.5. Impact of pause time on data rate

In this subsection, we study how different pause time durations
affect the scheduler performance. Fig. 3 plots the average user data
rate vs. pause time. As the pause time increases, we see that the
performance of the proactive schedulers drop somewhat, despite the
mobility prediction accuracy getting higher (see Fig. 2). This is due to
the pause time becoming longer than the scheduling session duration,
which means that if a user is paused at a hot spot with low data rate,
he scheduler cannot assign them to higher performing slots within the
cheduling session. Despite this, the proactive schedulers significantly
utperform the non-proactive scheduler in all cases, particularly when
he mobility prediction is perfectly accurate.

Table 8 shows more detailed data on scheduling performance. We
again see that the heuristic scheduler does quite well compared to the
ptimal proactive scheduler, recovering between 62% and 77% of the
enefit of the optimal scheduler. The data also confirm the results of

Fig. 3 in that the benefits of proactive scheduling are reduced for longer
pause times. Finally, the importance of accurate mobility prediction is
clearly shown — proactive performance improvement ranges from 13%
to 24% with perfect prediction while the improvement is only between
5% and 12% with naive prediction.
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Fig. 3. Average user data rate vs. pause time.

able 8
roactive scheduler improvement against PF by pause time.
Pause (s) 𝛥𝑅𝐵 𝐼 𝐿𝑃 𝑄𝐵 𝐼 𝐿𝑃 𝛥𝑅𝐻 𝐸 𝑈 𝑅 𝑄𝐻 𝐸 𝑈 𝑅 𝑃

2 (accu) 114 Mbps 23.9% 87.7 Mbps 18.27% 76.63%
4 (accu) 101 Mbps 21.4% 73.3 Mbps 15.45% 72.36%
6 (accu) 91.9 Mbps 19.6% 62.7 Mbps 13.38% 68.28%
2 (naive) 56.3 Mbps 11.8% 39.5 Mbps 8.24% 70.16%
4 (naive) 47.6 Mbps 10.0% 29.7 Mbps 6.26% 62.38%
6 (naive) 40.6 Mbps 8.66% 25.5 Mbps 5.44% 62.84%

6.6. Impact of scheduling session duration on data rate

Fig. 4 shows the average user data rate plotted against different
scheduling session lengths. We can see from the plot that with accu-
rate mobility prediction, the performance of both proactive schedulers
significantly increases with longer scheduling sessions. However, note
that, with the naive predictor, the proactive gain is much smaller.
This is explained by Fig. 2, where the slope for the scheduling session
subplot is significantly steeper than the other parameters, meaning that
longer scheduling sessions heavily degrade prediction accuracy with
such a simple predictor.

Increasing the scheduling session length has two competing effects.
Longer sessions allow for more optimized scheduling around blockage
events, which tends to improve performance. However, as indicated
above, prediction accuracy decreases over time, which tends to degrade
performance as scheduling session length increases. A detailed study
of state-of-the-art mobility predictors could reveal whether there is
an optimum scheduling length that balances these competing effects.
For the naive mobility predictor studied herein, that optimum session
length appears to be around 3 s. However, with more sophisticated
mobility predictors, we believe even longer scheduling sessions could
continue to yield performance improvements. Such a detailed study is
beyond the scope of this work.

Table 9 shows the detailed data for different scheduling session
lengths. With accurate prediction and a 5 s scheduling session, op-
imal proactive scheduling achieves 27% higher data rate than non-
roactive PF scheduling with the same fairness. The heuristic scheduler
chieves 20% higher data rate than the PF scheduler and is within
4% of the optimal proactive scheduling gain with perfect prediction.
owever, with naive prediction, its performance drops to only 5%
etter than PF and only 49% of optimal, again demonstrating the need
or high-quality mobility prediction.

.7. Impact of obstacle and hot spot density on data rate

Fig. 5 shows the average user data rate vs. the number of obstacles
n the room. It can be observed that the benefit of proactive scheduling
ecomes greater as obstacle density increases. This is due to the users
eing more likely to experience blockages when more obstacles are
 n

8 
Fig. 4. Average user data rate vs. scheduling session duration.

Fig. 5. Average user data rate vs. number of obstacles.

Table 9
Proactive scheduler improvement against PF by scheduling session duration.

Sched (s) 𝛥𝑅𝐵 𝐼 𝐿𝑃 𝑄𝐵 𝐼 𝐿𝑃 𝛥𝑅𝐻 𝐸 𝑈 𝑅 𝑄𝐻 𝐸 𝑈 𝑅 𝑃

1 (accu) 63.9 Mbps 13.5% 36.3 Mbps 7.64% 56.81%
3 (accu) 101 Mbps 21.4% 73.4 Mbps 15.45% 72.36%
5 (accu) 128 Mbps 27.0% 95.1 Mbps 20.02% 74.20%
1 (naive) 29.1 Mbps 6.12% 23.9 Mbps 5.03% 82.20%
3 (naive) 47.7 Mbps 10.0% 29.7 Mbps 6.26% 62.38%
5 (naive) 49.3 Mbps 10.4% 24.2 Mbps 5.09% 49.03%

present. While the proactive schedulers are almost able to maintain
their performance with increasing obstacle density and accurate pre-
diction, the performance of the non-proactive PF scheduler decreases
fairly significantly. However, the benefits do decrease when the naive
mobility predictor is used. With more obstacles, users tend to detour
more often around them, which is not accounted for in the naive
prediction scheme. While we could have significantly improved the
naive predictor by predicting these detours, this would have made the
predictor quite close to the actual mobility model. We chose not to do
this, because we wanted to evaluate the range of proactive scheduling
performance from a basic (and not very accurate) prediction scheme to
a perfect one.

From column 𝑃 in Table 10 we see, once again, that the heuristic
scheduler does quite well compared to the optimal BILP scheduler,
closing between 62% and 74% of the performance gap between PF and
the optimal proactive result.

As the number of hot spots increases, there is a more even distribu-
tion of user locations in the room, which helps with users getting better
erformance on average across all three schedulers. With more hot
pots, the average distance between hot spots also decreases, thereby
hortening the average user movement time. Therefore, as shown in
ig. 6, the performance of all three schedulers increases with the
umber of hot spots. However, the increase between 6 and 8 hot spots is
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Fig. 6. Average user data rate vs. number of hot spots.

able 10
roactive scheduler improvement against PF by obstacle number.
Obs # 𝛥𝑅𝐵 𝐼 𝐿𝑃 𝑄𝐵 𝐼 𝐿𝑃 𝛥𝑅𝐻 𝐸 𝑈 𝑅 𝑄𝐻 𝐸 𝑈 𝑅 𝑃

50 (accu) 89.1 Mbps 18.2% 62.0 Mbps 12.7% 69.52%
65 (accu) 101 Mbps 21.4% 73.4 Mbps 15.5% 72.36%
80 (accu) 111 Mbps 24.3% 81.5 Mbps 17.9% 73.67%
50 (naive) 45.7 Mbps 9.4% 29.4 Mbps 6.0% 64.23%
65 (naive) 47.6 Mbps 10.0% 29.7 Mbps 6.3% 62.38%
80 (naive) 47.7 Mbps 10.5% 35.2 Mbps 7.7% 73.90%

Table 11
Proactive scheduler improvement against PF by hot spot number.

Hot Spot # 𝛥𝑅𝐵 𝐼 𝐿𝑃 𝑄𝐵 𝐼 𝐿𝑃 𝛥𝑅𝐻 𝐸 𝑈 𝑅 𝑄𝐻 𝐸 𝑈 𝑅 𝑃

4 (accu) 98.8 Mbps 21.41% 72.5 Mbps 15.73% 73.44%
6 (accu) 101 Mbps 21.35% 73.4 Mbps 15.45% 72.36%
8 (accu) 107 Mbps 22.47% 76.3 Mbps 16.03% 71.38%
4 (naive) 41.8 Mbps 9.07% 29.6 Mbps 6.42% 70.82%
6 (naive) 47.6 Mbps 10.04% 29.7 Mbps 6.26% 62.38%
8 (naive) 51.7 Mbps 10.87% 32.4 Mbps 6.81% 62.66%

smaller than between 4 and 6 hot spots, indicating that the performance
is likely to converge to a peak value instead of continuing to increase
with the number of hot spots.

As far as the heuristic algorithm is concerned, as the hot spots get
denser, HEUR’s improvement compared to PF also slightly grows, as
shown in column 𝛥𝑅𝐻 𝐸 𝑈 𝑅 of Table 11. With perfect prediction, HEUR
can achieve more than 70% of the optimal proactive scheduling gain,
whereas with naive prediction, performance drops to around 62% of
ptimal with higher hot spot density.

.8. Running time of heuristic algorithm

In Section 5.2, the running time of our heuristic scheduling algo-
ithm was evaluated as 𝑂(𝑛𝑢 ⋅ 𝑛𝑡𝑠), where 𝑛𝑢 is the number of users
nd 𝑛𝑡𝑠 is the number of time slots in a scheduling session. Since we
howed in Section 6.6 that the performance of proactive scheduling
ith accurate mobility prediction improves as the scheduling session
uration increases, we would like to ensure that the scheduler can run
n real time for long scheduling sessions. To test this, we evaluated
he algorithm’s running time on the baseline case from Section 6.2.
n that scenario, there are 20 users and 48,000 time slots in the 3 s

scheduling session. With those values (𝑛𝑢 = 20, 𝑛𝑡𝑠 = 30,000), the
euristic scheduler took only 0.02126 s to compute the entire schedule,
hich is well within the time limit for real-time scheduling for a 3 s

cheduling period.

. Performance study with static and dynamic obstacles

In this section, we study the influence of dynamic obstacles on
the performance of the BILP and HEUR schedulers. Note that there
9 
able 12
ynamic performance compared to static for baseline case.
Scheduler Accurate prediction Naive prediction

Absolute % Absolute %

PF −23.38 Mbps −4.99% N/A N/A
HEUR −5.21 Mbps −0.95% −15.86 Mbps −3.19%
BILP −4.73 Mbps −0.82% −16.48 Mbps −3.21%

is no change needed to the proactive scheduling algorithms to handle
dynamic obstacles. The difference lies in how the predicted rates, which
are inputs to the algorithms, are generated, If mobility prediction is
done for all users, then we can predict when one user will block another
user in addition to predicting the blockages from static obstacles. This
eads to lower predicted rates at times when user–user blockage is
redicted and this data is then fed to the proactive scheduler for
rocessing.

.1. Simulation settings

In this section, since we take into consideration the size and shape
f users as dynamic obstacles, we adjust the hot spot mobility model
o that each hot spot is given a size of 4 m by 4 m square. When a user
oves to a new hot spot, it picks a destination location following a

andom uniform distribution within the square. The users are modeled
s cuboids of cross section size 0.3 m by 0.6 m, and a height that
ollows a normal distribution of 1.71 m mean and 0.1 m variance, with
rientation randomly aligned with either the room length or the room
idth. These parameter values were chosen to model the sizes of human
eings, which form the dynamic obstacles in our scenario. All other
ixed variable settings follow that of Section 6.1. In this section, the

term ‘‘dynamic results’’ refers to results obtained with both static and
dynamic obstacles, which are all other users in the scenario. We analyze
how dynamic obstacles affect network performance when the following
parameters change: scheduling session length, user pause time, hot spot
density, and user walking speed. The exact values are given by Table 3,
xcept for the user walking speed, whose low, medium and high levels
re set at 0.97, 1.34, and 1.71 m per second to reflect the range of
uman walking speeds.

Since the mobility model is adjusted to fit the dynamic obstacle
cenarios, we cannot directly compare dynamic results to the results
n Section 6. To produce comparable static-obstacle-only results, we let
he users follow the same paths as with the dynamic results but we
gnore user–user blockages. We refer to these as ‘‘static results’’ in what
ollows.

.2. Baseline case

Here, we present results for the baseline case. Table 12 lists the
bsolute and percentage decrease when we take the dynamic obstacles
nto consideration relative to the static results’ average data rates, with
he rows representing the three different schedulers. Like in Section 6,
e compare the rates calculated with both perfect and naive mobility
rediction. It is evident from the table that the impact of dynamic
bstacles on the proportional fair (PF) scheduler is greater than on
he proactive schedulers. In fact, with perfect prediction, the impact of
ynamic obstacles is less than 1% with proactive scheduling. Although
lockages are predicted perfectly in that case, there are some fairly long
ser to user blockages that occur in hot spot locations when users are
aused, which cannot be handled with scheduling over a few seconds
cheduling session, and this results in the slight decrease for proactive
cheduling even with perfect prediction. Even with naive prediction,
he performance of the proactive schedulers drops less than for the PF
cheduler due to the higher blockage rate with both static and dynamic

obstacles and PF’s inability to handle the blockages.
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Fig. 7. Average user data rate vs. scheduling session duration.
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7.3. Impact of scheduling session duration

Fig. 7 plots the average user data rate in Mbps against different
cheduling session lengths. Solid colored bars denote the results of
ach scheduler considering only the static obstacles and the bars with
hite hatched lines denote the results considering both the static and
ynamic obstacles. From the figure, we can see that, for both static and
ynamic results, as the scheduling session lengthens, average data rate
ncreases for both proactive schedulers with perfect mobility predic-
ion. However, with naive prediction, when increasing the scheduling
ession from 3 s to 5 s, there is a noticeable decline in the average
ata rate. It can also be observed that the gap between naive and
erfect prediction becomes larger as scheduling session duration in-
reases, suggesting that simplistic mobility prediction is more severely
ffected by dynamic obstacles. Thus, having high-quality mobility pre-
iction is even more important when taking dynamic obstacles into
onsideration.

Finally, we note that, over all of our different simulation scenarios,
he maximum difference between proactive and non-proactive schedul-
ng occurs with both static and dynamic obstacles and a scheduling
ession duration of 5 s. With a 5-s scheduling session and dynamic
bstacles, the optimal proactive scheduler with perfect mobility pre-
iction achieves more than 35% higher average data rate than the
on-proactive PF scheduler while achieving the same fairness. For
his case with naive mobility prediction, however, the performance

improvement over PF drops to about 14%, which is still significant
ut not nearly as good. We believe that these results show great
romise for proactive scheduling if it can leverage state-of-the-art
obility prediction techniques, particularly in the presence of dynamic

bstacles.

.4. Impact of pause time

Fig. 8 plots the average user data rate against increasing pause time.
For all three algorithms, across different obstacle scenarios and predic-
tion accuracies, average user data rate declines as pause time increases.
This is due to the pause time exceeding the default scheduling session
duration which is 3 s, preventing the schedulers from assigning users
that pause at low rate locations to higher rate slots. Once again, we
see that the PF scheduler’s performance drop with dynamic obstacles
is greater than those of the proactive schedulers since they can handle
some of the increased blockages while PF cannot.

7.5. Impact of hot spot density

From Fig. 9, we can see that the number of hots spots does not have
a large impact on the results. There is a small increase in performance
 o

10 
for all schedulers when going from 4 to 6 hot spots but almost no
change when going from 6 to 8 hot spots. The reason for lower
erformance with 4 hot spots and 20 users is that there can be a large

number of users paused at the same hot spot at the same time, which
results in a high blockage probability while users are paused. With a
larger number of hot spots, user density at each hot spot is reduced,
hereby lowering the probability of blockage at the hot spots.

.6. Impact of user walking speed

Here, we modify a parameter that should have a clear effect on
ynamic obstacle behavior, namely the user walking speed. There are
wo main effects from increasing the walking speed. First, users spend
 higher percentage of time paused and, since blockages often occur
t hot spots when users are paused, this increases the overall blockage
ate. Second, blockages that occur when a user is moving are shorter
n duration, because time spent behind obstacles is reduced.

The two effects just described explain the data shown in Fig. 10. The
roactive schedulers benefit from shorter blockages along the paths,
ecause that provides more opportunity for scheduling users in non-
locked higher-rate conditions. However, they also have to deal with
he higher overall blockage rate due to a higher percentage of time

spent in a paused state. This results in a slight increase when going
from slow to medium walking speed but the two effects balance out
when going from medium to high speed. Since the PF scheduler does
not handle blockages, it benefits only slightly from the shorter path
blockages but is affected significantly by the higher overall blockage
rate. This causes its performance to drop noticeably for the PF scheduler
at the highest walking speed.

8. Discussion and conclusions

In this paper, we presented both an optimal proactive schedul-
ing algorithm based on integer linear programming and an efficient
greedy heuristic proactive scheduling algorithm. With accurate mobil-
ity prediction, both algorithms were shown to be capable of increasing
average user data rate substantially compared to non-proactive schedul-
ng with no loss of fairness and only a small increase in jitter, which
as still well within an acceptable range. Proactive performance with
n extremely simplistic mobility prediction scheme was shown to still
e better than with non-proactive scheduling but the performance
ifference in that case was not as large as with accurate mobility
rediction.

The results in the paper with extremely simplistic mobility pre-
iction and with perfect mobility prediction define the range of per-
ormance that can be expected with proactive scheduling. It can be
bserved from the results presented in this paper that accurate mobility
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Fig. 8. Average user data rate vs. pause time.
Fig. 9. Average user data rate vs. number of hot spots.
Fig. 10. Average user data rate vs. user walking speed.
prediction significantly enhances the performance gain of proactive
scheduling. We believe this is well within the capability of state-of-the-
art mobility predictors. One study showed that there is a 93% poten-
tial predictability in human mobility through analyzing mobile phone
users’ mobility patterns [21]. Trajectory-based mobility prediction has
11 
been extensively studied and can be achieved through traditional and
machine learning methods [22]. Common traditional approaches in-
clude Kalman filters, Markov models and Hidden Markov Models.
Representative machine learning methods include convolutional neural
networks (CNN), recurrent neural networks (RNN), and long short-term
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memory networks (LSTM). Integrating any of these prediction methods
nto our approach is straightforward as the mobility prediction piece
s a preprocessing step that is used in data rate prediction, and the
redicted data rates then become an input to our heuristic scheduling
lgorithm.

An open problem is to evaluate proactive scheduling performance
ith state-of-the-art (but not perfect) mobility prediction. This is a

hallenge for the following reasons. With a synthetic mobility model
uch as the hot spot mobility model with obstacles used herein, one can
mprove mobility prediction with knowledge of the model. However,
eal users’ movements are not dictated by a synthetic model so this is
ot a realistic scenario. A better approach would be to use mobility
races gathered from a real environment. However, to our knowledge,
eal mobility traces from an indoor WLAN environment covering a
ingle room do not exist in the public domain. The next step for
esearch on this topic is to gather realistic mobility traces from a single-
oom WLAN scenario and use them to evaluate proactive scheduling
ith state-of-the-art mobility predictors.
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