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Abstract—Malicious domain detection (MDD) is an open se-
curity challenge that aims to detect if an Internet domain
name is associated with cyber attacks. Many techniques have
been applied to tackle this problem, among which graph
neural networks (GNNs) are deemed one of the most effective
approaches. GNN-based MDD employs domain name system
(DNS) logs to represent Internet domains as nodes in a graph,
dubbed domain maliciousness graph (DMG) and trains a
GNN model to infer the maliciousness of Internet domains
by leveraging the maliciousness of already identified ones. As
this method heavily relies on the “publicly” accessible DNS
logs to build DMGs, it creates a vulnerability for adversaries
to manipulate the features and edges of their domain nodes
within these graphs. The current body of literature primarily
focuses on threat models that involve manipulating individual
adversary (attacker) nodes. Nonetheless, adversaries usually
create numerous domains to accomplish their attack objectives,
aiming to reduce costs and evade detection. Hence, they aim to
remain undetected across as many domains as possible. In this
work, we call the attack that manipulates several nodes in the
DMG concurrently a multi-instance evasion attack. To the best
of our knowledge, this type of attack has not been explored
in the prior art. We present both theoretical and empirical
evidence to show that the existing single-instance evasion tech-
niques for GNN-based MDDs are inadequate to launch multi-
instance evasion attacks. Therefore, we propose an inference-
time, multi-instance adversarial attack, dubbed MintA, against
GNN-based MDD. MintA optimizes node perturbations to
enhance the evasiveness of a node and its neighborhood. MintA
only requires black-box access to the target model to launch
the attack successfully. In other words, MintA does not require
any knowledge of the MDD model’s parameters, architecture,
or information on non-adversary nodes. We formulate an
optimization problem that satisfies the attack objectives of
MintA and devise an approximate solution for it. We evaluate
MintA on a state-of-the-art GNN-based MDD technique using
real-world data, and our experiments demonstrate an attack
success rate of over 80%. The findings of this study serve
as a cautionary note for security experts, highlighting the
vulnerability of GNN-based MDD to practical attacks that can
impede the effectiveness and advantages of this approach.

Index Terms—Adversarial attack, malicious domain detection,
DNS logs, inference time attack.

1. Introduction

Internet domains form a foundation for adversaries to
launch various cyber attacks. For example, adversaries can
use Internet domains to disseminate malware [1], facilitate
command and control (C&C) communications [2], and host
scam, phishing, and brand squatting web pages [3]. Ma-
licious domain detection (MDD) refers to the problem of
deciding whether a given Internet domain is used to launch
malicious activities. Considerable efforts have been made
in developing various MDD methodologies [4]. Among the
different MDD methods, those that utilize domain name
system (DNS) data possess unique advantages, such as
scalability [5], rich domain features, and public accessibility
[4]. Existing DNS-based MDD methods can be broadly
categorized into classification-based and inference-based ap-
proaches [6]—[8]. Classification-based MDD relies on local
domain features [9], [10]. In contrast, inference-based MDD
integrates relations among domains and their local prop-
erties to achieve timely and accurate inference of domain
maliciousness [5]-[7], [11]-[16].

In this paper, we focus on the inference-based MDD
approach given its superior performance compared with
other methods [7], [14]-[16]. Inference-based MDD is based
on the guilt-by-association principle [13], [17], [18], i.e.,
if a domain is connected to a group of known mali-
cious domains, then it is likely to be malicious as well.
The inference-based MDD process comprises two primary
phases. The initial phase involves creating a domain asso-
ciation graph known as the “domain maliciousness graph
(DMG).” DNS data presents a valuable resource for entities
engaged in MDD! to construct the DMG. The second phase
involves utilizing an inference technique to identify the
maliciousness of unknown domains in the DMG by using a
small set of labeled domains as a reference. A DMG (e.g.,
Fig. 1) can be either a homogeneous graph with domain
nodes and their relationships or a heterogeneous graph with
multiple node and link types. For example, a DMG may
consist of domain and client nodes [11], [19], [20], domain
and IP address nodes [12], [13], or domain, IP address, and
client nodes [7], [14]-[16].

Regarding the inference phase of MDD, techniques like
belief propagation, graph neural networks (GNNs), or het-

1. Let us refer to a party performing MDD as an MDD entity.
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erogeneous graph neural networks (hetGNNs) are typically
employed. Belief propagation is a commonly utilized in-
ference method. However, its accuracy drops significantly
when the labeled training data is insufficient, and it cannot
make inferences regarding isolated domain nodes [21]. Re-
cent research has explored more advanced inference meth-
ods using GNNs and hetGNNs [7], [14]-[16], [22], [23].
GNNs have been shown to offer significant advantages
over belief propagation. Firstly, GNNs employ data-driven
training to learn mechanisms for message passing and ag-
gregation across graph nodes in an end-to-end fashion [24].
Secondly, GNNs are more adaptable to larger graphs with
complex structures not initially seen [25]. Moreover, GNNs
demonstrate superior performance when the labeled training
data is limited [7], [14]-[16].

Despite the effectiveness of GNN-based models in ac-
curately and quickly detecting malicious domains and ex-
tensive research on their vulnerability to adversarial attacks
[26]-[28], multi-instance attacks have not been fully ex-
plored in the context of GNN-based MDD. In this scenario,
an adversary (attacker) can only manipulate the features
and relationships of the domains under its control (e.g., the
orange subgraph in Fig. 1) to craft an adversarial attack
to bypass the MDD model. This is possible due to the
heavy reliance of MDD models on publicly available DNS
logs to construct their DMGs, leaving room for malicious
intervention.

Prior approaches and their limitations. The current
body of literature primarily focuses on threat models that
involve manipulating individual adversary nodes. However,
adversaries usually create many domains to accomplish
their attack objectives, aiming to reduce costs and evade
detection. Hence, they aim to remain undetected across as
many domains as possible. Existing approaches either target
a specific node for evasion (e.g., [26], [27], [29]-[32]) or
attack the model’s overall performance through untargeted
(availability) attacks (e.g., [33]-[36]). We demonstrate that
repeatedly applying single-instance attacks to achieve multi-
instance evasion is suboptimal and degenerates the attack’s
overall performance. On the other hand, availability attacks
are easy to detect and do not achieve the evasion goal of
the adversary.

Overview of our approach. Based on the previous dis-
cussion, we have formulated the adversarial attack in GNN-
based MDD as a multi-instance evasion attack. To execute
this attack, we design MintA as a multi-instance attack
algorithm. MintA first constructs a surrogate model using
only black-box access to the target model. It is worth noting
that MintA is practical as it does not require knowledge of
the target model’s parameters, architecture, or other nodes
in the DMG. After constructing the surrogate model, MintA
employs it to identify the suitable feature and edge perturba-
tions that will collectively evade the adversary nodes while
minimizing the effect on other nodes in the DMG. This is
achieved through a two-objective optimization problem at
each adversary node. The first objective aims to maximize
the model’s loss at each adversary node to avoid detection,
while the second objective aims to maximize the model’s

Adversary's: Domain IP Client

Non-Adversary: Domain IP Client

Figure 1. Based on DNS logs, the MDD entity constructs a DMG containing
the adversary’s subgraph (in orange) along with non-adversary subgraphs
(in blue).

loss at the neighboring nodes to evade detection. To obtain
an approximate solution, we maximize the weighted average
of these two objectives. Once the appropriate edge/feature
perturbations are identified, MintA implements them by
making name and domain resolution edits to its nodes.
This is achieved through domain registration services and
IP resolution edits.

Summary of contributions. Our contribution in this
study includes: (i) Demonstrating the vulnerability of GNN-
based MDD and proposing MintA, a novel algorithm for the
multi-instance adversarial attack that only requires black-
box access to the target model and with no knowledge of
the DMG graph beyond the adversary nodes. To the best of
our knowledge, this is the first practical attack against GNN-
based MDD. (ii) We present a method for implementing the
optimized adversarial perturbations by simple domain name
and IP-resolution manipulations. (iii) We conduct extensive
experiments on real-world data to evaluate the effectiveness
of our proposed attack. Our results show an attack success
rate of over 80%. Also, MintA is shown to bypass outlier
detection and graph purification-based defenses.

Paper outline. Section 2 presents relevant preliminaries.
The threat model of adversarial attack in MDD is presented
in Section 3. Section 4 presents the proposed MintA algo-
rithm. Experiments and results are presented in Section 5.
Section 6 summarizes related work. We present a discussion
in Section 7 with the conclusions in Section 8.

2. Background

Graph Neural Networks. Graph neural networks
(GNNs) [37] extend deep learning to graph data by using
neural network layers for handling messages passing across
graph edges and their aggregation. A GNN transforms graph
information into a set of low-dimensional node embeddings
calculated based on local node features and graph topology.
GNNss have achieved state-of-the-art performances in a wide
set of applications ranging from fraud detection to drug
discovery [38]. A heterogeneous graph or a heterogeneous
information network (HIN) is a graph with multiple node
and/or edge types. Heterogeneous GNNs (hetGNNs) extend
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GNNs to HINs. Some hetGNNs project the HIN on a
graph space to eliminate heterogeneity [39], while others
decompose a given HIN into meta-paths> which are then en-
coded to get node representations [40], [41]. In a variety of
applications, hetGNNSs achieve state-of-the-art performances
[42]-[45].

GNN-based MDD inference. The state-of-the-art MDD
approaches employ heterogeneous DMGs [7], [14]-[16],
[46]. Still, they differ in the types of nodes and edges
assumed in their DMGs and the corresponding ways of
achieving message passing and aggregation. First, HinDom
[14] uses meta-paths with HINs of clients, domains, and
IP addresses excluding node attributes. Subsequently, this
setting is extended to attributed HINs. Node attributes are
obtained as character-level domain properties in HGDom
[22] and the 21 FANCI domain properties [47] in DeepDom
[46]. Similarly, Zhang et al. [15] define a HIN of domains,
IP addresses, and clients, where node type-aware feature
transformation and edge type-aware message aggregation
are employed. More recent works such as [16] and [8]
adopt attention mechanisms to achieve message passing and
aggregation. These approaches show the potential of GNNs,
particularly hetGNNSs, in achieving timely and accurate
MDD.

From DNS logs to DMG. DNS is a key resource
for constructing DMGs. As an example, Fig. 2(a) shows
the network schema of a heterogeneous DMG. Domain, IP
address, and client node types are included where domain
features such as the 21 FANCI features [47] serve as the
domain node attributes. Also, the following edge types exist.

o domain-query-client: linking a client node to a domain
node it queries

o domain-apex-domain: linking two domain nodes if they
share the same apex domain

o domain-resolve-IP: linking a domain node to an IP node
it resolves to

o domain-similar-domain: linking two domain nodes if the
n-gram character-level similarity between their names ex-
ceeds a preset threshold of 0.8 [48]

Let us consider an example of using DNS to
construct a heterogeneous DMG according to the
above network schema. Consider domain names

“www.b.rwth-aachen.de”,  “writes.bnxd.rwth-aachen.de”,
and “dekhlher76avyOqnelivijwdl.ddns.net” represented by
domain-type nodes vy, vy, and vs, respectively, as shown
in Fig. 2(b). Let us assume further that a given DNS
log shows that the domains vy, ve, and vs resolve to IP
addresses 11, 2, and ¢, respectively, and they are queried
by clients ¢, co2, and cs3, respectively. Recalling the four
edge types mentioned above, the following edges exist.
First, v; and vs are linked to 7; whereas vy is linked to 7o,
all with resolve edges. Second, v; through vs are linked
to c; through cs with query edges, respectively. Third,
vy is connected to vy with a similar edge due to their
high character-level similarity and with an apex edge since
they share the same apex address (“rwth-aachen.de”).

2. A meta-path is a composition of relations linking two nodes.

Therefore, there is a direct mapping between the contents
of DNS logs and the shape of the constructed DMG.

€1 c
Query z
Apex
p v, —
Features ST
Similar /
i1 .
L Resolve N iy
Domain b P Client U3 o

(a) (b)

Figure 2. (a): Network schema of a heterogeneous DMG showing node
and edge types. (b): An example DMG formed by associations extracted
from DNS logs.

3. Threat Model

We characterize the threat model in terms of the adver-
sary’s goals, knowledge, and capabilities. The goal of the
adversary is to evade the detection of its nodes by the MDD
model with budgeted perturbations. As for knowledge, the
adversary has partial knowledge of its actual subgraph re-
siding in the DMG (the orange-colored subgraph in Fig. 1).
Namely, the adversary knows its nodes (domains and IP
addresses) but does not know the topology or the node
features in its actual subgraph in the DMG. This information
requires knowledge of the edge types, and node attributes
the target MDD entity assumes. However, the adversary can
still assume the usage of commonly used edge types and
node attributes to obtain an estimate of its actual subgraph.

While different GNN-based MDD models may have
different node and edge structures in their DMGs, they often
utilize common edge types, such as domain-similar-domain
or domain-resolve-1P, that are derived from DNS logs (e.g.,
[8], [14]-[16], [22], [46]). However, the surrogate model
employed to optimize the perturbations is a simplified ho-
mogeneous model that does not differentiate between edge
types. Additionally, common node features, like whether
a domain name contains digits or has a “www” prefix,
are utilized by multiple works in the field [8], [15], [16],
[22], [46]. Thus, an adversary can assume the existence
of these commonly used edges and features, even without
precise knowledge of the DMG structure. In our problem
formulation, we assume the adversary knows only an esti-
mate of its subgraph. We hypothesize that perfectly know-
ing the remaining portions of the DMG and incorporating
them into the solution may improve the attack’s success,
but the improvement would not be significant. This is be-
cause adversary nodes exhibit denser mutual connections
among themselves compared to their connections with non-
adversary nodes, as established in the following section.
Moreover, the adversary does not know the target model’s
architecture, parameters, or training mechanism. It can only
query the target model for a certain number of domain nodes
to obtain labeled data to train a surrogate model. Thus, this
is a black box attack. As for capabilities, the adversary can
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Figure 3. An overview of the attack; surrogate model training in (a), and
crafting the attack in (b).

only manipulate specific editable node features and edges in
its subgraph by modifying the names of its domains and their
IP resolution relationships, as shown in the next section.
A general overview of the proposed attack setting is
presented in Fig. 3. The adversary queries the target MDD
model to obtain labeled data and trains a surrogate model,
as shown in Fig. 3(a). Then, the adversary constructs an
estimate of its subgraph in the DMG assuming the existence
of commonly used edge types and node features. With this
subgraph estimate, the adversary uses the surrogate model
along with the proposed MintA (detailed in the next section)
to obtain optimized feature (and/or edge) perturbations to the
nodes in its subgraph, as shown in Fig. 3(b). Next, the ad-
versary implements these perturbations by manipulating its
domains’ names and IP resolutions, as shown in Section 4.1.
The modifications made by the adversary will be observable
in the DNS logs, and eventually, the desired subgraph will
emerge in the DMG constructed by the MDD entity.

Table 1. FLIPPING A FEATURE VECTOR BY A SIMPLE NAME EDIT.

Feature before | after
Has a WWW prefix 1 0
Contains single-character subdomains 1 0
Is exclusive prefix repetition 0 1
Contains digits 0 1

4. The Proposed Attack

In this section, we first present how an adversary can im-
plement intentional perturbations in a target DMG through
DNS. Then, we analyze the conditions for an adversary to
craft a successful adversarial attack. Next, we present MintA
as an algorithm for optimizing the perturbations applied to
the adversary’s nodes.
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Figure 4. An example DMG constructed based on DNS in (a) and the
required perturbed version in (b).

4.1. Practical implementation of feature and edge
perturbations

An Internet domain encompasses numerous features.
However, altering some of these attributes can prove chal-
lenging, if not impossible. For example, changing the top-
level domain (TLD) of a given domain from “.com” to
“.edu” is not possible without institutional accreditation
which is required for registering a domain name with this
TLD. Among the 21 FANCI features, we select the follow-
ing features as editable: Domain name length, Has a www
prefix, Contains a single-character subdomain, Is exclusive
prefix repetition, and Contains digits. As for edges, we select
the domain-resolve-IP, domain-apex-domain, and domain-
similar-domain edges [14]-[16], [22], [46] as editable.

To illustrate how an adversary can perturb edges and
features in its subgraph on a DMG by domain name and
IP resolution manipulations, let us recall the example do-
main names ‘“www.b.rwth-aachen.de”, “writes.bnxd.rwth-
aachen.de”, and “dekhlher76avyOqgnelivijwdl.ddns.net”
and their respective node representations, vy, vs, and vs
appearing in Fig. 4(a). Next, let us consider feature perturba-
tion on v; as an example with binary features for simplicity.
For vy, a 4-bit binary representation of the features Has
a www prefix, Contains a single-character subdomain, Is
exclusive prefix repetition, and Contains digits is [1100]
since v; has a www prefix (1), contains a single-character
subdomain (1), does not have an exclusive prefix repetition
(0), and does not contain digits (0). The domain name owner
can flip the feature vector to be [0011] by changing its name
to “bnxd3.bnxd3.rwth-aachen.cis”>. Table 1 lists the feature
vectors of this domain before and after the modification.

Assume that the adversary’s goal is to modify the topol-
ogy of the constructed graph shown in Fig. 4(a) into the one
in Fig. 4(b). This can be implemented as follows.

o Swap the resolve edges between vy and vs: by changing
the resolution of domain vy to IP 71, and that of v3 to IP
19.

e Drop the similar edge between v; and vy: by changing
node v;’s domain name from “www.b.rwth-aachen.de” to

3. This modified name has no www prefix (0), does not contain a single-
character subdomain (0), has an exclusive prefix repetition (1), and contains
digits (1), thus the feature vector is [0011].
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“www.b.sokj-bbchin.de” thereby dropping the character-
level similarity between v, and vs to below 0.8.

e Add an apex edge Dbetween v, and ws:
by changing node w3’s domain name from
“dekh1her76avyOqgnelivijwdl.ddns.net” to

“dekhlher76avyOqnelivijwdli.ddns.rwth-aachen.de”
so that both share the same ‘“rwth-aachen.de” apex
address.
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Figure 5. The impact of evading mutually-isolated adversary nodes on their
benign neighbors (NFR: negative flip rate).

4.2. Multi-instance adversarial attack

In the following, we identify the requirements for an
adversary to perform a successful adversarial attack against
GNN-based MDD models.

1. The adversary owns multiple domains. To maintain
agility in the face of individual domain blacklisting or take-
down, adversaries usually operate across multiple domains
[49]. This belief is supported by empirical evidence, such
as the study conducted by Bahnsen et al. [50], which ana-
lyzed a practical phishing attack dataset and identified three
adversaries owning 19, 106, and 309 domains, respectively,
to host a total of 102, 1,007, and 7,927 phishing URLs. In
addition, Hao et al. [51] advocate for registering multiple
domains in bulk as a means for adversaries to reduce costs.

2. Interconnected adversary domains for efficient
evasion in bulk. Interconnected domains allow the adver-
sary to conduct attacks across those domains while maintain-
ing a low profile. Conversely, isolated domains necessitate
an individualized approach to attacking them, which can
be more easily detectable. Such attacks may impact non-
adversary domains connected to the adversary’s domains,
which exist as nodes in a DMG but are neither known nor
exploited by the adversary. To investigate this scenario, we
conduct the following experiment.

We randomly sample 100 domain nodes from a given
test graph such that they are not mutually connected while
they have edges with other nodes. These domain nodes
are regarded as the adversary’s nodes. Next, we use the

integrated gradients adversarial attack (IG-ADV) proposed
by Wu et al. [30] to evade the detection of each adversary
domain individually. We then assess the effects of attacking
each domain node on its benign neighbors on the graph.
We quantify the impact of such an approach using the
average neighbor negative flip rate (NFR). NFR represents
the percentage of benign neighbors that turn malicious due
to the evasion attempt of the malicious node. Fig. 5 shows
the average neighbor NFR for domain nodes of the same
number of benign neighbors. As depicted in the figure,
an adversarial attack aimed at evading detection on a spe-
cific domain node has a detrimental impact on its benign
neighbors. This negative effect makes the attack more easily
detectable, compelling adversaries to avoid using mutually
isolated domains. Instead, it is advisable for an adversary
to have a subgraph of connected domains, as highlighted in
orange in Fig. 1.

3. No Interference among adversary domains. It is
essential to ensure that an attack aimed at evading detection
on a specific domain node should not undermine the evasion
strategy employed by other connected domain nodes. We
make the observation that perturbations at a given adver-
sary node optimized to maximize the loss function at this
node to evade the detection may contradict the evasion of
other adversarial nodes in its k-hop neighborhood. We carry
out a detailed analysis to demonstrate this observation in
Appendix A.1. This observation asserts that attempting to
evade the detection of individual nodes belonging to the
adversary, without considering the coordinated evasion of
its entire subgraph, as typically done in existing targeted
adversarial attacks, undermines the adversary’s objective of
evading detection altogether.

The following experiment is conducted to practically
examine the above observation. We consider an adversary
with 100 domain nodes. Then, we apply the IG-ADV attack
[30] as a representative of targeted attacks on each domain
node individually and gradually till attacking all the nodes.
Meanwhile, we calculate the attack success rate (ASR) as
the percentage of adversary domain nodes converted from
malicious into benign*. Fig. 6 illustrates the relationship
between the average ASR and the number of attacked nodes.
While a single adversarial attack can successfully evade
detection for a single node with an ASR of over 80%, it
remains unclear whether these attacks can still be effective
when targeting multiple connected nodes. As the number
of attacked nodes increases, the overall ASR decreases
significantly, indicating that individual attacks can harm the
evasion attempts of their connected nodes.

The preceding discussion asserts that the current adver-
sarial attack methods are insufficient to fulfill the attackers’
needs to carry out effective multi-node detection evasive

4. This differs from our definition of the ASR in the other experiments,
where it is the ratio of malicious domains evaded from the overall number
of malicious domains.

5. It is noted that IG-ADV is operated with the same constraints either
when attacking single or multiple nodes. Thus, the degradation in ASR
is due to overlooking the impact on connected nodes and is not due to
constraints.
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Figure 6. The attack success rate (ASR) of attacked nodes with sequentially
applying a targeted adversarial attack.

attacks. Therefore, we devise a two-objective optimization
problem for this multi-instance detection evasive attack. This
problem aims to determine the best feature perturbation at
a specific node i, denoted as AX’;, which would help
evade the detection of both node ¢ and its neighboring
nodes j € N (i), where N (i) is the set of direct neighbors
to ¢. In this study, we acknowledge the possibility of an
adversary strategically optimizing perturbations across all
nodes to achieve their attack objectives. Nevertheless, our
approach focuses on optimizing perturbations at individual
nodes, specifically node ¢, and assessing their impact on its
direct neighbors, denoted as j. We find this strategy adequate
for crafting a coordinated attack across the adversary’s nodes
because targeting the direct neighbors of node 7 allows the
attack impact to propagate effectively throughout the graph.

Since the GNN-based MDD model is unknown to ad-
versaries, we use a 2-hop linearized graph convolutional
network (GCN) surrogate model [52]. This surrogate, known
as the simplified GCN model, is commonly used in ad-
versarial attacks [27], [53]-[55] due to its simplicity and
the transferability of attacks conducted on it to different
GNN architectures. This surrogate model has the same task
as the target model (node classification) and is trained on
a different dataset that is labeled by querying the target
model. The sole similarity between the actual and surrogate
models lies in the graph task they carry out, which is node
classification. The surrogate model is shown to work well
through validation, and attacking it is expected to transfer
to the unknown target MDD model.

Let us use G = (V, &) to denote the DMG constructed
by the MDD entity where V' is the set of nodes and & is
their edges. Equivalently, G can be written as G = (A, X))
where A is the adjacency matrix and X is the node attribute
matrix. The adversary knows only its node set which we
denote by V' C V and some edges connecting them &' C £.
Let us denote by G’ = (A’, X”) the adversary subgraph with
adjacency matrix A’ and node feature matrix X’. We can
write messages at the second layer of the surrogate model

as H'® = A X'W, where A’ = D' 3(A’ + I)D'™*
is the normalized symmetric adjacency matrix, D’ is a
diagonal matrix of node degrees [56], and W denotes the
coefficients of the surrogate model. For simplicity, let B

denote A’ 2. Further, let us assume a sigmoid loss function,
and ignore it in the loss calculation as done in [27]. Thus, the
change in the loss function of the surrogate model at node
i due to a perturbation AX; can be written as follows.

AL; (A", AX';; W i) = | BAX,W||3. )
Similarly, the change in loss at node 7 € N (7) is:
AL; (A", X'+ AX'; W, j) = |B(AX'; + H' ) )W |3,
(@)
where L; (L£;) is the loss function value at node ¢ (5), and
H’; is the message at node j.

Considering a given adversary’s node ¢, and its direct
neighbors j € N(4) in its neighborhood set N (i) known
to the adversary (in its subgraph), the formulation of the
proposed feature optimization problem is expressed in (3).
It is noted that ¢ may have other neighbors known to the
MDD entity but not known to the adversary.

AX'T = argmax aAL; (A", X' + AX';; W ,4)

2

AX';
]' ’ ! ’ . . /
+ Y B AL (ALX AKX W), ViV,
JEN(G)

3

where « and [ are weighted average parameters to control
the trade-off between maximizing the local loss at node i
and maximizing the loss at the neighbors j € N (7).

A solution to the problem in (3) is ob-
tained by  maximizing a  weighted  average
of F = AL (A, X'+ AX';; W i)  and
By = Yienw AL (A, X'+ AX';; W, j). With
the use of the surrogate model, the magnitude of the
change in loss AL; due to AX’; can be written as
IL:(A, X! + AX';;Woi) — LA X, W) =
| BX’;W ||%. The optimization of F; with respect to AX’;
can be written as follows.

argmax F| = argmax ||BAX'iW||§ . Y
AX'; AX';

Similarly, we can view optimizing F> as follows.

argmax Fy = argmax Z |B[AX'; + H'}] W||§ .
AX'; AX'i SENT)

(5)
From (4), and Corollary 1.1 in Appendix A.l, an optimal
AX’,; for maximizing F; is the one that maximizes the
sum of its inner products with the columns in the model
coefficient matrix W. Equivalently, it is a perturbation
vector that maximizes ®; = wTAX’ i» where ®; is equal
to W7. Then, equivalently, an optimal AX’; is the one
that maximizes the quantity |®;X’;||3. So the problem
of perturbation optimization becomes a matrix-vector inner
product maximization problem, which we can solve using
Theorem 1, detailed below.
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Algorithm 1 MintA-feature perturbation.

Algorithm 2 MintA-edge perturbation.

Input: An adversary subgraph G’ : (A’ € R™" X’ €
R"*F), a feature perturbation budget ks, and a set of
editable node features p.

Output A modified adversary subgraph G'* : (A’, X'™)

: Obtain labeled data by querying the target model.

Train a surrogate model.

Initialize total feature perturbation AX’ < 0, i = 1.

While i <n AND [|AX'||2 < ky

Obtain an optimal perturbation AX’} according to (7)

Modify the editable features in X’; (p) to best match

X'l =X, + AX';

Update AX' = AX' + AX'].

Increment .

9: return X’"

AN AN S S

® X

= X'+ AX’

Theorem 1. The following problem:
argmax || ®;AX’;|3,
AX, (6)
st |AX"]3 =,

where € is a threshold representing the budget of the pertur-
bation, has a closed-form solution, which is the eigenvector
corresponding to the largest eigenvalue of <I>iT‘I'7;.

The proof of Theorem 1 is in Appendix A.2. Accord-
ing to Theorem 1, to solve (4), an optimal AX’; with
respect to Fj is the principal eigenvector of the matrix
<I>Z-<I>Z-T = WTW, denoted by e;. Also, as shown in our
analysis of the need for a coordinated subgraph attack in
Appendix A.1, to solve (5) for a given j € N (i), AX’;
with respect to Fy, is the principal eigenvector of the matrix
®; <I>T, where ®;, = (W — H’;). Let us denote this
solutlon by e;. Since e; optimizes I and e; optimizes
F, YV j € N(1), we can approximately meet both objective
functions by a perturbation which is the weighted average
of these solutions as shown in (7).

AX'] :aei—&—Zﬁdjej. 7
J
The perturbation obtained in (7) maximizes the weighted
average of the loss functions at the node itself and its
neighbors where o and S control their relative importance,
respectively.

The adversary possesses nodes that are present in the
DMG, and these nodes may be connected to non-adversary
nodes. Such neighboring non-adversary nodes are suscepti-
ble to the perturbations made by their adversary neighbors.
Therefore, it is worthwhile to examine the consequences of
the adversary’s perturbations on the non-adversary neigh-
bors of their nodes. Proposition 1 compares this impact to
situations where attacks are optimized for individual nodes.

Proposition 1. Consider an adversary node 1, connected to
adversary nodes j € N (i) and a non-adversary node . On
node 1, the effect of a perturbation optimized by maximizing
the loss over the node i and its direct neighbors j € N (i)
is smaller than the effect of optimizing the loss on only i.

Input: An adversary subgraph G’ : (A’ € R™*" X’ €
R"™*F), an edge perturbation budget k..

Output A modified adversary subgraph G'* : (A’*, X')

: Obtain labeled data by querying the target model

Train a surrogate model.

Initialize the number of edge flips 7 = 0.

While ¢ < k.

Select the node pair having the maximum value of the

average of F and F5 appearing in (4) and (5).

6: Edge flip: edit the name or change the IP resolution to
implement the edge edit.

7: Increment %.

8: return A’"

BARE A .

The proof of Proposition 1 is in Appendix A.3.

4.3. The proposed MintA algorithm

The above perturbation optimization forms the founda-
tion of our proposed MintA attack. The proposed MintA
algorithm is described in Algorithm 1. First, the adversary
trains a surrogate model (Steps 1-2). Then, it constructs an
estimate of its attributed adversary subgraph. After that, the
proposed attack is performed collaboratively on adversary
nodes by optimizing their perturbations according to (7) and
within a given feature perturbation budget k; (Steps 3-5).
Next, the optimal feature perturbation is approximated by
manipulating the editable node features to best fit the desired
optimized values (Step 6). The final modified feature matrix
of the adversary nodes is obtained accordingly. MintA is also
applicable to edge perturbations as well. This can be done
by selecting edge edits that can best match the average of
the objective functions in (7). Algorithm 2 presents the edge
perturbation steps.

Table 2. A SUMMARY OF RESEARCH QUESTIONS AND ANSWERS.

Property investigated Key Result

Effectiveness (adversary nodes) High ASR & Low NFR

Stealthiness (non-adversary nodes) | Low ASR & Low NFR

Robustness: outlier detection High robustness

Robustness: graph purification High robustness

Baseline comparisons Higher ASR & Lower NFR

N W] B W =D

Costs Low and scalable

5. Experiments

We conduct experiments to evaluate MintA’s perfor-
mance. The source code and data are available on the
link: https://github.com/mahmoudkanazzal/MintA. Our eval-
uation aims to answer the questions summarized in Table 2.

5.1. The setup and dataset

In our experiments, we consider Sun et al.’s algorithm
[46] as a target GNN-based MDD model. The approach in

Authorized licensed use limited to: New Jersey Institute of Technology. Downloaded on November 26,2024 at 08:35:36 UTC from IEEE Xplore. Restrictions apply.



Table 3. KEY STATISTICS OF THE DATASET USED (CLIENT AND IP
NODES HAVE NO LABELS).

Node Type Eidsiva | PDNS Total
Clients 12035 0 12035
Domains (total) 12035 465,905 | 477940
Domains (benign) 5,000 4,963 9,963
Domains (malicious) | 5,000 20,354 25,354
IPs 8000 73,593 81593

[46] treats MDD as a semi-supervised node classification
problem. The DMG in [46] is a heterogeneous graph created
according to the network schema in Fig. 2(a) with the 21
FANCI features [47] as its domain node attributes. It is noted
that [46] and all the other works in [7], [11], [12], [14]-
[16] do not share datasets or artifacts as their graphs have
private enterprise data. Therefore, we obtain a heterogeneous
DMG with a similar structure by merging a domain-IP graph
[48] with the Eidsiva enterprise graph, obtained from FEid-
siva Bredband (a broadband telecom operator in Norway),
collected by [57], and available at [58]. Table 3 lists key
statistics of the merged dataset. It is noted that we use
another dataset from [59] to query the target MDD model
for obtaining data to train the surrogate model. By doing
that, the surrogate model is trained independently from the
training and testing DMGs of the target model. Experiments
are conducted on a Lambda GPU Workstation with 128 GB
of RAM, two GPUs each of 10 GB RAM, and an 19 CPU
of 10 cores at a clock speed of 3.70 GHz.
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Figure 7. With feature perturbation and created adversary subgraphs; attack
summary when 100 domains are attacked in (a), ASR, NFR, and ROC when
less than 100 domains are attacked in (b) and (c), respectively.

To conduct experiments with the proposed attack, it is
essential to model the adversary’s intervention in the DMG
using what we refer to as the “adversary’s subgraph”. While
subgraphs of domains owned by real adversaries would
be ideal for this purpose, unfortunately, such data is not
accessible. As a result, we resort to the following modeling
approaches and incorporate them into our experiments.

o A created adversary modeling approach: We create a
set of domain nodes, which will serve as the adversary’s
nodes (Registered in Feb. 2023 and intended to persist for
a few months.) The MDD entity then utilizes the DNS
logs to construct a DMG that incorporates these nodes.
We use a free service provided by https://profreehost.com
to create and host ULRs associated with the registered
domain names, which will be dedicated to emulating
the adversary’s domain nodes. This process entails the
creation of URLs, their free hosting, and the linkage of
domain names to these URLs. By doing so, the adversary
can construct its subgraph based on the knowledge of
these domain names and their respective host IP addresses.
It is noteworthy that this approach closely reflects the
constraints faced by actual adversaries. However, it has
some limitations as the target MDD might not accurately
classify the URLs associated with these domains as ma-
licious. To address this limitation, we also employ the
following additional complementary adversary modeling
approach.

o A sampled adversary modeling approach: In a given
inference DMG, we acquire adversary nodes by randomly
sampling connected nodes solely from the set of domain
nodes that are labeled as malicious. We incorporate these
adversary nodes into the test set to enable the MDD model
to infer their malicious nature. This approach effectively
models the adversary as a collection of interconnected
malicious nodes.

5.2. Performance evaluation of MintA

In the following experiments, we address QIl: Does
MintA meet the adversary’s goals? We evaluate the perfor-
mance of MintA in terms of two metrics. First is the attack
success rate (ASR) which is the percentage of undetected
malicious adversary domains due to the attack. Second,
is a negative flip rate (NFR) which is the percentage of
undetected adversary domains before applying MintA that
are classified as malicious after we conduct MintA. This
represents the side effect of the attack. It is noted that for
the adversary to maximize the effectiveness of the attack,
all of its domains need to be attacked (i.e., 100 in our case).
Nonetheless, in our experiments, we examine the ASR and
NFR for the cases of attacking less than 100 domains. We
also present the ASR-NFR trade-off in a ROC curve. We
repeat each experiment for 30 trials and report the average
values of these metrics with their 95% confidence intervals.
In each trial, we consider a different realization of the MDD
model, the adversary nodes, and the attack.

5.2.1. Feature perturbation. In this experiment, we record
the ASR and NFR after the adversary activates the feature
perturbation attack (Algorithm 1). We set the feature pertur-
bation budget k£ to the sum of dynamic ranges of editable
features (domain name length feature range is 5 and binary
features’ range is 1, so the budget is 5.38 times the number
of nodes involved in the attack). First, we consider the
created adversary subgraph. We found that before activating
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Figure 8. With feature perturbation and sampled adversary subgraphs;

attack summary when 100 domains are attacked (a), ASR, NFR, and ROC
when less than 100 domains are attacked in (b) and (c), respectively.

the attack, around 29.6% of the domains created on average
are detected as malicious by the target MDD model, and
the remaining 70.4% on average are not detected®. The
attack summary is shown in Fig. 7(a). It shows that the
attack evades the detection of 23.7 (0.80 x 29.6) adversary
domains on average out of the 29.6% detectable adversary
domains. The attack results in the detection of around 9.15
(0.13 x 70.4) domains on average from the undetectable
domains. This shows that the attack is successful because
the number of evaded domains is significantly larger than
the ones detected after launching MintA. For the cases of
attacking less than 100 domains, the ASR and NFR are
shown in Fig 7(b) and the ROC curve is in Fig. 7(c).

Next, we repeat the above experiment with sampled ad-
versary subgraphs. Before launching the MintA attack, we
found out that 93.3% of the domains sampled, on average,
are detected as malicious by the target MDD model, and
the remaining 6.7% on average are not detected. For this
experiment, the attack summary shown in Fig. 8(a) shows
that the attack evades the detection of 71.8 (0.77 x 93.3)
adversary domains on average out of the 93.3% detectable
adversary domains. The attack results in the detection of
about 1.3 (0.2 x 6.7) domains on average from the unde-
tectable domains. Therefore, this attack is successful and
is even more successful than in the case of the created
adversary subgraph since more domains are evaded and
fewer are made detectable. For the cases of attacking less
than 100 domains, the ASR and NFR are shown in Fig. 8(b)
and the ROC curve is in Fig. 8(c).

5.2.2. Edge perturbation. In this experiment, we evaluate
edge perturbation attacks (Algorithm 2). We allocate the

6. This rationale is justifiable since these newly created domains do
not currently host real cyber-attacks. As a result, they lack exploitable
associations, such as connections with compromised clients, that could
potentially expose their existence.

budget for edge perturbation, denoted as k., to be equivalent
to the number of edges that will be swapped among the
adversary domain nodes involved in the attack. This decision
is based on the fact that the adversary possesses knowledge
and control solely over the edges connected to its own nodes.
We select the apex, resolve, and similar edges to perturb.
Perturbing these edges can be implemented as specified in
Section 4.1.

First, we consider the created adversary subgraph. The
results with apex edge perturbation are shown in the top
row of Fig. 9. For this attack, the attack summary plot is
shown in Fig. 9(a). This plot shows that the attack evades
the detection of 21.9 (0.74 x 29.6) adversary domains, on
average, out of the 29.6% detectable adversary domains.
The attack results in the detection of around 8.5 (0.12 X
70.4) domains, on average, from the undetectable domains.
This shows that the attack is successful because the number
of evaded domains is significantly larger than the ones
detected from the undetectable domains. Compared with
feature perturbation, the attack has less ASR and NFR. For
the cases of attacking less than 100 domains, the ASR and
NFR are shown in Fig 9(b) and the ROC curve is in Fig.
9(c).
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Figure 9. With apex, resolve, and similar edge perturbation and created
adversary subgraphs; attack summary when 100 domains are attacked,
ASR, NFR, and ROC when less than 100 domains are attacked, in rows
1, 2, and 3, respectively.

The resolve edge perturbation results are shown in the
second row of Fig 9. Looking at its attack’s summary graph
in Fig 9(d), it evades the detection of 15.6 (0.53 x 29.6)
adversary domains, on average, out of the 29.6% detectable
adversary domains. The attack results in the detection of
around 10.56 (0.15 x 70.4) domains, on average, from the
undetectable domains. This attack is marginally successful.
Nonetheless, it is less effective than feature and apex-edge
attacks. The reason is that the adversary has limited IP
addresses, and it can only use these addresses. This restric-
tion limits the effectiveness of the attack. For the cases of
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attacking less than 100 domains, the ASR and NFR are
shown in Fig 9(e), and the ROC curve is in Fig. 9(f). Finally,
the similar edge perturbation results are shown in the last
row of Fig 9. Considering the attack summary in Fig 9(g),
this edge perturbation performs better than the resolve edge
(evades 20.1 domains on average (0.68 x 29.6), and causes
the detection of 7.0 domains on average (0.1 x 70.4) and
is less efficient than the apex edge case. For the cases of
attacking less than 100 domains, the ASR and NFR are
shown in Fig 9(h) and the ROC curve is in Fig. 9(i).
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Figure 10. With apex, resolve, and similar edge perturbation and sampled
adversary subgraphs; attack summary when 100 domains are attacked,
ASR, NFR, and ROC when less than 100 domains are attacked, in rows
1, 2, and 3, respectively.

Next, we repeat the previous experiment with sampled
adversary subgraphs. The results with apex edge perturba-
tion are in the top row of Fig. 10. For this case, the attack
summary is in Fig. 10(a). It shows that, on average, the
attack evades the detection of 62.5 (0.67 x 93.3) adversary
domains out of the 93.3% detectable adversary domains.
The attack results in the detection of around 0.26 (0.04 x
6.7) domains, on average, from the undetectable domains.
Thus, the attack is successful in terms of ASR and NFR.
Compared to feature perturbation, this attack has a similar
ASR but a much lower NFR. For the cases of attacking less
than 100 domains, the ASR and NFR are shown in Fig 10(b)
and the ROC curve is in Fig. 10(c).

The resolve edge perturbation results are shown in the
second row of Fig 10. Looking at its attack summary graph
in Fig 10(d), this attack evades the detection of 55.9 (0.6
% 93.3) adversary domains, on average. The attack results
in the detection of around 0.6 (0.09 x 6.7) domains, on
average, from the undetectable domains. Similar to the case
with created domains, the resolve edge attack is relatively
poorer than the apex edge attack. Nonetheless, it is not
that poor compared to the case of created domains. This is
because the adversary has access to more IP addresses since
its domains are obtained by sampled adversary subgraphs

which may resolve to more diverse IP addresses. Finally, the
similar edge perturbation results are shown in the last row
of Fig 10. Considering the attack summary in Fig 10(g),
this attack evades 57.8 (0.62 x 29.6) domains, on average,
while causing the detection of 0.87 (0.13 x 6.7) domains,
on average. The performance here is slightly better than that
of the resolve edge perturbation and is less competitive than
that of the apex edge perturbation. For the cases of attacking
less than 100 domains, the ASR and NFR are shown in Fig.
10(h) and the ROC curve is in Fig. 10(i).
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Figure 11. With feature-apex, feature-resolve, and feature-similar edge
perturbation and created adversary subgraphs; attack summary when 100
domains are attacked, ASR, NFR, and ROC when less than 100 domains
are attacked, in rows 1, 2, and 3, respectively.

5.2.3. Joint perturbation. In this experiment, we combine
feature and edge perturbations (Algorithms 1 and 2). First,
with created domains, the results with feature-apex, feature-
resolve, and feature-similar perturbations are shown in the
three rows of Fig. 11, respectively. According to the attack
summary in Fig. 11(a), the feature-apex attack evades the
detection of 23.67 (0.8 x 29.6) domains, on average, and
causes the detection of 6.3 (0.09 x 70.4) domains, and is
thus successful. Let us next consider the attack summary
plot of the feature-resolve edge in Fig. 11. This attack evades
23.1 (0.78 x 29.6) domains, on average, and results in the
detection of 10.6 (0.15 x 70.4) domains, on average. Thus, it
is less successful compared to the previous attack. However,
this attack is stronger than the case of feature and resolve
edge attacks alone. Finally, the attack summary of feature-
similar perturbation is in Fig. 11(g). This attack evades the
detection of 27.2 (0.92 x 29.6) domains, on average, and
only causes the detection of 6.3 (0.09 x 70.4) undetectable
domains, on average. This attack is the strongest among the
combined attacks and is more successful than individually
attacking the features or similar edges.

Finally, we repeat the previous experiment with sampled
adversary subgraphs. The results for feature-apex, feature-
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Figure 12. With feature-apex, feature-resolve, and feature-similar edge
perturbation and sampled adversary subgraphs; attack summary when 100
domains are attacked, ASR, NFR, and ROC when less than 100 domains
are attacked, in rows 1, 2, and 3, respectively.

resolve, and feature-similar perturbation attacks are shown
in the three rows of Fig. 12, respectively. The feature-apex
edge causes the evasion of 76.5 (0.82 x 93.3) domains on
average while causing the detection of 0.53 (0.08 x 6.7)
domains on average. The results of the other two scenarios
are similar. In general, the performance with these pertur-
bations is better than individually perturbing the features or
edges. These results show the advantage of combining edge
and feature perturbations.

The above experiments show that MintA is successful
as a framework for adversarial attacks in MDD. This is val-
idated by its ability to evade the detection of high numbers
of adversary domains while leading to the detection of fewer
undetectable adversary domains.

5.3. The impact of MintA on non-adversary nodes

An adversary’s subgraph resides in a larger DMG
formed by the MDD entity. To address Q2: “What is MintA’s
impact on non-adversary nodes?”, we present the follow-
ing experiment. We consider feature perturbations for the
adversary’s nodes. For each number of adversary nodes
with perturbed features, we monitor the impact on non-
adversary nodes residing in the same DMG being direct
neighbors to adversary nodes. Fig. 13 presents the results
of this experiment. As seen in the figure, both the ASR
and NFR impacts of adversary node perturbation on non-
adversary nodes increase when attacking more adversary
nodes. Still, the attack summary plot shows that the attack
results in evading the detection of 29 domains that were
detectable before the attack (11% x266.2=29.38), while it
causes around 7 benign domains (10% x66.7=6.67) to be
detected as malicious. The results demonstrate that MintA’s
impact on non-adversary neighboring nodes is relatively
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Figure 13. The effect of feature perturbations on non-adversary (direct)
neighboring domains; attack summary in (a), and ASR, NFR, and ROC in
(b) and (c), respectively.

moderate and inconspicuous. In other words, the effect
is too subtle to raise suspicions of adversarial activity or
compromise its stealthiness.

5.4. The performance with outlier detection

Recent literature considers the use of simple outlier
detection as a basic defense mechanism to detect adversarial
examples [60]. It is reasonable to assume that an MDD
entity may apply outlier detection as a preliminary defense
measure where domains identified as outliers are considered
malicious, even before using the MDD model. Hence, it is
important to quantify whether MintA causes the attacked
nodes to appear as outliers. For this purpose, we address
Q3: Can the domains perturbed by MintA be detected as
outliers? through the following two experiments. In the first
experiment, we sample a total of 4k nodes and randomly
sample 100 of these to be the adversary nodes. Next, we
perturb the features of all adversary nodes using Algorithm
1. Then, we consider the features of nodes in the whole
set as a sample set and apply outlier detection to this set.
We use isolation forest [61] as an outlier detection method.
We adjust the parameters of outlier detection such that the
number of outliers is around 100 nodes. To this end, we
quantify how many of the detected outliers are data points
(features of nodes) of the adversary nodes. In Fig. 14(a),
we plot the detection histograms of the overall sample (left)
and the adversary nodes (right). It is seen that only 2 of
the 100 adversary nodes are detected from the overall 100
outliers in the sample set of data points. This is close to the
overall percentage of outliers in the whole test set which is
2.5% (=100/4k). Thus, an outlier detection method does not
distinguish the nodes perturbed by MintA from other nodes.

In the second experiment, We compare the performance
of MintA against plain MDD to the case where an MDD
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Figure 14. (a) Histogram of outliers detected when setting the number of
outliers to be 100 from a total set of 4k samples. (b) The ASR of MintA
with and without outlier detection.
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entity employs outlier detection and identifies outlier nodes
as malicious automatically before the use of the MDD
model. Therefore, for this latter scenario, we subtract the
ratio of outliers detected in the adversary nodes from the
calculated ASR. We also adjust the outlier detection algo-
rithm to produce about 100 outliers. Results are shown in
Fig. 14(b). In this figure, it is evident that the MintA attack
is only marginally affected by outlier detection.

5.5. Performance with graph purification defense

To examine the performance of MintA when the MDD
entity applies graph purification defense, we raise Q4: Can
the domains perturbed by MintA bypass graph purification-
based defense? by considering the case of applying the
GCN-Jaccard method [30]. This defense method is based
on dropping Jaccard-dissimilar edges in a given graph sus-
pecting their maliciousness. Hence, any domain node in the
DMG dropped by this method is considered malicious. Fig.
15 shows the impact of this graph purification on feature and
apex edge perturbations in parts (a) and (b), respectively. We
only show apex perturbation since the resolve and similar
edge perturbations perform similarly. The attack generally
bypasses this defense in both scenarios. However, there is
more degradation in the edge perturbation case compared
to feature perturbation. This is reasonable since graph pu-
rification naturally affects the topology of the graph. Thus,
it is more harmful to edge perturbations than to feature
perturbations. These results validate that MintA is resilient
to graph purification-based defenses.
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Figure 15. The impact of graph purification defense by the MDD entity on

MintA’s ASR with feature perturbation in (a) and apex edge perturbation
in (b).
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Figure 16. ASR and NFR comparison of MintA with sequentially applying
the IG-ADV attack [30].

5.6. Comparison with targeted adversarial attacks

Here, we address Q5: What is the performance of MintA
compared to a targeted adversarial attack? MintA is the only
adversarial attack capable of handling multiple connected
nodes, which is precisely its intended purpose. Therefore,
we consider the closest baseline for comparison with MintA
to be the repeated application of single-instance attacks. We
have already presented an experiment on the ineffectiveness
of this approach when considering the IG-ADV attack by
Wu et al. [30] in Section 4.2. For completeness, we compare
MintA to two examples of single-instance attack methods. It
is noted that the ASR used in the experiment in Section 4.2
is the ratio of domains evaded from the attacked domains,
whereas, in this section, we use the same ASR definition
used in the other experiments, i.e., the ASR is the ratio of
evaded domains to the total number of adversary’s nodes
(100 in our case), for consistency.

First, we present an experiment on feature perturbation.
Fig. 16 compares the ASR and NFR of MintA and IG-ADV
attack [30] where IG-ADV is applied individually on each
node. IG-ADV node attack starts to have increases in ASR
with increasing the number of nodes attacked. However, as
more nodes are attacked, the increase in ASR diminishes.
This is due to the aggregate effect of attacking multiple
nodes without coordination as discussed in Section 4.2. As
for NFR, the NFR with IG-ADV starts with a relatively high
value compared to MintA. Next, both exhibit increases in
NFR as more nodes are attacked. Still, the NFR values of
MintA are less than those of IG-ADV.

In another experiment, we compare MintA’s edge per-
turbation to that of the projected gradient descent topology
attack (PGD-ADV) by Xu et al. [33], as a baseline attack
method. Fig. 17 shows the results. This figure shows that the
MintA attack is successful on the adversary nodes, whereas
PGD-ADYV is less effective. Also, the NFR of PGD-ADV is
higher than that of MintA and the difference increases with
an increased number of attacked nodes. These results show
the advantage of MintA over targeted attacks focusing on
a specific node, as MintA alleviates the negative effect of
node perturbations on each other’s evasiveness, as exhibited
with these attacks.
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5.7. Empirical cost analysis

MintA entails primarily the following cost-effective ex-
penses: Preparation cost: This involves querying the tar-
get model to label training data for the surrogate model,
and in our case, we utilized 600 queries. Querying is
typically facilitated through free API or website services.
Surrogate training can be conducted using a standard or
cloud computing platform. Perturbation optimization cost:
This cost depends on the number of adversary nodes and
can be handled by any computer or cloud server. Pertur-
bations implementation cost: Implementing perturbations
requires human effort in modifying domain name and/or
IP resolution, which involves contacting domain registrants
and hosting service providers. There may be potential fees
depending on the subscription plans. To this end, to address
Q6, which pertains to the time and memory costs of MintA,
we measure the execution time (in seconds) and memory
usage (in megabytes) for the processes of surrogate training
and MintA optimization (Algorithm 1). We quantify mem-
ory usage using the psutil Python package and conduct 30
trials, varying the number of adversary nodes. The empirical
costs are summarized in Table 4. As indicated, the time
and memory costs for MintA’s preparation and optimization
are relatively low and can be afforded by any regular or
cloud computing platform. The optimization time cost scales
linearly with the number of adversary nodes, while the other
costs remain relatively stable. These results demonstrate the
scalability of MintA.

Table 4. AVERAGE EXECUTION TIME (IN SECOND) FOR PREPARATION
(tp) AND OPTIMIZATION (t,), AND THE CORRESPONDING MEMORY
USAGES (IN MB) (myp), AND (M), RESPECTIVELY.

No. of Adv. nodes tp to My Mo
50 2.3 4.2 62.7 | 58.5
100 2.3 22.1 61.0 | 64.7
200 2.2 28.4 61.1 | 64.7
500 2.2 94.7 61.0 | 64.9
1000 22 | 2848 | 61.1 | 64.7

5.8. Additional experiments

In addition, we explore the effects of the following
factors on the attack: the percentage of adversary nodes in
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a DMG, the complexity of the surrogate model utilized, and
white-box model access. Detailed information and results of
these experiments can be found in Appendix B.

6. Related Work

Adversarial attacks on GNNs. The vulnerability of
GNN models to adversarial attacks is well-studied [62].
This includes their operation in node classification [34],
graph classification [63], and link prediction [64] in various
applications. However, the vulnerability of GNNs in MDD
is not studied. Only attacks on node classification can be
relevant to MDD as a node-label inference operation. Based
on the attack scope, attacks are either targeted, i.e., focusing
on a given target node, or untargeted (availability attacks)
aiming to degrade the performance of the target model.
Examples of untargeted attacks include using the gradient
[33] and reinforcement learning [34] to add/remove edges.
More recently, Ma et al. [35], [36] consider the problem of
selecting the best nodes for crafting an attack in a given
graph. These works address the node selection process,
not optimizing the perturbation itself. On the other hand,
examples of targeted attacks include reinforcement learning-
based perturbation [26], absolute gradient FGA [29], inte-
grated gradients [30], and greedy perturbation selection for
maximizing the loss of a surrogate model as in Nettack
[27]. More recently, the concept of anchor nodes has arisen.
Those are important nodes in a graph such that flipping
their connectivity to a given target node is sufficient to
flip the model’s outcome for this node. Anchor nodes are
either found by searching for them in a given graph [28],
or by creating and adding them to the graph [65], [66]. The
novelty of MintA lies in handling simultaneous evasion of
multiple connected nodes in a coordinated manner. Besides,
using MintA to attack other GNN operations that use node
features and graph edges can be a future extension.

Other works consider indirect adversarial attacks, where
an adversary manipulates the neighbors of a given target
node to remotely influence it [27], [67], [68]. Nettack in-
troduces the concept of influencer attacks [27], while [67]
employs a generative approach to manipulate multiple nodes
connected to the target node. Also, [68] proposes an influ-
encer attack that operates at a 2-hop distance from the target
node, extending Nettack’s approach. However, these works
do not consider simultaneous attacks on a set of multiple
connected nodes and overlook the significance of multi-
instance attacks [68].

7. Discussion

Impact of the study. This study establishes a signif-
icant security threat against one of the most prominent
MDD approaches, which has garnered attention from both
academia [7], [14]-[16], [46] and industry [3], [17], [23],
[69]. Moreover, it is worth noting that commercialized MDD
tools like DomainTools with Maltego [70] explicitly mention
adopting a graph-based approach but do not disclose their
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exact graph inference technique for proprietary reasons.
In our experiments, we specifically focus on the approach
presented in [46] as a representative case. However, it is
essential to emphasize that MintA is applicable to any
other GNN-based MDD method utilizing DNS logs. We
demonstrate that the costs associated with the preparation,
optimization, and implementation of MintA are reasonable
and manageable under mild conditions.

Limitations of the study. The primary limitations of
this study arise from several factors. Firstly, the scarcity
of MDD datasets is a significant constraint due to con-
cerns regarding potential security vulnerabilities found in
enterprise data available through DNS logs. Additionally,
the usage of patented GNN-based approaches within the
industry restricted our ability to explore a broader range
of comparison options. Another limitation stems from the
absence of applicable adaptive graph purification defenses
for hetGNNs, which could have enhanced the robustness
of the MDD approach. Furthermore, the absence of actual
adversary subgraphs necessitated the adoption of sampled
and created adversary modeling approaches. Although these
approaches were designed to mimic adversary behaviors,
utilizing actual domains associated with a real adversary
would have provided a more accurate representation of
adversary subgraphs during the experiments.

Possible countermeasures and future work. Future
research can explore different avenues to enhance the at-
tack and defense methods in the context of state-of-the-art
MDD approaches that leverage heterogeneous graphs and
hetGNNs. One potential direction is to harness the hetero-
geneity of the DMGs to further improve the effectiveness
of the attack. Conversely, another important extension is to
develop efficient defense mechanisms to counter MintA’s
vulnerability that has been demonstrated. A promising di-
rection for defense is to integrate and complement the
knowledge gained from DNS logs to bolster the robustness
of MDD, given that malicious actors can access these logs.
It is worth noting that, despite MintA’s stealthiness against
outlier detection, exploring approaches that leverage addi-
tional information from DNS logs could enhance the defense
against such attacks.

8. Conclusions

In this research, we investigate the vulnerability of cur-
rent Graph Neural Network (GNN)-based Malicious Do-
main Detection (MDD) approaches to evasive adversarial at-
tacks during inference. We demonstrate how adversaries can
practically exploit the reliance of GNN-based MDD on DNS
logs to carefully modify their domain nodes, effectively al-
tering the resulting graphs constructed by MDD entities. To
optimize these modifications for effective evasion, we pro-
pose a novel multi-instance adversarial attack called MintA.
This attack is particularly suited for practical adversaries
who own multiple interconnected domains, considering cost
and stealthiness factors. Unlike existing adversarial attacks,
MintA aims to simultaneously evade detection for as many
adversary domain nodes as possible.

Our experiments reveal that MintA achieves remarkable
success rates, exceeding 80%, when targeting a state-of-the-
art GNN-based MDD algorithm with real-world data. Also,
we demonstrate that MintA can bypass defense methods
based on outlier detection and graph purification, underscor-
ing its effectiveness in evading detection mechanisms.
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Appendix A.
Analysis and Proofs

A.l. Analysis of the need for a coordinated sub-
graph attack

Let us recall the formulations of the two objective func-
tions F and F5 in (4) and (5), respectively. We can optimize
AX’; to maximize F; and F5 using Corollary 1.1.

Corollary 1.1. The quantity F; = | BAX',W|3 is
maximized by maximizing the sum of inner products
(AX', W), VEke{l,...,K} where W € R**K,

Proof. Le us make use of the fact that AX’; only changes
the feature matrix at the ¢-th row (corresponding to node 7).
Let us now quantify the effect of this change with the help
of matrix form representation of the formulations of F; and
F5, as follows.

F, = |BAX",W|3 =

Biy Biz ... Bin 0
By By ... Bay 0
:o . AX'; (Wi Wl
Bnl . Bnn 0 2
(®)

where B, ; is the element in B at the i-th row and j-th
column, and W is the i-th column in the model parameter
matrix W. With a few algebraic simplification steps, we can
write.

Bii(AX';, W1) ... Bi,(AX";, W,.) 11
F = . ) .
B,,”(AX'“W1>B”L<AX,“W”> 2
&)
It is clear now that maximizing F} requires maximizing
the sum of inner products (AX’;, W), V k. O

Now, the effect of AX’; on the message at node j €
N (@) is

AX,j = [B]1<AX/2, W1> Bji<AX/i, Wn>] . (10)
This will be added to the aggregate message at the node.
J (H'j). So, the loss at node j will be changed as follows.

AL; (A, X'+ AX';; W, j) = |B[AX'; + H' ;] W|3.
(11)

Following Corollary 1.1 and (11) for maximizing

L; ¥V j € N(i), or equivalently, maximizing F5, this
requires maximizing the inner products (AX’;, W —
H';), VEke{l.. K} j € N(@).Itis clear that
optimizing AX’; only considering F; will not meet maxi-
mizing F5. This proves that adversarial perturbations applied
at node 7 are not optimized to serve the evasion of node j.
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A.2. The proof of Theorem 1

Proof. Introduce a Lagrange multiplier A to the formulation
in (6), for simplicity, let us use X’ to denote AX’;.
_ 712 2 _
F=|®X'|>? )Y X[ —e=0.
J

Differentiating both sides:

OF B)

0X', 8X' Z <Z‘I’”XI> ~ax, ZXI?ZO’
J

LZ Z(I)X’ _)\LZX/Q

OXNh =\ ) Tax T T

D B> B X =AX )

A solution is the eigenvector of 'I>T<I>, since

Then, we select the eigenvector having the largest eigenvalue
of &7 ® since this will maximize the objective function. L[]

lox|* =22 | x|

A.3. The proof of Proposition 1

Proof. consider an adversary node ¢, connected to j adver-
sary nodes and a non-adversary node /. The adversary knows
1 and 7 and is not aware of [. Let us compare the contribution
of the perturbation applied at node ¢ to the message collected
at node [ in cases where the optimization is done by max-
imizing the loss on node ¢, and the proposed case where
the perturbation is done by maximizing a weighted average
of the loss at node ¢ and its direct adversary neighbors
j € N(4), in a coordinated fashion.

For the case of perturbation optimization by maximizing
the loss at node 7, from (4), and Corollary 1.1 in Appendix
A.l, an optimal AX’, must maximize its inner products
with the columns W,..., W, in the model parameter
matrix W. Next, we showed in Theorem 1 that this solution
is the principal eigenvector of the matrix WIW. This
solution is denoted by e in equation (7). Let us use the
notation e(W') to denote the solution. The magnitude of
the effect of the perturbation at ¢ received at node / can be
written as follows.

(8 12)

1
[Msingtell = E||6(W
1
where d; is the degree of node [.
In the proposed MintA attack case, the magnitude of
message contribution of the perturbation is.

1 1
”mproz)osedn = j\|aargmax Pyl + d*”ﬂ argmax Fy|.
1 AX', 1 AX',

13)

This can be written as:

-l-ﬁZ—e W — H'))|. (14)

||mpT0posedH = [[(ce(W
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Applying the triangle inequality,

1
W)+ 81D S-e(W = H';)]|.

(15)
Now, let us evaluate the ratio of Mmproposed 10 Mgingle-

||mproposed|| < a||(e(

[mproposeal] _ eI+ B3, 7-e(W — H';)|
[msingte | le(W H
s 152, Z-e(W — H';)| 16
le(W)]

The numerator in the quotient in (16) is the magnitude of
the summation of multiple vectors of arbitrary directions.
For these vectors to add up in magnitude, their directions
need to be aligned. This means that the eigenvectors of the
matrices (W — H’;))T(W — H’;)) need to align V j.
This requires these matrices to be scalar multiples of each
other. This condition can be met only if the messages (H')
are equal. This requirement can not be met since different
nodes can have different messages. Now, let us assume that
the perturbation A X’; has the same perturbation magnitude
in both cases (single node attack and the proposed MintA),
and the solutions e are unit-norm eigenvectors to be scaled
by the perturbation budget, and let us assume that nodes
and j have the same degree. Then, the maximum value of
the quotient in (16) is « + S which is 1 since « and 3 are
weighted average coefficients. Thus, we can write

(a7
O

”mproposed”/HmsingleH <o+ 6 =1.

Therefore, |Mproposedl| s strictly less than ||msingiel|-

Appendix B.
Supplementary experiments and results

Impact of the adversary subgraph’s share from the
DMG. The experiments in Section 5 consider an adversary
owning 100 domains and a DMG of 4000 nodes. To further
evaluate MintA, we experiment with varying numbers of
adversary nodes (from 50 to 1000). For each case, the
ASR and NFR are recorded when all adversary nodes are
attacked, averaged over 30 trials, and presented in Fig. 18.
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Figure 18. Average ASR and NFR versus the adversary’s share on a DMG
when all adversary nodes are involved in the attack.

From Fig. 18, in general, MintA is more successful with
increasing its node share in the DMG, in terms of both ASR
and NFR. However, the ASR increase and NFR decrease are
not commensurate with the increase in the adversary’s share
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Figure 19. Feature and apex edge performance with white-box model access
in (a) and (b), receptively.

in the DMG. We attribute this behavior to the impact of
messages fed to the adversary’s nodes from non-adversary
nodes (unknown to the adversary). This impact dramatically
decreases as more nodes in the DMG belong to the adver-
sary. This means that the effect of ignoring non-adversary
messages decreases. This will continue till the limiting case
where the adversary possesses the entire DMG. However,
it is more practically sound to assume an adversary with a
small portion of the DMG as it is not possible to intervene
with the DMG construction at the MDD entity.

White-box model access. In the following experiment,
we evaluate MintA in a white-box setting. We examine
MintA with feature and apex edge perturbation attacks
assuming access to the target MDD model parameters. Fig.
19(a) shows the performance with feature perturbation while
Fig. 19(b) shows the performance with apex-edge perturba-
tion. According to this figure, it is seen that white-box access
to the model improves both attack metrics (ASR and NFR).
However, the attack is still not perfect since the validity
of the linearized model assumed in the formulations (and
perturbation optimizations) is violated.

Different surrogates. To quantify the impact of the
complexity and architecture of a surrogate model on MintA’s
performance, we repeat the feature perturbation attack (with
a sampled adversary subgraph) with two surrogates; a
homogeneous graph attention network (GAT) [71] and a
heterogeneous GAT (hetGAT) that uses edge-aware message
passing with GAT and assumes the same edge types used by
the target model. Fig. 20 shows that both surrogates are in-
ferior to the case of using a linearized GCN. This is because
the validity of the linearized surrogate model becomes less
accurate with using more sophisticated surrogates. However,
the performance with the hetGAT surrogate is slightly better
than that of the simple GAT one.
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Figure 20. Average ASR and NFR with a GAT surrogate and a hetGAT
surrogate in (a) and (b), respectively.
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Appendix C.
Meta-Review

C.1. Summary

This paper proposes an adversarial evasion attack
on graph-neural-network-based malicious domain detectors
(MDD). The authors optimize node/edge perturbations on a
surrogate MDD based on the subgraph of adversary nodes,
and evaluate the effects of perturbations on the target MDD.

C.2. Scientific Contributions

« Identifies an Impactful Vulnerability

o Provides a Valuable Step Forward in an Established
Field

« Independent Confirmation of Important Results with
Limited Prior Research

C.3. Reasons for Acceptance

1) The paper demonstrates an impactful vulnerability in
GNN-based MDDs. The authors propose a multi-
instance adversarial attack that requires black-box ac-
cess to the target MDD, and consider both outlier de-
tection and graph purification as defense mechanisms.
The paper provides a valuable step forward in an
established field, demonstrating that the effort to evade
the detection at a certain adversary node can contra-
dict the evasion of other adversary nodes. The authors
formulate the evasion as a two-objective optimization
problem that jointly maximizes the model’s loss at each
adversary node and its neighbors.

The paper designs and performs experiments under
both synthetic and real-world settings to evaluate the
efficacy of the proposed attack, demonstrating its fea-
sibility.

2)

3)

C.4. Noteworthy Concerns

1) The methodology for the use of sampled and created
adversary models lacks clarity, which is exacerbated by
imprecise language and complicated evaluation setup.
For example, the target malicious domain detection
(MDD) model demonstrates inadequate performance
in “created adversary” settings, where the detection
rate for malicious domains is 30%, suggesting that
the adversary has already achieved significant success
with over 70% of their domains being misclassified as
benign, without even conducting any form of attack.
Furthermore, the “created adversary” experiments ap-
pear to conflate the ground truth with own labeling.
Reviewers believe that a discussion on threats to the
validity of the experimental results could be beneficial,
which can clarify the methodological choices of the
evaluation.
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2)

3)

Ap

Threat model diverges from prior work (i.e., [30]) with-
out motivation. Specifically, the assumptions to pre-
serve the graph structure and feature statistics, which
ensure that perturbations are unnoticeable, are violated.
It is thus unclear whether IG adversarial attack can
serve as an appropriate baseline given the different
assumptions.

The paper does not discuss the relationship between the
quality of the surrogate and attack success rate, e.g.,
how many queries the adversary should use to train
their MDD.

pendix D.

Response to the Meta-Review

Below is a summary of our responses to the remaining

concerns in the meta-review.

Concern 1: During our experiments, we aim to model
the adversary’s intervention in the DMGs using what
we refer to as the “adversary’s subgraph”. However,
since actual adversary domain nodes are unavailable,
we resort to two different modeling approaches. In the
first approach which we call the sampled adversary
modeling, we exclusively sample connected nodes from
the ground-truth malicious domains in the test set. This
allows us to simulate the behavior of an adversary
without actual adversary domain data. In the second ap-
proach, which we call the created adversary modeling,
we manually register domains to simulate the creation
of adversary domains. We carefully adhere to practical
constraints while creating these domains to provide
a realistic representation of an adversary’s behavior.
Further details on these modeling approaches, including
the motivations behind their usage and their limitations,
can be found in the last two paragraphs of Subsection
5.1 (The setup and dataset). Additionally, in Section 7
(Discussion), we address the limitations of our study,
including the absence of datasets containing domains
of actual adversaries. These limitations are explained
in detail in the second paragraph of that section.

Concern 2: MintA maintains its stealthiness by manipu-
lating only a small fraction, specifically 5 out of 45 ele-
ments, in the feature vector while preserving the overall
statistics of the node features. In the experiment show-
cased in Subsection 5.4 (The performance with outlier
detection), MintA demonstrates its ability to evade
outlier detection, as it does not manipulate statistical
features, which are crucial for isolation forest-based
detection methods. In comparison to existing single-
instance attack methods like IG-ADV [30] and PGD-
ADV [33], which excel at attacking individual nodes
but struggle against multiple connected nodes, MintA
is specifically designed for multi-instance attacks. It
outperforms these baselines when applied to connected
nodes, as illustrated in Fig. 16 and Fig. 17. Further
details explaining the ineffectiveness of IG-ADV with
multiple-connected nodes are provided in Footnote 5.
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The rationale behind selecting IG-ADV and PGD-ADV
as the closest baselines for comparison is discussed in
the first paragraph of Subsection 5.6 (Comparison with
targeted adversarial attacks).

Concern 3: To facilitate ease of use and enable the
analysis of input perturbations, we employ a simplified
linearized 2-hop GCN as a surrogate model. During the
surrogate model training, we query the target model
for 600 domain nodes. It is essential to note that the
training data for the surrogate is entirely distinct from
the evaluation datasets to avoid any data leakage. The
success of the attack using this surrogate model is
an indicator of potential transferability to the target
model. Although we evaluated more complex surrogate
models, they were found to be inferior to the linearized
GCN in terms of performance. To provide clarity on
the surrogate model’s quality, we include a clarification
in the second paragraph of Section 3 (Threat Model).
Additionally, experiments on the two additional surro-
gates are presented in Fig. 20 and the last paragraph of
Appendix B.
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