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Computational insights into steady-state and
dynamic Joule-heated reactors†

Arnav Mittal,a Marianthi Ierapetritouab and Dionisios G. Vlachos *ab

Joule-heated reactors could drive high-temperature endothermic reactions without heat transfer

limitations to the catalyst and with high energy efficiency and fast dynamics under suitable conditions. We

use 3D computational fluid dynamics (CFD) to investigate the power distribution, temperature field, and

flow patterns in continuous steady-state and rapid-pulse Joule heated reactors with carbon fiber paper as

the heating element. The model is in good agreement with published experimental data. We demonstrate

flow recirculation under typical conditions and derive criteria for their suppression. We showcase rapid

(seconds or shorter) and uniform heating to very high temperatures (>1500 °C) with minimal heating of

the flowing gas, which could reduce undesired gas-phase chemistry. A simple energy model indicates that

a high applied voltage and heating elements of high electrical conductivity and low volumetric heat

capacity accelerate heating. We report heat transfer enhancement during rapid pulsing, a form of process

intensification enabled by dynamic operation.

1. Introduction

Manufacturing is the world's largest energy-consuming sector
and the third-largest source of greenhouse gas emissions.1–3

Process heating of chemical manufacturing accounts for 36%
of the total energy consumption of the manufacturing
sector.1–4 This underscores an urgent need to develop and
deploy scalable and sustainable technologies that decouple
economic growth from greenhouse gas emissions to
decarbonize the industrial sector using renewable electricity.5

An effective decarbonization approach involves developing
new processes for chemical production that replace fossil
fuels with energy from wind and solar sources.1 Electrification
methods that convert electricity into heat, such as microwave
heating,6–9 induction heating,10 and Joule heating,11–16 are
such technologies. Among these, Joule heating is the only one
that directly transforms electrical energy into thermal
energy.17

Recent studies proposed that reactor internal Joule
heating elements can eliminate heat transfer limitations
from the reactor wall to the catalyst and save 2× the energy
compared to a furnace for high-temperature endothermic

reactions, such as ammonia decomposition, methane
reforming, high-temperature pyrolysis, alkane
dehydrogenation, and plastics recycling.18,19 Our previous
work used a carbon fiber paper (CFP) heating element and
achieved very high heating rates (∼14 000 °C s−1) and a near-
isothermal catalyst surface.18 Other studies20–24 used
different geometries to understand the reactor's dynamics,
gas temperature contours, and the effect of reactor size on
heat transfer. Despite advances, the spatiotemporal flow and
temperature fields in Joule-heated reactors are hard to obtain
experimentally but are crucial for efficient reactor
operation.25 Computational fluid dynamics (CFD) can be
employed to provide temperature and flow fields non-
intrusively, insights into operation, and transients with
unprecedented spatiotemporal resolution.7,16,26,27

In our study, we first compare CFD simulations with
experimental data and then examine flow and temperature
patterns in Joule reactors under steady state, transient, and
rapid pulse heating operation. We found that carbon heating
elements can achieve high, uniform temperatures, crucial for
efficient catalyst use, and localize hot zones near the element
to mitigate unwanted gas-phase reactions. We observed
reverse flows influenced by the element's steady-state
temperature. Strategies to reduce reverse flows and prevent
dead zones are proposed. Heat transfer between the element
and gas results in low Nusselt numbers. We also showed that
rapid pulse Joule heating enhances heat transfer, essential for
industrial applications. The voltage, heating element length,
and the element's electrical conductivity and volumetric heat
capacity enable ultra-fast heating and a short time to attain
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steady state. We have also developed an analytical model to
describe the system's dynamics and timescales crucial for
designing reactors.

This article is structured as follows. First, we present the
computational methodology and system schematics
employed in analyzing flow and temperature profiles in Joule
heating reactors. This is followed by a description of the
parameters for assessing the performance of the Joule
heating reactor. In the results and discussion, we provide
experimental validation for the CFD model, present steady-
state results for a continuous Joule heated reactor and
discuss transient behavior and rapid pulsing with insights
from a 0D model. The conclusions highlight the key findings.

2. System description and
computational methods
2.1 System description

Scheme 1 shows the geometry of the Joule heating reactor,
where V1 represents the surface connection to the positive
terminal and V0 represents the ground connection (0 V).
We model a carbon fiber paper (length (L) = 38 mm, width
(Lw) = 8 mm, and thickness (Lth) = 0.21 mm, refer to

Table 1 for material properties) contained within a quartz
tube (radius (r) = 11 mm, length (Lt) = 80 mm) in
continuous gas flow. A constant voltage V is applied across
the carbon fiber paper.

2.2 Models and computational methods

We solve the electric current, fluid dynamics, and heat-
transfer equations. The current density J in the carbon fiber
paper is described using the Maxwell–Ampere law33,34

J ¼ σE þ ∂D
∂t þ Je (1)

where σ is the electrical conductivity, E is the electrical field
intensity, D is the electric displacement, and Je represents the
externally generated current. Eqn (1) is combined with eqn
(2) and (3).

E = −∇V (2)

∇·J = 0 (3)

Eqn (2) defines the electric field, and eqn (3) imposes charge
conservation.33,34 The power density dissipated into a
medium, denoted as Pe, is described as33,34

Pe ¼
∂ 1

2
ε0εrE·E

� �
∂t (4)

where ε0 is the permittivity of vacuum and εr is the relative
permittivity of the material. Eqn (4) can be rewritten as σE·E
(refer to ESI† for detailed derivation). Combining this with
eqn (2) results in inverse of the resistance times the square

of voltage difference applied
V2

R

� �
. The dissipated power

serves as a heat generation term in the energy balance
equation (eqn (5)).33

ρCp
∂T
∂t þ ρCpU∇T ¼ −∇ κ∇Tð Þ þ Pe (5)

Here, T denotes the temperature, ρ is the mass density, Cp is
the specific heat, U is the velocity, and κ is the thermal
conductivity. To evaluate the spatial temperature field and
the temperature field inside the Joule heating element, the
energy balance equation is solved together with eqn (1)–(3),
the continuity equation for compressible fluids (eqn (6)), and
the Navier–Stokes equation (eqn (7)).33

Scheme 1 Schematic of the Joule-heated reactor modeled in
COMSOL.

Table 1 Carbon fiber paper properties. T is the temperature in Kelvin

Material property Carbon fiber paper values

Thermal conductivity [W m−1 K−1]28,29 400
Density [kg m−3]30 452.38
Heat capacity [J kg−1 K−1]31 2253 + 0.038 × T − 3.8 × 105/T
Electrical conductivity [S m−1]18 1/[0.00021 × [0.76 − 0.000113 × (T − 273.15)]]
Relative permittivity [1]32 4960
Emissivity (this work with data from ref. 18) 0.68
Effective voltage (this work with data from ref. 18) 0.97 × V
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∂ρ
∂t þ ∇· ρUð Þ ¼ 0 (6)

∂ ρUð Þ
∂t þ ∇· ρU ×Uð Þ ¼ μ∇2U −∇P þ ρg (7)

In eqn (7), μ is the dynamic viscosity and P denotes the
pressure. The aforementioned governing equations are
implemented and solved using the COMSOL Multiphysics
software,35 referenced hereafter as COMSOL. The AC/DC
module, the heat transfer module, and the laminar flow
module are employed for time-dependent, three-dimensional
simulations and solved using inbuilt finite element solvers. A
2D axisymmetric model is not used due to the non-
axisymmetric nature of the heating tape and 3D non-
symmetric vortex formation.

Scheme 2 illustrates the boundary conditions of the
model. All Joule heating element surfaces except the
terminals are electrically insulated. At the carbon paper–gas
interface, the tangential component of the electric field and
the normal component of electric displacement are
considered continuous. Heat loss due to natural convection
is imposed outside the quartz tube. We also consider
radiation loss from all surfaces of the carbon fiber paper to
the environment. The initial temperature is 20 °C. The
temperature at the inlet (T in

g ) is 20 °C, and a zero gradient
boundary condition is applied at the outlet. A zero gradient
for pressure and no-slip boundary condition for velocity are
imposed at the tube wall. A zero gradient and constant
velocity are used for the pressure and velocity at the inlet,
respectively. At the outlet, the velocity has zero gradient, the

backflow is suppressed, and the pressure is constant
(atmospheric). A mesh dependency was performed to ensure
discretization-independent results (Fig. S1†). We have utilized
a fine general physics mesh for the heating tape and normal
for the quartz tube and the fluid dynamics. The emissivity
and effective voltage faced by the element were adjusted by
matching the predicted temperature and current to our
previous experiments (see also below and Table 1).18

Flow dynamics is primarily influenced by interfacial,
viscous, and gravitational (buoyant) forces. To understand
the relevant forces, we compared nitrogen (N2) and helium
(He) as a carrier gas (see Table 2 for gas properties calculated
at 20 °C using the in-built COMSOL material module). These
gases share similar volumetric heat capacity (density × heat
capacity) but the density, mass-based specific heat, thermal
conductivity, and viscosity differ substantially. To assess the
presence of reverse flow, we use the criterion of Visser
et al.36,37 Reverse flow exists when the axial component of the
velocity (uz) falls below −0.1 times the average axial velocity
(uavg). In dimensionless form, reverse flows are prevented
when the ratio of the Grashof number (Gr) to the Reynolds
number (Re) (refer to ESI† for definitions, eqn (S1) and
(S2)),36,38 is smaller than αcrit. αcrit can be determined by
increasing the inlet flow rate for given conditions until no
reverse flow occurs.

To investigate the axial variation of heat transfer from the
element to the gas, we calculated the Nusselt number (Nu,
eqn (8)) along the heating element in the wide dimension
(x-direction in the ZX plane, refer to Scheme 1) using eqn
(9).37–39

Nu ¼ hD
κ

(8)

Nu ¼ dTg

dx
×

D=2
Tw −T∞

� �
(9)

In eqn (8), h is the heat transfer coefficient and D stands for
the diameter of the reactor. In eqn (9), Tw is the temperature
just adjacent to the element, and T∞ is the gas temperature
far away from the element. The temperature gradient normal

Scheme 2 Schematic of boundary conditions used in the Joule-heated reactor model.

Table 2 Properties of gases at 20 °C. Temperature dependence is
included in COMSOL

Property (20 °C)35 Helium (He) Nitrogen (N2)

Density (kg m−3) 0.16 1.16
Viscosity (Pa s) 1.95 × 10−5 3.805 × 10−5

Thermal conductivity (W m−1 K−1) 0.15 0.06
Heat capacity (J kg−1 K−1) 5195 1040
Volumetric heat capacity (J m−3 K−1) 852.0 1206.4
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to the element
dTg

dx

� �
was evaluated using a 3 point forward

finite difference scheme with a step size of 0.105 mm by
metanalysis of the CFD data.

To support insights regarding flow and heat transfer, we
estimated the carbon tape heating and cooling rates (upon
turning the power off), the time to reach steady state, and the
steady state temperature (refer to Fig. S2† for details). Te;ss is
the carbon tape spatial average steady state temperature.

Steady state is achieved when
Te tð Þ −Te t −Δtð Þ

Te t −Δtð Þ < 0:001, where

T̄e is the temperature spatial average over the volume of the
heating element and Δt is the time step. tss corresponds to
the time elapsed to reach the steady state temperature. The
heating rate is the slope of the fit from the initial
temperature to 0:9 ×Te;ss . The cooling rate is determined
similarly when the temperature decreases upon turning the
power off.

The temperature uniformity of the element at steady
state is evaluated using the coefficient of variance (CV).40

CFD also solves the heat equation inside the heating
element. As both faces of the element are symmetric, the
temperature profile for one of the surfaces (Ts) is used to
calculate the CV.

CV %ð Þ ¼ Std Tsð Þ
Ts

× 100% (10)

A high CV means a non-uniform element temperature;
conversely, a low CV indicates a uniform element surface
temperature.

To gain insights, a simple 0-D model for an isothermal
element is also derived below. The validity of the assumption
is discussed in the Results and discussion section. The
element's temperature, Te, evolution is described using a
simple energy balance across the element volume:

d ρCpV sTe
� �

dt
¼ Qeh −Qcond −Qrad (11)

Qeh ¼ σ
V
L

� �2

Vs (12)

Qcond = hA(Te − Ta) (13)

Qrad = eΣA(Te
4 − Ta

4) (14)

where all physical properties pertain to the solid material, Vs
is the solid volume (length (L) times width (Lw) times
thickness (Lth)), Qeh is the electrical heating rate, Qcond is the
heat rate lost to the flowing gas, Qrad is the radiative heat loss
rate, h is the heat transfer coefficient between the solid and
gas, Ta is the ambient temperature, e is the emissivity, Σ is
the Stefan–Boltzmann constant, and A is the (total) exposed
surface area.41,42 After combining eqn (11)–(14), we solve the
model using the odeint library in Python.

3. Results and discussion
3.1 Comparison to experimental data

Experiments from previous work18 was used to validate our
CFD model. The experiments consist of a vertical tubular
reactor made of quartz with gas flowing from top to bottom.
The CFP element is held by two stainless steel clamps and
four copper plates, and a DC power supply provides the
current for Joule heating. We compared our predictions with
the CFP element's steady state temperature under continuous
operation at various voltages with He flowing at 90 mL min−1

using the infrared (IR) camera (Optris PI 1M or PI640). CFD
temperatures for continuous Joule-heated reactors at various
voltages are in excellent agreement with experimental data
(Fig. 1a), with a relative deviation of <0.5%. The insets show
an IR camera image highlighting the experimental element
temperature uniformity. Experiments shows that the heating
element remains stable experimentally over days of
operation. Longer time on stream data will be valuable.
Under adiabatic conditions, one would expect high wall
temperatures and materials stability would need attention.

Fig. 1b compares our prediction with the element surface
temperatures for transient operation with the voltage turned
on and then off for three settings. The IR camera had a lower
detection limit (the solid lines are truncated at long times).
Additional validation data is shown in Table S1.† Given that
the properties of the materials are not as accurately known,
especially their temperature dependence, the model
predictions are satisfactory.

3.2 Steady-state flow and temperature in continuous Joule-
heated reactors

The majority of the literature Joule-heated reactors operate at
steady state (a continuous Joule-heated reactor).42,43 Thus, we
first investigate the Joule heated reactor's temperature
followed by flow at steady state.

Highly endothermic reactions, such as propane
dehydrogenation or methane reforming, need high
temperatures, which can also trigger undesired gas phase
reactions. Joule heated reactors using a CFP element can
provide high temperatures while minimizing undesirable
reactions.18,20 For example, how localized the temperature
field is near the heating element is unclear. We analyze the
temperature field without reactions to provide insights.
Fig. 2a–d shows isotherm contours on two planes (ZX and
ZY) parallel to the z-axis at various He flow rates. The gas
temperature remains high only near the heating element. It
decreases with increasing distance (x and y-axis distance)
from the heating element. Lower inlet gas flow rates (Fig. 2a–
c) result in the incoming gas being heated near the entrance
of the reactor, due to heat transfer upstream, whereas higher
inlet flow rates (Fig. 2d) result in heating of the gas after a
certain distance from the entrance. Fig. 2e depicts the
temperature contours for the element, showing negligible
change with increasing inlet flow rate. The temperature of
>80% of the surface is within 15 K (1805–1790 K). The edges,
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especially near the entrance, are slightly colder (∼1770 K)
than the center (∼1805 K). Overall, the temperature gradient
along the surface is small (<2% of the maximum
temperature and the coefficient of variance (CV) < 0.1%), i.e.,
the surface is almost isothermal despite the very high
temperature. Unlike temperature gradients in other Joule-
heated reactors, e.g., external wall-heated, the carbon heating
tape leads to very efficient and uniform catalyst utilization.18

The radial distance between isotherms in the gas is
constant, implying a roughly constant spatial temperature
gradient. The gas temperature profile between the element

and the quartz tube remains similar when changing the inlet
flow rate, and the reactor has fixed hot and cold regions at
steady state. High temperatures happen on the catalyst and a
hot zone contained only near the element; the gases
experience rapid cooling away from the heating element (at
∼5 mm axially and ∼8 mm radially, the temperature has
dropped from 1700 K to 600 K). This localized hot zone
confined to the element, as seen in Fig. 2, aligns with prior
hypothesis that the gas remains cold. The CPF behaves
unlike Wismann et al.23 FeCrAl element, who found
significant temperature gradients across it due to its lower

Fig. 1 Comparison of CFD and published experimental data.18 (a) Average steady-state element's surface temperature for continuous Joule-
heated reactors at various voltages with He, flowing at 90 mL min−1 (element's length = 38 mm, width = 8 mm, and thickness = 0.21 mm). The
inset shows IR data indicating the temperature uniformity. (b) Transient data for rapid pulse Joule-heated reactors (50 ms of heating and 950 ms
of cooling. The IR camera detects down to 638.5 °C and thus, cooling-phase transient data below this temperature is not shown).

Fig. 2 Temperature isotherms at steady state for 30 V applied for a He inlet flow rate of (a) 90 mL min−1, (b) 180 mL min−1, (c) 360 mL min−1, and
(d) 720 mL min−1. (e) Temperature contours of the element surface (ZY plane) at steady state for 30 V applied.
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thermal conductivity. This rapid cooling significantly reduces
the likelihood of undesirable gas phase side reactions. The
rapid quenching of the gas phase and reduced coking by gas
chemistry, consistent with experiments,20 is a novel
characteristic of the heating tape.

As the gas inlet flow rate increases, the gas heat-carrying
capacity increases, shifting the isotherms downwards (along
the + z-axis). The z-distance between the isotherms upstream
of the element decreases. Conversely, the z-distance between
contours downstream of the element increases, i.e., as the
inlet flow rate increases, the distance required for cooling
downstream becomes greater. The gas cools and heats faster
with increasing inlet flow rate.

Here we assess the effect of increasing inlet gas flow rate

on both the outlet gas temperature Texit
g;ss and element's

average temperature Te;ss
� �

(Fig. 3a) for the two gases. The
tape temperature is very high despite the relatively low
voltage applied and the heat losses (discussed next). Clearly,
one can achieve catalyst temperatures unachievable by
conventional means. Surprisingly, despite the high heating
element temperature, the exit gas temperature is hardly
above room temperature. As the inlet flow rate increases,

Texit
g;ss increases gradually for He and Te;ss increases slightly.

This aligns with the increase in the gas expansion observed
with increasing inlet flow rate. For N2, Te;ss is higher by

approximately 100 °C and Texit
g;ss is slightly comparable to He.

Texit
g;ss increases with an increase in the inlet gas flow rate as

the gas removes more energy from the element.
We analyze the energy dissipation to understand the low

outlet temperature despite the element's high temperatures.
Most of the power supplied is lost through radiation
(Fig. 3b). A small fraction is lost through conduction from
the element surface to the gas, which is then convected and
conducted toward the quartz tube. This energy is eventually

carried away by the air circulating outside the quartz tube.
The quartz tube power loss through radiation is negligible,
due to its low temperature (∼20 °C). The remainder of the
power supplied is carried by the outlet gas (this is a very
small fraction). Owing to the low thermal conductivity of N2,
the power transferred to the quartz tube is reduced. This
results in diminished power loss to the environment as
compared to He (6% vs. 21.8%), consistent with the results in
Fig. 3a. The data highlights a potential strategy for enhancing
power efficiency by minimizing radiative power loss through
radiation reflection (Fig. S3† shows the element's
temperature profile when we trap radiation). At these high
heating elements temperatures, radiation dominates heat
losses, as expected, the heat transfer to the gas is slow, and
the heat losses from such a microsystem are huge that the
exit gas is hardly warm.

A similar analysis was conducted for Te;ss ∼ 1000 °C and
600 °C, with N2 flowing, as shown in Fig. S4.† At 1000 °C
(methane reforming temperatures), radiation remains the
primary power loss mechanism, accounting for about 70% of
the total, but is now comparable in magnitude to the
conduction power loss. At 600 °C (propane and ethane
dehydrogenation temperature), radiation and conductive
power losses are comparable. The reduction in the radiation
power loss (and the corresponding increase in the
conduction power loss) as Te;ss decreases is attributed to the
T4 dependency of the radiation term. This highlights the
significance of employing an adiabatic system. At these
temperatures, Te;ss changes negligibly (<1%) with increasing
gas flow rate.

The temperature profile of the gas influences the velocity
profile (and vice versa). This interplay between temperature
and velocity results in different flow patterns that can either
improve or hinder reactor performance. In Joule heated
reactors, we observe reverse flow facilitated by buoyant forces

Fig. 3 Steady state temperature and power distribution. (a) Average element and average gas outlet temperatures at steady state vs. gas flow rate.
Conditions: 30 V (error bars represent the maximum and minimum gas outlet temperature). (b) Power distribution when a power of ∼312 W is
applied to CFP, at steady state, using N2 or He, each with an inlet flow rate of 90 mL min−1.
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due to the cool gas entering the reactor and contacting the
hot element, inducing a density difference. These buoyant
forces are countered by the inertial and viscous forces. This
is illustrated in Fig. 4 which shows the axial velocity on the
ZY plane at various inlet flow rates. Positive velocity means
an upward gas flow; negative implies downward motion.
Fig. 4a–c indicates reverse flow. As inertial and viscous forces
become strong, no reverse flow is seen at higher inlet flow
rates, e.g., 720 mL min−1 (Fig. 4d).

Reverse flow affects the vertical velocity (z-component),
altering the flow's overall magnitude and direction. Fig. 5
illustrates the velocity magnitude on the plane perpendicular
to the heating element (XZ plane) at various inlet flow rates.
Fig. S5† shows the velocity magnitude in ZY plane. Low inlet
flow rates result in reverse flows, with the maximum velocity
magnitude seen above the element. Comparatively, a lower
velocity magnitude occurs below the element (Fig. 5a). A
minimum velocity magnitude occurs near the walls. As
inertial and viscous forces increase with increasing inlet flow
rate, the velocity magnitude builds up around the element
and decreases above and below the element. Hence at high
flow rates (Fig. 5d), a significantly higher velocity is seen
around the element, whereas a minimum is seen above the
element and near walls. Fig. 5a–c also shows vortices above

and below the element because of the reverse flow. Despite
minimal reverse flow in Fig. 5c, most of the gas flows near
the walls avoiding the reverse flow near the element. A
forward flow is seen in Fig. 5d.

We compare the axial location of maximum velocity
magnitude for various flow rates in Fig. 5. Fig. 5 presents the
maximum velocity magnitude within the XY plane (refer to
Scheme 1), perpendicular to the reactor axis, versus position
at steady state. The expected maximum velocity profile in the
XY plane typically shows an increase from the inlet up to the
element, followed by a region where the velocity remains
constant over the element, and then a decrease toward the
outlet. This pattern is attributed to the flow dividing into two
distinct streams when it encounters the element. Fig. 6
reveals this expected trend only when the inlet flow rate
exceeds 360 mL min−1, i.e., under minimal reverse flow. For
lower inlet flow rates, there is a peak in velocity before
reaching the heating element (vortices formation), followed
by a region of nearly constant velocity over the element.
Remarkably, at low inlet flow rates, such as 90 mL min−1, a
secondary peak in velocity appears after the element.

Reverse flows have been observed when high-temperature
elements interact with gas flows, such as horizontal and
vertical metal–organic chemical vapor deposition (MOCVD)
reactors. It has been found that reverse flow significantly
affects the reactor temperature uniformity.44,45 In MOCVD

Fig. 4 Axial velocity on the ZY plane of the heating element with 30 V
applied and He inlet flow rate of (a) 90 mL min−1, (b) 180 mL min−1, (c)
360 mL min−1, and (d) 720 mL min−1.

Fig. 5 Velocity magnitude and direction of flow on the plane
perpendicular (ZX plane) to the heating element with 30 V applied and
He inlet flow rate of (a) 90 mL min−1, (b) 180 mL min−1, (c) 360 mL
min−1, and (d) 720 mL min−1.
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reactors, a cold gas finger at specific velocities was seen and
attributed to reverse flows, a phenomenon also influenced by
gas properties. For instance, a stable flow was observed above
80 cm s−1 for He and hydrogen (H2) while N2 and argon (Ar)
consistently exhibit unstable flows.45 Reverse flow leads to
instability in laminar flow profile, causing entrance
effects.46,47 Furthermore, they create dead zones and
minimize yield in chemical reactors.36,38 In MOCVD reactors,
the heating element is typically placed near the reactor wall,
and transient operations have not been studied.

As mentioned above, the onset of reverse flow is often
characterized by αcrit, which depends on the heating rate
(Fig. S6† shows αcrit for various heating rates) due to its effect
on the thermal boundary layer, indirectly influencing the
buoyant force and the amount of gas traveling backwards.
We regressed αcrit at various voltages for He, yielding eqn
(15), where Rh stands for the heating rate and αcrit is the
critical value at a given heating rate.

αcrit = 8.145 × Rh + 14 206 (15)

This equation was assessed using N2 (refer to Fig. S7† for the
axial flow velocity profile of N2). Consistent with eqn (15),
increasing the fluid's flow rate and kinetic viscosity
suppresses recirculation, whereas increasing the tube radius
promotes recirculation. Similarly, due to its low kinetic
viscosity, N2 promotes reverse flow. High flow rates are
necessary to avoid flow recirculation, consistent with
literature findings in MOCVD reactors.45 Similarly, due to low
thermal conductivity of methane and propane, significant
reverse flows may occur in continuous Joule-heated reactors.
Zhang et al.22 reported that an incompressible fluid tends to
underestimate the temperature at lower flow rates and
overestimate it at higher flow rates. This would be due to
enhanced heat transfer due to recirculation at lower flow
rates. The overestimation could result from gas expansion

lowering the residence time over the heating element.
Operating under αcrit leads to reverse flow, allowing the
gas to pass through the heating element (hot region)
multiple times and enhancing heat transfer. However, this
can create dead zones with unreacted mass, thus reducing
the overall reactor efficiency. These zones may also cause
flow irregularities, as depicted in Fig. 5. In smaller
reactors, it would lead to significant entrance length
effects. Therefore, it is essential to optimize the inlet flow
rate to minimize dead zones while maintaining some
energy recirculation.

Fig. 7 shows the variation of the Nu number along the
length of the heating element for varying inlet flow rate. We
observe an asymmetric U-shaped profile for all inlet flow
rates, with high Nu values ∼4.5 at the start and ∼3.8 near the
end of the element, possibly due to vortex formation leading
to faster heating of the gas than the middle of the element. A
constant value of ∼1.4 is observed over most of the element.
Interestingly, the inlet flow rate has no obvious effect on the
Nu number. This occurs when the heat transfer between the
element and the gas is dominated by free convection,
manifested with a high Richardson number

Ri ¼ Gr
Re2

¼ 843 ≫ 1 in our system;Gr∼2 and Re∼0:06
� �

.48,49

This also means that the thermal boundary layer is governed
by the buoyant force and gas expansion (variables such as gas
properties and Te;ss ) rather than the inertial or viscous forces.
A constant Nu reflects a fully developed laminar flow and a
low Gr number.48

A similar analysis for an incompressible flow gave an
average Nu ∼ 2 (results shown in Fig. S8†). This implies
that compressibility has some effect on heat transfer.38

When Ri ≫ 1, the empirical correlation (eqn (16)) for a
hot vertical plate can be used49 for a Rayleigh number Ra
≤ 108

Fig. 6 Maximum velocity magnitude vs. axial position from reactor top
to bottom. Shaded region represents the space parallel to the element.
30 V was applied for various He flow rates.

Fig. 7 Impact of inlet flow rate on the Nu number vs. distance from
the leading edge of the heating element at steady state. 30 V applied
to CFP.
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NuL ¼ 0:68þ 0:663 ×Ra0:25

1þ 0:492
Pr

� � 9
16

 !4
9

(16)

In eqn (16), Pr is the Prandtl number (see eqn (S3) and
(S4),† for definitions). Eqn (12) predicts the

NuD NuD ¼ NuL ×
D
L

� �
is 1.23 compared to 1.4 shown in

Fig. 7.48

3.3 Dynamic joule heating

Time scales play a crucial role in the design of continuous
and pulsed Joule-heated reactors. Each CFD simulation takes
6–12 h computing time using 36 CPU's (Intel E5-2695 V4) on
a high-performance computing cluster to obtain a solution of
a given pulse. Here, we exploit an analytical, dynamic,
spatially homogeneous (0D) model for rapidly predicting the
temperature of the Joule heating element, the time to reach
steady state, and the heating and cooling rates. The model is
grounded on the isothermicity of the element due to its high
thermal conductivity. The heating time scale for the gas is
discussed in the ESI.† In evaluating the results of CFD and
this simple model, one should keep in mind the element
material's physical constraints, e.g., the melting temperature,
and use realistic physical parameters.

Our model predicts the heating rate (Rh), the temperature
at steady state (Te,ss), and the time to reach steady state (tss)
within 15% of the CFD data (refer to Fig. S9† for parity
plots).

We can get further insights by introducing the
dimensionless temperature, the catalyst residence time based
on the inlet velocity (Uin), and the associated dimensionless
time.

θ ¼ Te

Ta
(17)

t0 ¼ L
U in

(18)

τ ¼ t
t0

(19)

Eqn (11) becomes

dθ
dτ

¼ α − β × θ − 1ð Þ − γ × θ4 − 1
� �

(20)

α ¼
σ

V
L

� �2

× t0

ρCpTa
(21)

β ¼ Nu
Pe

×
r2

L × Lth

� �
×

ρgCp;g

ρCp

� �
(22)

γ ¼ eΣATa
3t0

ρCpV s
¼ t0

Bo
(23)

α, β, and γ are dimensionless constants, Pe is the heat transfer

Peclet number (Pe ¼ tcond=tconv ¼ r2
κ

ρgCp;g

=
L
U in

¼ r2 ×U inρgCp;g

L × κ
;

where tcond is the heat conduction time scale, tconv is the heat
convection time scale, and r is the radius of the tube),

and Bo is the Boltzmann number (Bo ¼ ρCpV s

eΣATa
3 ; with the

dimension of time, in s).50

α, β, and γ represent the dimensionless rate of Joule
heating and losses due to gas conduction/convection and
radiation, respectively. α includes the key physical properties
of the element (electrical conductivity and volumetric heat
capacity), its geometric length, and the voltage. The strongest
dependence of α is on the voltage, V2. As one changes
variables while keeping a constant residence time, the
dependence on the heating element length L is also strong,
L−2. Without such a constrain, the dependence of α on
physical properties and length is linear or inverse linear. One
can increase the Joule heating rate by increasing the voltage,
selecting a heating element material with high electric
conductivity and low volumetric heat capacity, and a short
length.

β includes the ratio of the thermal conduction rate to
the thermal convection rate (Pe), the ratio of convective to
conductive heat transfer across the boundary of the
element and the fluid (Nu), the ratio of the tube's radius
squared to geometric features of the heating element, r2/(L
× Lth), and the ratio of the gas' volumetric heat capacity
to that of the element. Increasing the heat transfer
coefficient (h) or the element's length leads to increased
heat loss to the gas (β). Increasing the element's
volumetric heat capacity and element's thickness (Lth)
leads to a decreased heat loss to the gas. Increasing the
element's emissivity (e) and decreasing the element's
thickness (Lth) or volumetric heat capacity (ρCp) leads to
increased γ (radiative losses). These dimensionless constants
exhibit distinct order of magnitude, with α ∼ 10–102, α ∼
10−3 for gases and ∼10 for liquids, and γ ∼ 10−2. For this
work, the geometric factor is r2/(L × Lth) ∼ 15. Since θ > 1,
the last term in eqn (20) can attain values of ∼10−1 at high
temperatures. The dominance of α in eqn (20) highlights the
importance of the element's material selection and design
(length).

Eqn (20) can be simplified for endothermic reactions
essential for production of chemicals into four
temperature ranges, as shown in Table 3. We utilized the
0D model to estimate the maximum power required by
the CFP to achieve the desired temperature range, using
the maximum temperature as the input to the model. We
provide derivations in the ESI.† The table provides an
estimate of the steady state temperature, the heating time
scale (tH) that is the characteristic time scale for the
response of the system (see ESI†), and implicitly the time
to steady state (5tH) assuming constant material
properties.
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Temperature range I includes reactions related to biomass
processing, such as fructose dehydration. Such processes
frequently involve liquids (for e.g. water, ethyl acetate, methyl
isobutyl ketone)51,52 that are typically governed by forced
convective heat transfer from the element to the fluid due to
the liquid's smaller kinetic viscosity compared to gas (water
∼10−6 m2 s−1 and gas ∼10−5 m2 s−1; free convection case also
discussed in the ESI†). Also, liquids like water typically
exhibit higher Nu ∼ 10–53 and Pe ∼ 0.3–10 compared to
gases (Nu ∼ 4 and Pe ∼ 0.05 for He, see the ESI† for details).

Despite
Nu
Pe

being an order of magnitude smaller for liquids

compared to gases, liquids' β is higher due to the ratio of the
volumetric heat capacities being 3–4 magnitudes larger. For,
θ < 1.5 and <10 W, radiation is negligible as α, β ≫ γ, and
eqn (20) is linear in θ and dependent only on α and β.
Solving eqn (20) gives an estimate of the heating time scale
for the element (tH ∼ 1.5 s for temperature range I for water
assuming r = 11 mm, Uin = 30 ml min−1). For ranges II–III,
which involve gas-phase chemistry, we can only ignore the
conduction to the gas (dependence on α and γ). For range IV,
eqn (20) is also only dependent on α and γ but the input
power is high, making α ≫ γ. For instance, when 170 W is
applied to the carbon fiber element, tH = 0.46 s and tss = 2.3
s.53 Similarly, in temperature ranges III and II, tH ∼ 1 s and
∼ 6 s, assuming 35 W and 14 W, respectively. All analytical
equations in Table 3 agree well with CFD with average error
∼25% (refer to Fig. S9† for parity plots). Overall, these
relatively short times indicate the ability of the system to
respond fast to transient operations.

Similar conclusions can be derived from the element's
steady state temperature. It increases with an increase in
element's electrical conductivity, thickness, and voltage, and
decreases with an increase in the element's length. The
voltage and element's length are the dominant parameters.
For temperature range I, the steady state temperature
increases as h decreases. For temperature ranges II–IV,
emissivity is a key parameter; a decrease in emissivity leads
to an increase in temperature.

3.4 Pulsed Joule-heated reactors

Rapid pulse Joule-heated reactors have recently been
proposed for higher energy efficiency and performance.18,20

The element is subjected to cycles of heating (voltage on)
followed by cooling (voltage off). This process generates an
oscillatory temperature profile, referred to as a ‘pulse’.

Fig. S10† shows the voltage pulse applied to the element
and the associated temperature profile at the element's
center point. The temperature rapidly increases during
heating due to the resistive power supplied (∼500 W). The
radiative loss increases, explaining the decreasing heating
rate at higher temperatures (a decreasing slope or effective
heating rate). During cooling, the temperature gradually
decreases as cooling due to conduction and radiative losses
from the element. The reduction in radiation leads to aT
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slower cooling rate with time. The conductive loss to the gas
remains approximately constant throughout the cycle. As the
voltage V increases, the resistive power also rises, following

P ¼ V2

R
, which in turn elevates the peak temperature. The

duration of heating and cooling parts of the cycle (duty) also
affects the temperature.

As detailed in Fig. S11,† isotherms shift downwards as the
element's temperature increases and upwards as the
element's temperature decreases, following the same trend as
discussed in continuous Joule-heated reactors.

Fig. 8 shows the maximum velocity vs. axial position at
various times (detailed in Fig. S12†) of a given pulse. During

heating, the velocity keeps on increasing due to continuous
heating as the gas flows over the element. Small peaks in the
velocity before the element, indicative of reverse flow, are
also observed. During cooling, the velocity decreases, leading
to a pressure increase and upward flow. This behavior is
ascribed to substantial reverse flows (refer to Fig. S13 and
S14† for axial flow velocity). The significant variations in the
maximum velocity suggest changes in the residence time,
which will affect chemical reactions.

The thermal boundary expands during heating and
contracts during cooling, as seen in Fig. S15.† These results
align with the isotherms reported by Dong et al.20 The impact
of dynamics on the Nu number is shown in Fig. 9. Nu
declines gradually during heating and part of the cooling
until a minimum before start rising again. Fig. 9 indicates
that pulsing enhances heat transfer from the element to the
gas due to increased Nu number. This may have to do with
the dynamic nature of the thermal boundary layer and
manifests how dynamic operation intensifies the heat
transfer rate.

4. Conclusions

We developed a CFD model for a Joule-heated reactor
consisting of carbon fiber paper heated by an externally
applied voltage. The model is in excellent agreement with
experimental data. High and uniform temperatures of the
CFP can be achieved with a low power input due to its high
thermal and electric conductivity. Most of the power is
radiated away from the element in this configuration, and
the gas flowing by is hot only near the heating element. This
implies that undesired gas phase chemistry can be
suppressed in this configuration. At typical laboratory scales,
we found flow recirculation induced by buoyancy. The reverse
flow influences the temperature isotherms. Above a
minimum velocity, the reverse flows are suppressed. The Nu
for the heat transfer from the heating element to the gas
reveals a U-shaped trend with a low magnitude indicative of
free convection and enhanced transport near the leading and
trailing edges of the element due to recirculation.

We also developed a 0D energy balance model to predict
the various timescales rapidly. The model is in decent
agreement with the CFD model. Analytical expressions were
derived under certain assumptions for the steady state
temperature and time scale controlling heating. These reveal
the dependency on various design parameters. We have
identified the voltage and the element's length, electrical
conductivity, and thermal conductivity as the dominant
design factors. The volumetric heat capacity and the thermal
conductivity of the fluid influence the heating rate and time
to reach a steady state in low-temperature reactions involving
liquids. Joule-heated reactors showcase high heating rates
and a short time (seconds or shorter) to steady state and,
thus, are suitable for fast transient operation. Finally, rapid
pulsing enhances the heat transfer and tunes the residence
time due to strong reverse flows.

Fig. 8 Maximum velocity normal to the reactor axis vs. axial position
at 90 mL min−1 during a pulse. The shaded region denotes the heating
element.

Fig. 9 Nusselt number vs. distance from leading edge of the element
at various times. The inset shows the average element's surface
temperature (solid line) with the standard deviation interval (dashed
lines) for a pulse of 50 V for 50 ms (heating) and 950 ms (cooling) with
He inlet flow rate of 90 mL min−1. The temperature variation is also
shown.
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