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A B S T R A C T

Current methods for the manufacture of fiber-reinforced polymer composites (FRPCs) are energy intensive, time
consuming, and have adverse effects on the environment. Frontal polymerization (FP) is an out-of-autoclave,
self-sustaining cure process garnering significant adoption by enabling rapid and energy-efficient manufacture
of FRPCs. Prior FP-based manufacture of FRPCs rely on in-plane triggers to initiate the reaction. In the present
study, we adopt through-thickness curing of carbon FRPCs with emphasis on the energy input required and the
resulting composite properties. High energy input resulted in high glass transition temperature (𝑇𝑔 = 156 ◦C),
fiber volume fraction (𝑉𝑓 = 65%), and low void content (𝑉𝑣 ≈ 0). Computational modeling and optimization
complement the experiments with focus on further reducing the energy whilst maintaining the favorable
properties achieved at high energy inputs. A 27.5% reduction in energy resulted while maintaining similar
performance.
1. Introduction

Structural components in the transportation and energy sectors
have increasingly integrated lightweight thermoset composites owing
to their robust mechanical, thermal, and chemical properties [1–4].
otwithstanding these benefits, the equipment, energy, and time re-
uirements associated with the manufacturing of thermoset composites
re costly and have long stunted market growth [5–9].
Strategies to reduce composite cure cycle time include snap-cure

resins [10–13], heated substrates and molds [14–16], and frontal poly-
merization [17–25]. Snap-cure resins and heated substrates require
constant application of external energy to achieve the necessary tem-
peratures for cure, hence the part is limited by mold size and energy
source. To mitigate these limitations optimization of the process pa-
rameters is necessary. To that effect, numerical modeling of the man-
ufacturing process serves as a great tool for sweeping over process pa-
rameters, be it traditional bulk polymerization [26,27], or frontal poly-
merization [28–32]. An appropriate numerical optimization scheme
an then be implemented to optimize the manufacturing process. To
ptimize traditional bulk-polymerization-based manufacturing, Rai and
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Pitchumani [33], and Li et al. [34] used gradient-based methods to de-
sign time-optimal autoclave cure cycles that reduce the cost and ensure
that the manufactured part is fully cured and free of residual stresses.
Alternatively, Dolkun et al. [35] implemented a multi-objective genetic
algorithm to reduce the total cure time by 33% and reduce the thermal
overshoot by 71%. In contrast to traditional methods, frontal poly-
merization is a self-sustaining curing strategy whereby polymerization
occurs through propagation of a localized reaction front. The process
is driven by the exothermic heat of polymerization, which substan-
tially reduces the energy necessary to process thermoset polymers and
composites [21]. Robertson et al. [22] frontally cured dicyclopen-
tadiene (DCPD)/carbon fiber-reinforced polymer composites (FRPCs)
using isolated edge triggers to propagate the front in the plane of the
laminate (Fig. 1(a), (b)) as well as uniform heating on the bottom of
the laminate (Fig. 1(c)) to trigger through-thickness propagation of the
front. Centellas and coworkers [23] reported that multiple in-plane
triggers (i.e., fronts) reduce cure times. Negative impacts of the merged
interface were mitigated through application of pressure and heat.

Here, we investigate rapid through-thickness curing of carbon FR-
PCs using frontal-ring opening metathesis polymerization (FROMP),
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Fig. 1. Methods of initiating the FP-based curing of FRPCs | (a) One in-plane trigger; (b) two in-plane triggers; (c) through-thickness curing. Thermal triggers are shown in
red with golden arrows indicating the direction of front propagation.
Fig. 2. FP resin chemistry | Application of an external thermal stimulus initiates frontal ring-opening metathesis polymerization of DCPD mixed with GC2 initiator and TBP
nhibitor.
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ith emphasis on the energy input required and the resulting composite
roperties. Composite front characteristics (velocity and temperature),
ure time–temperature, quality (fiber volume fraction, void content,
niformity), and performance (glass transition temperature and storage
odulus) are evaluated for composites fabricated with varying energy
nput. The time–temperature cure behavior is modeled computationally
nd an adjoint-based optimization scheme [36] is implemented to re-
duce the energy required while maintaining the material performance.
The optimal trigger profile is then validated experimentally.

2. Energy effect on composite manufacturing

2.1. Materials

Dicyclopentadiene (DCPD), 5-ethylidene-2-norbornene (ENB),
second-generation Grubbs’ catalyst (GC2), and tributyl phosphite (TBP)
were purchased from Millipore-Sigma and used in the resin as received
without further purification (Fig. 2). DCPD (Ultrene 99) was also
urchased from Cymetech Corporation and used as received in the
alidation study (Section 4.2).
The DCPD was first melted in an oven at 50 ◦C, then mixed with

𝑤𝑡.% ENB to depress the melting point. The DCPD∕ENB solution was
hen degassed at 100 kPa vacuum pressure overnight and is henceforth
eferred to as DCPD. In a separate container 62 g of DCPD (10,000 mo-
ar equivalents with respect to GC2) was combined with 13 μL of TBP (1
q molar equivalent to GC2). An additional glass container with 40 mg
f GC2 was sonicated while the DCPD solution was slowly introduced.
he combined solution was sonicated for 15 min. Once prepared, the
esin was infiltrated into the fabric preform. The reinforcement phase
f the carbon FRPC consists of 12 plies of 10 cm × 12 cm Toray T300
arbon fabric (2 × 2 twill weave, tow size 3,000, areal density 204 g∕m2)
Rock West Composites, 13005-D-GROUP). Prior to the resin infiltration,
he fabric was cut to the dimensions specified and heated at 120 ◦C
or 1 hour to remove residual moisture. The fabric is then cooled in a
esiccant box to ensure no moisture remains.

.2. Vacuum-assisted resin transfer molding (VARTM)

Carbon-fiber-reinforced polymer composites were fabricated us-
ng single-bag vacuum-assisted resin transfer molding (VARTM) cou-
2

led with isostatic pressing (Fig. 3). The VARTM layup was prepared
n a rigid nonconductive polytetrafluoroethylene (PTFE) substrate. A
2 cm × 15 cm resistive heating mat (Omega Engineering, SRFGA-
06/10) was placed beneath the layup to initiate the reaction. A
acuum of 40 kPa was applied to the fabric preform then infused with
he resin system. A second PTFE substrate was placed on the infused
abric preform. An external pressure of 308 kPa was applied by an
sostatic press to consolidate the fabric preform resulting in a fiber
olume fraction, 𝑉𝑓 , of 65% with a desired thickness of 2.2 mm. FP
as initiated using a thermal trigger from beneath the laminate. The
arget temperature, 𝑇𝑡𝑎𝑟𝑔𝑒𝑡, or the heating profile was specified for each
ample based on the prescribed energy input.

.3. Material characterization

Temperature Measurement, Front Velocity, and Energy Input: The
temperature evolution during frontal curing was measured in-situ with
T-type thermocouples (TMQSS, Omega) embedded at the bottom, mid-
ply, and top surface of the fabric preform. The maximum temperature
recorded by each thermocouple was defined as the maximum temper-
ature, 𝑇𝑚𝑎𝑥, experienced by the laminate at that position. The front
velocity, 𝑣𝑓 , was determined by monitoring successive temperature
peaks measured by the thermocouples. Experimental energy input for
each laminate was determined by the heat flux of the heater and
the duration of the prescribed heating, i.e., the start of the cooling
step.

Void Content, 𝑉𝑣, and Fiber Volume Fraction, 𝑉𝑓 ∶ 𝑉𝑣 of the cured
composite was determined from polished cross-sections (20 mm) cut
from the center of the panel. Polished samples were imaged with an
optical digital microscope (VHX-5000, Keyence). ImageJ software was
used to calculate the total void area relative to the cross-sectional area
of the polished sample. The thickness of the specimen was measured
by a micrometer, while the fiber volume fraction, 𝑉𝑓 , was calculated
using

𝑉𝑓 =
𝑓𝐴𝑛
𝜌𝑓 𝑡

, (1)

where 𝑓𝐴 and 𝜌𝑓 are the areal weight and fiber density of the fabric,
respectively, 𝑛 is the number of plies, and 𝑡 is the panel thickness.

Dynamic Mechanical Analysis (DMA): The composite glass transi-
tion temperature, 𝑇𝑔 , and the storage modulus, 𝐸′, were determined by
DMA. Rectangular specimens were cut from the composite panel and
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Fig. 3. Schematic set-up for through-thickness frontal curing | Exploded isometric view of a single-bag vacuum-assisted resin transfer molding (VARTM) coupled with isostatic
pressing prepared on a PTFE tooling plate. The woven fabric preform is infused with liquid DCPD resin (𝑥-direction) and consolidated (𝑧-direction). Curing is then initiated by a
resistive heater shown in red located below the composite panel.
polished to final dimensions of 44 mm × 5 mm × 2.2 mm. Samples
were loaded on a three-point bend fixture with a span of 40 mm. A
fixed force (2 N) with strain of 0.01% at a frequency of 1 Hz and a
heating rate of 2

◦C
min from 0 ◦C to 250 ◦C were used for all samples.

𝑔 was taken from the peak of the ratio of loss and storage modulus,
𝑎𝑛 (𝛿), using the TRIOS software analysis from TA Instruments.

.4. Energy impact on composite properties

We systematically varied the energy input to the heater to achieve
elected target maximum temperatures, (𝑇𝑡𝑎𝑟𝑔𝑒𝑡), ranging from 77 ◦C to
93 ◦C, which, based on the maximum power output of the available
eater and the area of the composite panel, translated to an energy
nput of 9 kJ to 48 kJ, respectively. The desired 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 was programmed
nto a custom proportional–integral–derivative (PID) controller that
aintained the heating rate until the target was reached. Heating pro-
iles associated with the two different methods of curing the laminate
re shown in Fig. 4. The onset temperature, 𝑇𝑜𝑛𝑠𝑒𝑡, is the temperature
t which FP initiates. As the temperature increases beyond 𝑇𝑜𝑛𝑠𝑒𝑡, the
P curing reaction dominates the heat generated until reaching a local
aximum. After the peak, the sample either continues to heat to 𝑇𝑡𝑎𝑟𝑔𝑒𝑡

(Method 2) or enters a cooling phase (Method 1).
The energy input has a positive correlation with 𝑇𝑚𝑎𝑥 (Table 1),

which is recorded by the thermocouple placed closest to the heater.
We observe a monotonic increase in 𝑇𝑚𝑎𝑥 with 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 up to 𝑇𝑚𝑎𝑥 =
130 ◦C±2.78 ◦C at 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = 193 ◦C. As the material preparation, infusion,
and consolidation processes were the same for each laminate, 𝑉𝑓 was
aintained and 𝑉𝑣 was mitigated at each 𝑇𝑡𝑎𝑟𝑔𝑒𝑡.
Composites processed with varying 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 were characterized by

DMA (Fig. 5). For low 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 (77–155 ◦C), a small oscillation in 𝐸′ is
observed near 𝑇𝑔 , which is likely due to the force-tracking features of
the instrument coupled with undercuring in the laminate. Increasing
the energy input into the system increases the 𝑇𝑔 to 157 ◦C approaching
𝑇 of the polymer (160 ◦C) [37]. At the highest target temperature, a
3

𝑔

Fig. 4. Representative thermal curing profiles for through-thickness frontal cur-
ing | Two curing methods are adopted. In Method 1, heating is applied until the onset
reaction temperature of the DCPD-based resin system is reached, relying solely on the
monomer enthalpy. In Method 2, heating is applied beyond the observed FP reaction
until a target temperature, 𝑇𝑡𝑎𝑟𝑔𝑒𝑡, is achieved, at which point the heating ceases.

notable increase in rubbery modulus occurs, likely related to complete
curing of the resin. Despite the favorable increase in the properties,
the energy required to cure the composite panel increased from 9 kJ to
48 kJ.

3. Modeling and optimization of FP-based curing process

In this section we seek to determine the minimum energy required
to cure the laminate whilst retaining the properties obtained at the
higher energy input.
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Table 1
Summary of composite curing characteristics and properties for the 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 survey. 𝑁=4. The uncertainty
represents one standard deviation.

𝑇𝑡𝑎𝑟𝑔𝑒𝑡 (◦𝐶) 𝑇𝑚𝑎𝑥 (◦𝐶) 𝑣𝑓 (𝑐𝑚∕𝑚𝑖𝑛) 𝑉𝑓 (%) 𝑉𝑣 (%) Energy input (𝑘𝐽 )

77 112 ± 1.00 1.24 ± 0.09 64.8 ± 1.2 0.05 ± 0.01 9
97 111 ± 0.55 1.11 ± 0.19 65.0 ± 0.4 0.03 ± 0.01 16
116 116 ± 0.45 1.29 ± 0.14 65.0 ± 0.4 0.03 ± 0.01 23
135 121 ± 0.74 1.25 ± 0.08 65.0 ± 0.4 0.04 ± 0.01 30
155 123 ± 1.65 1.27 ± 0.07 65.0 ± 0.4 0.03 ± 0.01 36
174 124 ± 2.88 1.21 ± 0.13 65.0 ± 0.4 0.04 ± 0.01 43
193 130 ± 2.78 1.20 ± 0.11 64.3 ± 1.1 0.04 ± 0.01 48
Fig. 5. DMA of FP carbon/pDCPD FRPCs | Carbon/pDCPD composites (𝑉𝑓 = 65%) cured by through-thickness initiation of FP at varying 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 ranging from onset (77 ◦C) to high
temperature cure (193 ◦C). (a) Characterization of the storage modulus, 𝐸′, with temperature. (b) Ratio of storage and loss modulus or, 𝑡𝑎𝑛 (𝛿). Increase in 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 and consequently
n the energy input for curing acts to increase the glass transition temperature.
c
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.1. Model formulation and implementation

For simplicity, the composite laminate and the top insulation are
odeled in 1-D in the thickness direction (𝑧) as shown in Fig. 6(a).
s described in Section 2.2, the composite is 2.2 mm thick and the
nsulation is 1 𝑖𝑛 (25.4 mm) thick with the thermal trigger created by
he heater placed at the bottom of the composite. FP in the composite
nd the heat losses to the insulation are modeled using the following
eaction–diffusion relations:

𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡

= 𝜅3
𝜕2𝑇
𝜕𝑧2

+ 𝜌𝑚(1 − 𝜙)𝐻𝑟
𝜕𝛼
𝜕𝑡
,

𝜕𝛼
𝜕𝑡

= 𝐴 exp
(−𝐸
𝑅𝑇

)

𝑔 (𝛼) ,

𝑔 (𝛼) = (1 − 𝛼)𝑛𝛼𝑚
(

1
1 + exp(𝑐𝑑 (𝛼 − 𝛼𝑑 ))

)

, for 0 ≤ 𝑧 ≤ 𝐿𝑐𝑜𝑚𝑝

𝜌𝑖𝐶𝑝𝑖
𝜕𝑇
𝜕𝑡

= 𝜅𝑖
𝜕2𝑇
𝜕𝑧2

, for 𝐿𝑐𝑜𝑚𝑝 ≤ 𝑧 ≤ 𝐿

(2)

where 𝑇 (in 𝐾) is the temperature, 𝛼 is the (non-dimensional) degree of
ure, 𝑧 (in m) is the spatial co-ordinate in the thickness direction, 𝑡 (in s)
s the time,𝐻𝑟 (in J/kg) is the enthalpy of the reaction, 𝜙 (set at 0.65) is
he fiber volume fraction, and 𝜅3 (in W∕(m K)) and 𝜌𝐶𝑝 (in J∕(m3 K))
espectively denote the homogenized through-thickness thermal con-
uctivity and volumetric heat capacity of the composite. The second
nd third equations describe the cure kinetics of the DCPD resin, where
(in 1∕𝑠) is the time constant, 𝐸 (in J/mol) is the activation energy,
(8.314 J/(mol K)) is the universal gas constant, 𝑛 and 𝑚 are the two
xponents that define the order of the reaction in the Prout–Tompkins
4

f

model [38], while 𝑐𝑑 and 𝛼𝑑 are the two non-dimensional constants
introduced to include the effects of diffusion [39]. The final equation
captures the temperature evolution in the insulation layer with 𝜌𝑖 (in
kg/m3), 𝐶𝑝𝑖 in (J/(kg K)), and 𝜅𝑖 denoting the density, specific heat
capacity, and thermal conductivity of the insulation, respectively. The
volumetric heat capacity of the composite is homogenized based on a
simple rule of mixtures as

𝜌𝐶𝑝 = (1 − 𝜙)(𝜌𝐶𝑝)𝑚 + 𝜙(𝜌𝐶𝑝)𝑓 , (3)

where the subscripts 𝑚 and 𝑓 denote the matrix and the fibers, re-
spectively. To determine the homogenized through-thickness thermal
conductivity, we adopt the model proposed by Ning and Chou [40]
(Eq. (16)), which yields 𝜅3 = 0.38 W

mK . The material properties and
cure kinetics parameters used in this work are listed in Tables 2 and 3,
respectively. Eq. (2) is solved with the following initial and boundary
onditions:
(0 ≤ 𝑧 ≤ 𝐿, 0) = 𝑇0, 𝛼

(

0 ≤ 𝑧 ≤ 𝐿𝑐𝑜𝑚𝑝, 0
)

= 𝛼0,

⎧

⎪

⎨

⎪

⎩

−𝜅3
𝜕𝑇
𝜕𝑧

⋅ 𝑛 (0, 𝑡) = 𝑄∗(𝑡), for 𝑡 ≤ 𝑡𝑡𝑟𝑖𝑔

−𝜅3
𝜕𝑇
𝜕𝑧

⋅ 𝑛 (0, 𝑡) = 0, for 𝑡 > 𝑡𝑡𝑟𝑖𝑔

(4)

where 𝑇0 is the initial temperature (set at 20 ◦C), 𝛼0 is the initial degree
of cure of the resin (set at 0.01), 𝑄∗(𝑡) is the time-dependent heat flux
rigger applied at the bottom of the domain, and 𝑡𝑡𝑟𝑖𝑔 is the duration of
he trigger. Additionally, the temperature and heat flux are continuous
t the composite/insulation interface. An example of a representative

lux-time trigger profile used for the modeling is shown in Fig. 6(b).
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Fig. 6. Model geometry and applied heat flux profile | (a) 1-D computational domain comprising of the composite and the top insulation. FP is triggered in the composite
by the application of a heat flux at the bottom of the domain. (b) Representative flux-time trigger profile. The trigger profile is a piecewise linear curve consisting of 10 linear
segments of equal duration. The 11 end points (shown as symbols) defining the linear segments constitute the design variables in the optimization study described below.
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Table 2
Thermal conductivity, density, and specific heat capacity of DCPD,
carbon fibers, and PTFE insulation considered in this study.

𝜅 ( 𝑊
𝑚𝐾

) 𝜌 ( 𝑘𝑔
𝑚3 ) 𝐶𝑝 ( 𝐽

𝑘𝑔𝐾
)

DCPD 0.15 980.0 1600.0
Carbon fibers 10.45 1760.0 795.0
PTFE 0.03 2200.0 970.0

Table 3
Cure kinetics parameters of the Prout–Tompkins model Eq. (2) for DCPD.
𝑛 𝑚 𝑐𝑑 𝛼𝑑 𝐴 ( 1

𝑠
) 𝐸 ( 𝑘𝐽

𝑚𝑜𝑙
) 𝐻𝑟 ( 𝐽

𝑔
)

1.72 0.77 14.48 0.41 8.55𝑒 + 15 110.75 365.0

The 1-D domain is discretized using 200 (100 elements for the
composite and 100 elements for the insulation) linear finite elements
resulting in the following semi-discrete system of equations for the
composite domain:
[

[𝐶𝑇 ] −𝜌𝑚(1 − 𝜙)𝐻𝑟[𝐶𝛼]
[0] [𝐶𝛼]

]{

𝑇̇
𝛼̇

}

+
[

[𝐾𝑇 ] [0]
[0] [0]

]{

𝑇
𝛼

}

=
{

𝑃𝑇
𝑃𝛼

}

, (5)

where
[

𝐶𝛼
]

= ∫ 𝑁𝑇𝑁𝑑𝑧,
[

𝐶𝑇
]

= ∫ 𝑁𝑇 𝜌𝐶𝑝𝑁𝑑𝑧, [𝐾] = ∫ 𝐵𝑇 𝜅3𝐵𝑑𝑧,
{

𝑃𝑇
}

= 𝑁𝑇𝑄∗(𝑡),
{

𝑃𝛼
}

= ∫ 𝑁𝑇𝐴 exp(− 𝐸
𝑅𝑇 )𝑔(𝛼)𝑑𝑧, 𝑇̇ = 𝜕𝑇

𝜕𝑡 , and 𝛼̇ = 𝜕𝛼
𝜕𝑡 .

Here 𝑁 refers to the vector of linear interpolation functions and 𝐵 is
the spatial derivative of 𝑁 . Eq. (5) can be compactly written as

[𝐶]
{

𝑈̇
}

+ [𝐾]
{

𝑈
}

=
{

𝑃
}

. (6)

e then use the 𝛽-method as adopted by Zhu et al. [41] to obtain the
ully discretized form of Eq. (6) expressed in a residual form as

𝑅}𝑛 =

[

[𝐶]
𝛥𝑡

+ 𝛽[𝐾]

]

{

𝑈
}𝑛

−

[

[𝐶]
𝛥𝑡

+ (1 − 𝛽)[𝐾]

]

{

𝑈
}𝑛−1

− 𝛽
{

𝑃
}𝑛

− (1 − 𝛽)
{

𝑃
}𝑛−1

, (7)

here
{

𝑈
}𝑛

and
{

𝑈
}𝑛−1

are the solution vectors at time steps 𝑛
nd 𝑛 − 1, respectively, and 𝛥𝑡 (set at 0.05 s) is the time step. In this
5

ork, we adopt the Crank–Nicolson time-stepping scheme (𝛽 = 0.5) e
and use the Newton–Raphson method to solve the nonlinear algebraic
equations at every time step. Since we use the inbuilt MATLAB function
fmincon for the optimization study in Section 4.1, the code required
for numerically integrating, assembling, and solving Eqs. (5)–(7) was
developed in MATLAB.

3.2. Model validation

To validate the model, we selected the temperature–time trigger
profile corresponding to 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = 193 ◦C. As described in Section 2.3,
he experimental setup involved 3 thermocouples placed through the
hickness of the panel. To initiate the curing of the composite panel,
he heater was run at full power till it reached a temperature of
pproximately 193 ◦C, after which it was turned off. The resulting
eater temperature profile is presented in Fig. 7(a) as the solid black
urve, together with the resulting experimental results recorded by
he thermocouples being represented by the solid red, blue, and green
urves. As apparent in that figure, the heater required approximately
90 seconds to reach a temperature of approximately 193 ◦C. To sim-
late this experiment numerically, we used the same heating profile
black curve) as a Dirichlet boundary condition applied at the bottom
f the 1-D domain for a duration of 𝑡𝑡𝑟𝑖𝑔 = 190 seconds. After 190 s, the
irichlet boundary condition was replaced by an insulated Neumann
oundary condition. Adiabatic conditions were assumed at the top of
he insulation layer. The numerical results are shown in Fig. 7(a) as the
ashed red, blue, and green curves, corresponding to the top, mid, and
ottom thermocouples, respectively. The numerical results show good
greement with their experimental counterparts for the heating and
ooling phases, validating the numerical model. The model is also able
o capture the onset of the FP characterized by the sudden temperature
ise observed after approximately 40 s.

.3. Optimization scheme

A benchmark for the energy cost was established by computing the
nergy associated with the temperature trigger shown in Fig. 7(a) by
unning a numerical simulation in the absence of reaction, i.e., by set-
ing 𝐴 to 0 in Eq. (5), thus eliminating the dependence of the diffusion
quation on the heat released during the reaction. The flux associated
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Fig. 7. Model validation for temperature prediction and heat flux extraction from temperature profile | (a) Comparison between numerical (dashed curves) and experimental
(solid curves) results obtained by implementing the heater profile shown by the solid black curve. The numerical and experimental results show good agreement for the heating and
cooling phases of the FP-based curing process. (b) Conversion of the experimental time–temperature trigger profile to a flux-time trigger profile to calculate the energy associated
with the trigger.
⎧

⎪

⎨

⎪

⎩

with the experimental trigger was then computed by analyzing the
bottom-most element and is shown in Fig. 7(b). The energy associated
with the heater-on phase of the trigger was then computed as the
product of the area under the flux-time curve (in J/m2) from 𝑡 = 0
to 190 s and the panel area (0.012 m2), resulting in an energy cost of
12, 231 J. As a result, we formulated our optimization objective as

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐹 ∶= 1
𝐸0 ∫

𝑡𝑓

0
−𝜅3

𝜕𝑇
𝜕𝑧

⋅ 𝑛 (0, 𝑡) 𝑑𝑡 = 1
𝐸0 ∫

𝑡𝑓

0
𝑄∗(𝑡)𝑑𝑡, (8)

where 𝑄∗(𝑡) is the heat flux applied at the bottom of the domain, 𝑡𝑓
s the duration of the applied thermal trigger, which for simplicity is
ssumed to be equal to the duration of the simulation, and 𝐸0 is a
calar that depends on the initial guess for the optimization problem.
he optimization constraint pertains to the final degree of cure, which
ust exceed a specified critical minimum value (𝛼𝑐𝑟𝑖𝑡) everywhere in
he composite panel. Since the panel is heated from the bottom, the
owest value of the degree of cure is found at the top of the panel.
ence, for a computational domain with 𝑀 degrees of freedom with

the 𝑚th degree of freedom corresponding to the degree of cure for the
top of the composite domain and the last time step (𝑡𝑓 = 𝑁𝑡𝛥𝑡), the
onstraint takes the form

∶= {𝜔}𝑇
(

{

𝛼𝑐𝑟𝑖𝑡
}

−
{

𝑈
}𝑁𝑡

)

≤ 0, (9)

where {𝜔}𝑇 is an𝑀-component row vector with a single non-zero entry
orresponding to the 𝑚th degree of freedom,

{

𝛼𝑐𝑟𝑖𝑡
}

is an𝑀-component
column vector with all its entries being equal to 𝛼𝑐𝑟𝑖𝑡, and

{

𝑈
}𝑁𝑡

is the
olution vector for the last time step.
As illustrated in Fig. 6(b), the flux-time trigger profile is repre-

ented as a piecewise linear curve comprised of 11 flux design vari-
bles (

[

𝑓0
(

𝑡0
)

, 𝑓1
(

𝑡1
)

,… , 𝑓10
(

𝑡10
)]

) that are equally spaced in time,
esulting in the following definition for 𝑄∗(𝑡):

∗ (𝑡) = 𝑓𝑖 +
(

𝑓𝑖+1 − 𝑓𝑖
𝑡𝑖+1 − 𝑡𝑖

)

𝑡, for 𝑡𝑖 ≤ 𝑡 ≤ 𝑡𝑖+1; 𝑖 = 0, 1,… , 10. (10)

Next, we compute the sensitivities for the objective and constraint func-
tions with respect to the design variables needed for the gradient-based
optimization of the curing process. The expression of the sensitivities
of the objective function with respect to the design variables is readily
obtained as

𝑑𝐹
𝑑𝑓𝑖

= 1
𝐸0

⎧

⎪

⎨

⎪

𝑡𝑖 − 𝑡𝑖−1
2

, for 𝑖 = 1 and 11
𝑡𝑖+1 − 𝑡𝑖−1 , for 𝑖 = 2, 3,… , 10.

(11)
6

⎩ 2
To compute the gradients for the constraint function, we follow the
method outlined in [36] and define a Lagrangian 𝛱 involving the
constraint and the residual (Eq. (7)) as

𝛱 = 𝐺 +
𝑁𝑡
∑

𝑛=1
{𝜓}𝑛𝑇 {𝑅}𝑛

(

{

𝑈
}𝑛
,
{

𝑈
}𝑛−1

, 𝑓𝑖

)

= 𝐺, (12)

where {𝜓}𝑛𝑇 is the transpose of the adjoint vector for the 𝑛th time
step. It is essential to note that the above equation holds for any {𝜓}

as the residual goes to 0 for each time step in the Newton–Raphson
scheme. We then obtain the sensitivities for the constraint function by
computing the gradients of the Lagrangian as

𝑑𝐺
𝑑𝑓𝑖

= 𝑑𝛱
𝑑𝑓𝑖

= 𝜕𝐺
𝜕𝑓𝑖

+
𝑁𝑡
∑

𝑛=1

⎧

⎪

⎨

⎪

⎩

𝜕𝐺

𝜕
{

𝑈
}𝑛

⎫

⎪

⎬

⎪

⎭

⎧

⎪

⎨

⎪

⎩

𝑑
{

𝑈
}𝑛

𝑑𝑓𝑖

⎫

⎪

⎬

⎪

⎭

+
𝑁𝑡
∑

𝑛=1
{𝜓}𝑛𝑇

{

𝜕 {𝑅}𝑛

𝜕𝑓𝑖

}

+
𝑁𝑡
∑

𝑛=1
{𝜓}𝑛𝑇

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑛

𝜕
{

𝑈
}𝑛

⎤

⎥

⎥

⎥

⎦

⎧

⎪

⎨

⎪

⎩

𝑑
{

𝑈
}𝑛

𝑑𝑓𝑖

⎫

⎪

⎬

⎪

⎭

⎫

⎪

⎬

⎪

⎭

+
𝑁𝑡
∑

𝑛=1
{𝜓}𝑛𝑇

⎧

⎪

⎨

⎪

⎩

⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑛

𝜕
{

𝑈
}𝑛−1

⎤

⎥

⎥

⎥

⎦

⎧

⎪

⎨

⎪

⎩

𝑑
{

𝑈
}𝑛−1

𝑑𝑓𝑖

⎫

⎪

⎬

⎪

⎭

⎫

⎪

⎬

⎪

⎭

.

(13)

Setting 𝑛 = 𝑁𝑡 for the last time step and analyzing terms containing
{

𝑑
{

𝑈
}𝑁𝑡

𝑑𝑓𝑖

}

, we obtain

⎧

⎪

⎨

⎪

⎩

𝜕𝐺

𝜕
{

𝑈
}𝑁𝑡

⎫

⎪

⎬

⎪

⎭

+ {𝜓}𝑁𝑡 𝑇
⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑁𝑡

𝜕
{

𝑈
}𝑁𝑡

⎤

⎥

⎥

⎥

⎦

⎫

⎪

⎬

⎪

⎭

⎧

⎪

⎨

⎪

⎩

𝑑
{

𝑈
}𝑁𝑡

𝑑𝑓𝑖

⎫

⎪

⎬

⎪

⎭

. (14)

To eliminate the dependence of the gradient on the term
{

𝑑
{

𝑈
}𝑁𝑡

𝑑𝑓𝑖

}

,

we set its coefficient to 0 and obtain Eq. (15)(a), which expresses the
adjoint vector for the last time step. A similar analysis for an arbitrary
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Fig. 8. Energy associated with the curing and flux profiles | (a) Energy associated with each trigger duration for the case 𝑚𝑎𝑥(𝑓𝑖) = 5000 W
m2 obtained for 10 initial values of

the design variables, showing the existence of local minima. The set of ‘best’ optimal solutions is denoted by the solid black curve. (b) Optimal flux-time trigger profiles obtained
for trigger durations of 200 s, 300 s, 400 s, and 500 s.
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time step 𝑛 with 𝑛 < 𝑁𝑡 yields Eq. (15)(b):

{𝜓}𝑛 =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

−

⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑁𝑡

𝜕
{

𝑈
}𝑁𝑡

⎤

⎥

⎥

⎥

⎦

−𝑇

{𝜔} for 𝑛 = 𝑁𝑡,

−

⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑛

𝜕
{

𝑈
}𝑛

⎤

⎥

⎥

⎥

⎦

−𝑇
⎡

⎢

⎢

⎢

⎣

𝜕 {𝑅}𝑛+1

𝜕
{

𝑈
}𝑛

⎤

⎥

⎥

⎥

⎦

𝑇

{𝜓}𝑛+1 for 𝑛 < 𝑁𝑡.

. (15)

Here
[

𝜕{𝑅}𝑁𝑡

𝜕
{

𝑈
}𝑁𝑡

]−𝑇

and
[

𝜕{𝑅}𝑛

𝜕
{

𝑈
}𝑛

]−𝑇

are the inverted and transposed

Newton–Raphson Jacobian matrices for the last (𝑁𝑡) and 𝑛th (such that
𝑛 < 𝑁𝑡) time steps, respectively, and do not need to be recomputed,

whereas
[

𝜕{𝑅}𝑛+1

𝜕
{

𝑈
}𝑛

]

needs to be computed for each time step.

From Eq. (15), it is evident that the adjoint vector for time step 𝑛
(with 𝑛 < 𝑁𝑡) depends on the adjoint vector for time step 𝑛 + 1. As a
result, we compute the adjoint vectors backwards. It is also important
to note that once computed, the adjoint vectors do not change for
any of the design variables and that the same adjoint vectors are used
to compute the gradients for all 11 design variables. Recall that the
adjoint vectors are chosen such that they eliminate the dependence of

the gradient on the terms
{

𝑑
{

𝑈
}𝑛

𝑑𝑓𝑖

}

, leading to a simplification of

q. (13) as

𝑑𝐺
𝑑𝑓𝑖

= 𝑑𝛱
𝑑𝑓𝑖

=
𝑁𝑡
∑

𝑛=1
{𝜓}𝑛𝑇

{

𝜕 {𝑅}𝑛

𝜕𝑓𝑖

}

, (16)

here
{

𝜕{𝑅}𝑛

𝜕𝑓𝑖

}

has to be computed on a case-by-case basis for each
design variable.

To assess the accuracy of our adjoint gradient formulation, we
compare the results from Eq. (16) to those obtained using a central
finite-difference approximation. This verification study yielded a maxi-
mum relative error of less than 1%, proving the accuracy of the adjoint
formulation. A similar procedure was adopted to verify the analytic
gradients for the objective function (Eq. (11)), resulting in a relative
7

error close to machine precision.
4. Process optimization

4.1. Computational optimization

As described earlier, the objective for the optimization is to min-
imize the energy associated with the flux-time trigger by minimizing
the area under the trigger profile. This objective can be achieved by
either lowering the maximum magnitude of the flux or by reducing
the duration of the trigger. To study the effect of the maximum flux
and the trigger duration on the optimal energy, we perform a process
optimization analysis based on 3 values for the maximum flux (3000 W

m2 ,
4000 W

m2 , and 5000 W
m2 ) and 13 values of the trigger duration ranging

from 200 s to 500 s in increments of 25 s. Additionally, since this
optimization process involves local minima, we run each case with
10 different initial conditions resulting in a total of 390 optimization
problems. These problems are solved by implementing the interior-
point algorithm [42] using the inbuilt MATLAB function fmincon with
the values of the design variables bound between −0.001 W

m2 and one of
he aforementioned maximum flux values. For the constraint function,
he value of 𝛼𝑐𝑟𝑖𝑡 is set at 0.99.
Fig. 8(a) shows the minimum energy obtained for the 130 optimiza-

ion problems associated with a maximum applied flux value set to
000 W

m2 . The variation in energy obtained for each trigger duration
across the 10 initial trigger profiles indicates the presence of multiple
local minima. To study the effects of the trigger duration on the energy
for cure, we select the best results for each trigger duration (solid black
curve in Fig. 8(a)). As illustrated by these optimal results, the required
trigger energy decreases as the trigger duration increases from 200 s to
300 s and then remains almost constant with further increments in the
trigger duration. From the optimal trigger profiles shown in Fig. 8(b),
we attribute the initial drop in energy to the added freedom afforded
due to the increase in the trigger duration. For triggers with a duration
of 300 s and greater, we observe that the optimal trigger profiles are
very similar except for the duration of the pre- and post-heating regions
for which the applied flux is 0, leading to predicted optimized energy
inputs that are independent of the trigger duration.

Fig. 9 compares the optimal solutions for the energy consumed for
maximum flux values of 3000 W

m2 (orange curve), 4000
W
m2 (green curve),

and 5000 W
m2 (blue curve). As apparent there, the lowest energy costs

are obtained for the case corresponding to a maximum applied flux
of 5000 W

m2 . Additionally, due to the strict nature of the constraint, no
feasible solutions exist for trigger durations of 200 s - 325 s for the case
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Fig. 9. Minimum energy for through-thickness frontal curing | Minimum energy
predictions as a function of trigger duration for three values of the maximum applied
heat flux.

Fig. 10. Effect of critical degree of cure on predicted minimum energy | Compar-
ison of the predicted energy as a function of trigger duration and maximum flux value
for two values of 𝛼𝑐𝑟𝑖𝑡 ∶ 0.99 (triangular symbols) and 0.95 (square symbols).

of 3000 W
m2 , and for trigger durations of 200 s - 225 s for the case of

4000 W
m2 .

The choice of the 𝛼𝑐𝑟𝑖𝑡 constraint has a substantial impact on the
ptimization process, as shown in Fig. 10 for the cases 𝛼𝑐𝑟𝑖𝑡 = 0.99
triangular symbols) and 𝛼𝑐𝑟𝑖𝑡 = 0.95 (square symbols). The results
indicate that the minimum energy input obtained for all combinations
of maximum flux and trigger duration values are significantly lower for
𝛼𝑐𝑟𝑖𝑡 = 0.95 than for 𝛼𝑐𝑟𝑖𝑡 = 0.99. Additionally, as 𝛼𝑐𝑟𝑖𝑡 decreases, opti-
mum solutions satisfying the constraint can be found for a wider range
of trigger durations for maximum flux values of 3000 and 4000 W

m2 .

.2. Implementation of optimized curing process

To validate the predicted optimized curing cycle, we experimentally
mplement the optimized thermal profiles corresponding to a maximum
pplied heat flux of 5000 W

m2 and a 200 s trigger selected based on the
vailable heater and power supply. We manually adjust the voltage
o match the numerically predicted temperature evolution shown as
8

r

Fig. 11. Experimental implementation of optimal trigger | (a) Thermocouple trace
associated with the experimental validation of the computationally obtained optimal
trigger corresponding to 5000 W

m2 and 200 s. (b) Thermomechanical response of the
composite panel prepared by the optimized frontal curing process compared to that
prepared with the original trigger cycle shown in Fig. 7(a). (c) A representative optical
micrograph of the composite panel manufactured using the optimized frontal curing
process.

the red curve in Fig. 11(a). The experimental implementation, shown
in blue, closely matches the numerical curve. The temperature spike
associated with FP is also illustrated by the experimental curve. The
carbon/pDCPD composite panel cured frontally using the optimized
trigger profile is compared to that processed with 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = 193 ◦C. The
hermomechanical properties of the composite made with the initial
nd optimized trigger profiles are very similar as shown in Fig. 11(b).
ptical micrographs (Fig. 11(c)) of the composite specimens show
imilar microstructures and void contents. The micrographs of the
ptimally cured laminate also show a few plies did not nest well and
he laminate was likely infused with excess resin, leading to resin rich
egions and a slightly lower 𝑉 than the laminates presented in Table 1.
𝑓
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Table 4
Comparison of composite curing characteristics and properties. The uncertainty
represents one standard deviation.

Cure case 𝑉𝑓 (%) 𝑉𝑣 (%) Energy input (kJ)

𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = 193◦𝐶 64.3 ± 1.1 0.04 ± 0.01 12.2
Optimal Trigger 59.7 ± 2.1 0.17 ± 0.16 8.9

The difference in 𝑉𝑓 is not unexpected given human variations in layup
nd infusion techniques and is not a result of the optimized thermal
rigger (see Table 4).

. Conclusions

In this work, we have utilized through-thickness frontal polymeriza-
ion to manufacture carbon/pDCPD FRPCs with varying target
emperatures and energy inputs. 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = 193 ◦C achieved the highest
ront temperatures and thermomechanical properties, i.e., high glass
ransition temperature and uniform modulus. However, the energy
nput required to cure the laminate to achieve these properties was
ubstantially higher than in-plane FP-based manufacturing. Compu-
ational modeling and optimization of the frontal curing process has
redicted a thermal trigger profile that produced desirable properties
nd reduced the energy input. The optimized thermal trigger profile
as been validated experimentally and has been shown to achieve
roperties comparable to those obtained for the best case 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 =
93 ◦C while reducing the energy input by about 27.5%.
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