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We calculate the decay rates for g, — yy, J/w — yn. and J/yw — n.e"e™ in lattice QCD with u, d, s and
¢ quarks in the sea for the first time. We improve significantly on previous theory calculations to achieve
accuracies of 1-2%, giving lattice QCD results that are now more accurate than the experimental values. In
particular our results transform the theoretical picture for . — yy decays. We use gluon field configurations
generated by the MILC collaboration that include ny = 2 + 1 + 1 flavors of highly improved staggered sea
quarks at four lattice spacing values from 0.15 fm to 0.06 fm and with sea u/d masses down to their physical
value. We also implement the valence ¢ quarks using the highly improved staggered quark action. We find
F(nv - }’7) = 6'788(45)fit(41)sysl
KKz but in 46 tension with the Particle Data Group global fit result [R. L. Workman (Particle Data Group),
Prog. Theor. Exp. Phys. 2022, 083CO1 (2022)]; we suggest this fit is revisited. We also calculate
LTy = yne) = 2.219(17)5,(18) 4yt (24) expi (4) e KeV, in good agreement with results from CLEO,
and predict the Dalitz decay rate T'(J/y — ncete™) = 0.01349(15),,(15) ey (13)grp keV. We use our
results to calibrate other theoretical approaches and to test simple relationships between the form factors and

keV, in good agreement with experimental results using yy — n. —

expt

J/y decay constant expected in the nonrelativistic limit.
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I. INTRODUCTION

Decay rates of mesons via annihilation to photons, or
radiative transitions with emission of a photon, can in
principle provide stringent tests of our understanding of the
internal structure of these mesons from strong interaction
physics. The strong interaction effects are parametrized by a
decay constant or a form factor and these can be calculated
from first principles using the techniques of lattice QCD.
The decay rates are free from the uncertainties that arise in
weak decay processes from sometimes poorly known
Cabibbo-Kobayashi-Maskawa matrix elements. This means
that the combination of accurate lattice QCD and exper-
imental results can directly test both QCD and the Standard
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Model. An example is that of the leptonic decay rate of the
J /y meson via a photon. The decay constant of the J/y was
recently calculated with an uncertainty of 0.4% (including
effects from the electric charges of the valence ¢ quarks)
giving a value for I'(J/y — eTe™) accurate to 0.9% [1].
The lattice QCD result agrees well with the experimental
average which has an uncertainty of 1.8%. Here we study
two further processes of this kind for ground-state charmo-
nium mesons, 7. = yy and J/w — yn,.

There are a few experimental results for the decay width
for J/w — yn, [2-5]; the Particle Data Group (PDG) [6]
gives a branching fraction of 1.7(4)% as an average of
results from the Crystal Ball [2] and CLEO [3], with the
uncertainty increased by a factor of 1.5 to allow for the
tension between them. The average corresponds to a partial
decay width, I'(J/w — yn.), of 1.57(37) keV.

Following early work in lattice QCD in the quenched
approximation [7] and including u/d quarks in the sea [8,9],
a result with a more realistic ny =2 + 1 quark sea was
obtained [10]. Despite the varying numbers of sea quarks
the lattice QCD calculations consistently give values for the
partial decay width that are higher than the PDG average [6]
of the experimental results. Here we aim to shed further light
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on this issue by improving the accuracy from lattice QCD
and including now u/d, s and ¢ quarks in the sea.

For 5. — yy the experimental and theoretical picture is
less clear. The PDG [6] combines multiple sets of products
of branching fractions involving 7, — yy to obtain a fit
value for that branching fraction with a 7% uncertainty
[1.61(12) x 10~#]. Individual experimental results are typ-
ically much less accurate than this, however. The fitted
branching fraction corresponds to a partial decay width of
5.15(35) keV.

Lattice QCD calculations for 7, — yy also show an
uncertain picture on the theoretical side. Early results in
the quenched approximation [11] and subsequent results
including u/d quarks in the sea [12,13] gave results for the
decay rate with a central value much less than the PDG fit
value above. Further recent results from lattice QCD
including u/d sea quarks [14,15] give larger values for
the decay rate in agreement with the PDG fit value [14] or
exceeding it [15]. Here we significantly improve the
theoretical understanding of this decay rate by performing
the first 1%-accurate lattice QCD calculation of it, and we
include a realistic sea quark content (#/d, s and c).

The accurate determination of I'(5. — yy) here, along
with  HPQCD’s previous accurate determination of
[(J/w — ete™) [1], allows us to test the relationship
between these two quantities expected at leading order
(LO) in nonrelativistic QCD (NRQCD). The ratio of rates
in NRQCD is [16]

IC(J/y—ete”) 1

For o = 3 (10 + 0(%/c%)

- (D

W

Here Q. is the electric charge of the ¢ quark in units of e.
Such a simple formula is possible because the hadronic
parameters, here the “wave function at the origin” cancel
out at leading order. Sizeable radiative and relativistic
corrections could be expected to this ratio but there is
evidence in [16], calculating through O(a?), that there is
some cancellation between these corrections. Here we can
determine the ratio of these two decay rates accurately and
fully nonperturbatively, including the complete relativistic
dynamics of the ¢ quarks inside the mesons, using lattice
QCD. This allows us to assess how closely the relationship
of Eq. (1) is followed in full QCD.

For J/w — 1. decay our lattice QCD calculation involves
calculating a form factor as a function of the 4-momentum
transfer, ¢, between parent and daughter mesons. The value
of the form factor at g> = 0 is the appropriate one for the
radiative decay of a J/y to 5. accompanied by a real
photon. Here we calculate the form factor across the full ¢>
range and so can also provide predictions for the case with
an off-shell photon, i.e. J/yw — n.ete™. The rate for the
equivalent process for the D; meson, D¥ — D,e"e™ has
been measured experimentally [17]; these decays provide an

additional test of our understanding of meson structure
in QCD.

A further simple leading-order relationship between
L(J/y = ), T(J/w — e*e”) and T'(5. — yy) was sug-
gested many years ago by Shifman in [18], based on the
approximation of J/y dominance of the vector c¢ current.
He gives
L(n.—yy) 2aMj,
J/w—etem) IM;

r(J/w—ym.) = i

y (1 _Aﬁ)B(l +0(@). ()

Iy

By combining the J/y — 5.y and 5. — yy results we obtain
here with HPQCD’s earlier values for I'(J/y — ete™) [1],
we can also test how well this works in full QCD.

We are able to perform these calculations accurately in
lattice QCD because we use the highly improved staggered
quark (HISQ) discretization of the Dirac equation [19]. The
HISQ action has particularly small discretization effects and
this means that ¢ quark physics can be handled accurately in
lattice QCD on lattices with moderate values of the lattice
spacing [1,10]. This in turn means that a wide range of
lattice spacings can be covered for accurate extrapolation to
the continuum a — 0 limit. We use gluon field configura-
tions generated by the MILC collaboration that include u/d,
s and ¢ quarks in the sea with lattice spacing values ranging
from 0.15 to 0.06 fm.

The paper is laid out as follows. In Sec. II we discuss the
calculation of the rate for 5. — yy using our lattice QCD
determination of the amplitude. This includes first a dis-
cussion of the method, followed by a description of the
lattice calculation with HISQ quarks and then a discussion
of our results, including comparison to earlier lattice
calculations and to experiment along with tests of expect-
ations in the nonrelativistic limit. In Sec. III we follow the
same path through the calculation of the rate for J/y — .
and J/y — n.e*e”. Section IV summarizes our results and
gives our conclusions.

II. CALCULATING I'(3, — yy)
A. Method

To determine the decay rate of the 5, to two photons, we
need to calculate the matrix element between the #, and two
on-shell photons (each with squared 4-momentum, ¢*> = 0).
The procedure for the calculation is similar to that for a
meson-to-meson transition form factor except that we must
take a weighted integral over the time insertion point for one
of the vector currents to fix the energy of the final state to
that of the required photon.

We start from a standard lattice QCD 3-point function
constructed from ¢ quark propagators on each gluon field
configuration and averaged over the ensemble, see Fig. 1,
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C(t, .t )=

710772 '1(

<0|]u(q17 yl)Jz/(O? tyz) ( )|0> (3)

Here
Jularty,) =a¥y e, (x,1,,),
X

0,,(t,) = a*)y_0, (x.1,) (4)

project out 3-momenta q; and 0, respectively, and a is the
lattice spacing. j, and j, are lattice vector currents, ¢y, ¢ and
¢y,c, and O, is a pseudoscalar or temporal axial current
operator that couples to pseudoscalar charmonium states.

We can couple an external photon field to j, by
multiplying by a photon propagator [20,21] so that

ne (1,)10)
0)Cu(ty, 1, 1) (5)

71?7V e

(0lA, (a1 10)j,(1,,)0

= aZD "

e_wl (tyl _IO)

D(1,, —1o) = (6)

26()1
is the photon propagator in Euclidean time for a photon with
3-momentum q;, where @, = |q;|. The sum in Eq. (5) is
over all 7, on the lattice. The construction of Eq. (5) yields a
3-point function between a tower of .. states (at rest) created
by O, att, and aphoton at #, induced by a vector current at
t,,. The 4-momentum transferred by the current is con-
strained by energy-momentum conservation. If we choose

M
'75
= = N 7
qi | 1 3 (7)
where M, is the 7, mass, then for the ground-state 7, this
3-point function encapsulates an 7, — yy transition with
two real photons in the final state. The ground-state
contribution to the 3-point function is

tn.

t’p t’Yl
:

Oy

C

FIG. 1. Schematic diagram of the connected 3-point correlation
function between O, and two vector currents, see Eq. (3). The
lines between the operators represent ¢ quark propagators. We do
not include any quark-line disconnected correlation functions in
our calculation.

-M,. <tu(- _tyz)

2M

e_wl ([72 _tO)

F e = 17)(n.0,,10) (8)

2(01 e

F . 1s the matrix element between 7, and yy states that will

allow us to determine the decay rate.

To obtain F,, from the 3-point function it is convenient
to first peel off the final-state photon by dividing by the
left-most factor in Eq. (8). Instead of Eq. (5) we construct
in practice

azt oy (1, =to) /QRwy)C,(1,,.1,,.1, )

~ 712 T2
CHV e —w; (1, [‘))/(2601) ’
= aze—wl (t, —fyz)clw(t},] , l‘},27 l‘m), (9)
tV]
C.(t,,.1,) is now a 2-point function. Note that 7, —1,,

varies from —N,/2 to +N,/2 as t,, is varied. At the same
time we construct the standard 2-point function

C,(t.t,)=

’ '7[

(010,.(1)0, (t,)]0). (10)

By fitting C ,w and C, simultaneously we can determine the
contribution of the ground state 7, to both 2-point functions
and use this to obtain F (1, = y7).

The fit form for C, can be written as

— E 2
- ay
n

(E,t—1,), (11)

where

f(E 1) = e7F 4 e~ EWN=1) (12)

and the ground-state energy, corresponding to n =0, is
Ey = M, . The ground-state amplitude,

_ 1c10,,10)

ag = \/m

Likewise

}’2’ ”I

ZMJWW B,)  (14)

with [see Eq. (8)]

Fuwme = yy)

V/2M,,

For n > 0, the b, correspond to matrix elements between
excited 7, states and one on-shell and one off-shell photon.
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TABLE I. Parameters for the MILC ensembles of gluon field configurations. The sets are numbered but also given a “handle” to
distinguish them in the second column. The lattice spacing is determined from the Wilson flow parameter, wy, [24], and values of wy/a
are given in column 4, following the gauge coupling, /3, in column 3. The physical value wy = 0.1715(9) fm was fixed from f, in [25].
Sets 1 and 2, 3 and 4, 5, and 6 have a ~ 0.15,0.12,0.09, 0.06 fm, respectively. The number of lattice points in space, N, and time, N,,
are given in column 5. Sea quark masses in lattice units are given in columns 6, 7 and 8. All the configuration sets have equal-mass « and
d quarks with m,, = my; = m,. Sets 1, 3, 5 and 6 have heavier-than-physical mass m; such that m,/m; = 5 and sets 2 and 4 have m, close
to the physical average of u and d quark masses. As described in the text, we use valence ¢ quark masses, given in column 9, that differ
from the sea ¢ quark masses, being more closely tuned to the physical value. The ey, parameter that accompanies am}® in the HISQ
action [19,26] are given in the next column. On set 3 we also include results from a deliberately mistuned valence ¢ quark mass of 0.654,
and denote this calculation as “3A.” We use 1000 gluon field configurations from each set, with two time sources on each configuration
to increase statistics, except for set 6 where we include only one time-source per configuration.

sea val

Set Handle p wo/a N3 x N, amse amse am? am) ENaik
1 Very-coarse 5.80 1.1119(10) 163 x 48 0.013 0.065 0.838 0.888 —0.3820
2 Very-coarse-physical 5.80 1.1367(5) 323 x 48 0.00235 0.0647 0.831 0.863 —0.3670
3 Coarse 6.00 1.3826(11) 243 x 64 0.0102 0.0509 0.635 0.664 —0.2460
3A Coarse 6.00 1.3826(11) 243 x 64 0.0102 0.0509 0.635 0.654 —0.2402
4 Coarse-physical 6.00 1.4149(6) 483 x 64 0.00184 0.0507 0.628 0.643 —0.2336
5 Fine 6.30 1.9006(20) 323 x 96 0.0074 0.037 0.440 0.450 —0.1250
6 Superfine 6.72 2.8941(48) 483 x 144 0.0048 0.0240 0.286 0.274 —0.0491
Using parity and Lorentz invariance we can define a 1 | M2
transition form factor F(g?, ¢3) by Ll = yr) = EZ d€ 64 M,
spins ¢
= 1 Q¢M; F2. (19)

'/T;w = e/«lvﬂﬂp{;pq?F‘ (16)

This equation makes clear that a nonzero result will only be
obtained (for an 7, at rest) if there is a component of the
(equal-and-opposite) spatial momentum of the two photons
that is orthogonal to the polarization vectors of both photons
(which must themselves be orthogonal). The specific con-
figurations of momenta and polarizations that we use will be
described below. Here we are interested in determining
F(0,0) (i.e. with two on-shell photons) and so the kinematic
factors in Eq. (16) mean that F is obtained from b, via

F(0,0) — by =Y M0 (17)

2
Mn(.‘

The decay amplitude is given by

M(n, — yy) =26°Qe; - F - €,
= ezQ%Mgc\el X & |F(0,0), (18)

allowing for interchange of the two photons and inserting
electric charge factors (Q. = 2/3 for the ¢ quark) and
polarization vectors. The decay rate is then

"Note that [7] uses a normalization for F that differs by a factor
of M, .
i’](.

The factor of 1/2 above avoids double counting the
identical photons and there are two spin combinations
for the final state, both with |e; x &,| = 1.

In the next section we give more details of how we set up
our lattice calculation to determine F(0,0).

B. Lattice calculation

1. Ensembles and parameters

We use ensembles with Ny =2+ 1+1 flavors of
dynamical HISQ sea quarks from the MILC collaboration
[22,23]. Details of the ensembles are tabulated in Table I.
The six ensembles that we use give us four different lattices
spacings, a = 0.06, 0.09, 0.12 and 0.15 fm. The sea u and d
quark masses are taken to be the same and denoted m; (/ for
light). Two ensembles, sets 2 and 4, have / quarks in the sea
with the physical mass, m; = (m, + my)/2, and the other
four have heavier-than-physical light quarks. This allows us
to test the dependence of our results on the mass of the sea
light quarks.

On these ensembles we calculate correlation functions
constructed from valence ¢ quark propagators, also using
the HISQ formalism. The valence ¢ quark mass values that
we use here are the same as those given in Table I of [1].
These masses are more accurately tuned than those of the ¢
quark in the sea. The tuning is done by comparing the result
for the mass of the J/y meson obtained on each ensemble
to its physical mass from experiment, as discussed in [1].
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2. Correlation functions C,, and C,,

On the ensembles of Table I we calculate 2-point and
3-point correlation functions, as described in Sec. Il A. The
3-point correlation function is that between a source current
that couples to the 7. and its excitations and two vector
currents, depicted in Fig. 1. Note that we construct only one
combination of quark propagators on the lattice and
determine F from that; the factor of 2 for interchanging
the photons is allowed for in Eq. (18). We include only the
quark-line connected diagram of Fig. 1. There are quark-
line disconnected diagrams (quark loops connected only by
gluons) that contribute but we expect their contribution to
be small because the ¢ quark mass is large. We will estimate
the systematic uncertainty from neglecting quark-line
disconnected diagrams in Sec. I B 7.

The correlation function C;w(tyl s t,h_) [Eq. 3)] is
calculated using the standard sequential source technique.
On timeslice 7, , we set up a random wall source [27] from
which two ¢ quark propagators are calculated. The first
propagator, evaluated at timeslice 7, and multiplied by y,,
is used as the source vector for another ¢ quark propagator
calculation. The result of this calculation, the extended/
sequential propagator, is contracted with the second c
quark propagator from ¢, , inserting a y, before summing
over indices, to obtain the 3-point function. The second ¢
propagator from 7, is calculated with an additional y,ys
multiplying the random wall source to achieve the quan-
tum numbers of the n. when contracted. The 3-point
correlation functions obtained are averaged over all gluon
fields in the ensemble. We use two time sources for 7, on
each configuration (except for set 6) to improve statistical
accuracy. We take u,v =7z, x and take the photon
momentum (discussed below) to be in the y direction to
satisfy the requirements for a nonzero result from Eq. (16).

Because we are using HISQ valence ¢ quarks, the y
matrices in the paragraph above become spatial-position-
dependent phases with which the sources and sinks are
patterned to achieve the required spin. We also have to
consider operator ‘“taste” [19], also represented by y
matrices, and we must choose tastes for the different
operators such that the product of the taste y matrices gives
1, for a nonzero correlation function. We want the spin-taste
representation of the two vector currents to be the same
(except for z <> x) for symmetry, and we want to avoid
point splitting of the vector currents along the y direction in
which the spatial momentum flows. Our preferred setup
uses a temporal axial current for O, with spin taste in the
standard notation (see, for example, [19]) ysy; ® 7.y, and
vector currents with spin-taste y, ® 7, and y, ® y.. In this
case the two vector currents are local and this has the
advantage that they have no tree-level discretization errors.
The temporal axial current is one-link point split in the y
direction. Use of the temporal axial current (rather than the
pseudoscalar current) avoids any temporal point splitting.

We will call this the “LOCAL” setup because of the nature
of the vector currents used. An alternative, that we will use
as a test on a subset of ensembles (sets 1, 3 and 5) is to take
all of the operators to be “tasteless” i.e. with spin-tastes
rsY: ® 1y, ® 1 and y, ® 1. Now the vector currents have
a one-link point splitting along the x and z directions,
respectively, and the temporal axial current has a 3-link
point splitting (from one corner to the opposite of a cube).
This is the “ONE-LINK” setup.

Calculating HISQ ¢ quark propagators is numerically
relatively inexpensive and so we cover the full range of
values of 1, by calculating C,,, [Eq. (3)] for ¢, from ¢, to
ty. — N,/2, obtaining the other values by periodicity. This
allows us to test the behavior of the integral/sum over 7, in
Eqg. (9). Results at all values of 7,, are obtained in the final
contraction of the sequential propagator with that from z, .
This amount of calculation is not in fact necessary, as we
discuss below.

In . — yy decay each photon carries away spatial
momentum with magnitude M, /2 in the 5. rest frame.
In our calculation spatial momentum is inserted into the ¢
quark propagator that connects the operators at timeslices 7,
and 7, (the sequential propagator, see Fig. 1) using twisted
boundary conditions [28,29]. This enables us to choose any
value of the spatial momentum, ;, using a twist angle 6.
One photon will have momentum q; and the other —q;.
Given our vector current polarizations, q; must have a y
component and we simply take q; to be in the y direction.
Its value is then related to 6 by

. On
agi =%, (20)

where N, is the number of lattice points in a spatial
direction. The kinematics that are specified in Eq. (7) then
require a twist angle of

B aN .M,

0
2

(21)

Since w; = |q;| and both of these quantities are set in
lattice units, photon 1 will be exactly on shell. It is harder
to arrange for photon 2 to be exactly on shell and there will
inevitably be a slight mistuning of the on shell condition
for this photon. Its spatial momentum has magnitude a|q; |
and its energy is aM™ — aw in lattice units, where M)
is the mass of the 5, obtained on that ensemble from the
lattice calculation. Photon 2 will only be on shell if aw is
exactly aM/2.

The mistuning depends on what value of M, is used in
determining the twist angle for q;. Various approaches that
are equivalent in the continuum limit are possible. Here, for
the LOCAL setup, we choose to fix the M, value used in q,
[Eg. (21)] to the value we obtain from connected correlation
functions in lattice QCD in the physical continuum limit,

014513-5



COLQUHOUN, COOPER, DAVIES, and LEPAGE

PHYS. REV. D 108, 014513 (2023)

since this corresponds to the value to which our 7, masses
will converge in that limit. This value was obtained by
calculating the charmonium hyperfine splitting in [1] for
both pure QCD and QCD plus quenched QED. Here we use
the pure QCD result,

MEHR =2 9783(11) GeV. (22)

This mass differs slightly (by 5.6 MeV or 0.2% of the mass)
from the experimental value [6]. The most likely explan-
ation for this is that it represents the impact of quark-line
disconnected correlation functions (not included in the
lattice calculation) that allow the 5, to mix with lighter
flavor-singlet mesons such as the 7 and #'. The twists from
Egs. (20) and (22) used on each set are given in Table II (top
section). For the ONE-LINK setup we chose to test a
different tuning, equivalent in the continuum limit. In that
case we determined aM};:“ for that taste of 7, on that
ensemble in a separate calculation and then used that value
in our choice for 8 [Eq. (21)], so that both photons 1 and 2
should be exactly on shell for each ensemble. The values for
the twists used in that case are given in the lower section of
Table II.

The accuracy with which photon 2 is tuned to the
on-shell point will be discussed further in Sec. IIB 5.
The mis-tuning is small in both cases here (very small for
the ONE-LINK case) but we will take account of it in our
continuum/chiral extrapolation for F(0,0). We will also
estimate and include an error associated with the fact that
MR not equal to the experimental value.

As well as C,, [Eq. (3)] we also calculate the 2-point
correlation function C, [Eq. (10)] constructed from the

TABLE II.  Twist 0 used for the sequential propagator in C,,
[Eqg. (3) and Fig. 1] from which 5, — yy form factor is extracted.
The corresponding 3-momentum component is given by agj =
Or/N, and given in column 4. For the LOCAL setup (local vector
currents, top table) the twist is chosen to achieve ¢} = MJ™*"/2
with MP™**" given in Eq. (22). For the ONE-LINK setup (one-
link vector currents, lower table) the twist was chosen so that
aqy = aM}/2, i.e. half the 7. meson mass on that ensemble.

LOCAL Set 0 aq,
1 5.928 1.1640
2 11.598 1.1386
3 7.151 0.9361
4 13.976 0.9147
5 6.936 0.6809
6 6.833 0.4472
ONE-LINK Set 0 ag)
1 6.0759 1.1930
3 7.2399 0.9477
5 6.9866 0.6859

same O, operator used in C,,. Fitting C,, and C ww [derived
from C,,, see Eq. (9)] simultaneously allows us to deter-
mine the form factor for 7, — yy.

3. Vector current renormalization

We use a local vector current, y; ® y; in our LOCAL
setup and a 1-link y; ® 1 current in our ONE-LINK setup.
Neither of these currents is conserved, so we must multiply
both by their multiplicative renormalization factors to
match them to their continuum counterparts. Since the
vector current appears twice, this means multiplying the
raw lattice data for C,, by 7%, before determining C e

We use Zy values calculated in the symmetric MOM
scheme (RI-SMOM) in [30]. These are calculated for
groups of ensembles with the same value of § (rather than
individually for each set) and are reproduced in Table III.
The values are very close to 1 for the HISQ action and are
obtained with an uncertainty of less than 0.4%.

4. Determining C w

The 2-point function C,,(1,,.1, ) is constructed from a
weighted sum over all lattice time slices of C,, as given in
Eq. (9), using aw; = aqj as discussed in Sec. II B 2. It is
normalized so that the lattice vector currents match those in
the continuum as discussed in Sec. II B 3. In Fig. 2 we plot
a quantity proportional to the summand of Eq. (9) to
illustrate how the sum works. The quantity plotted is

TABLE III.  Vector current renormalization constants, Zy (u),
using the RI-SMOM scheme. Values are taken from Tables III
and VIin [30] where they were calculated in pure QCD for each
value corresponding to a group of ensembles in Table I. We use
the values given at u =2 GeV but note that the small p
dependence in this quantity is purely a lattice artifact, vanishing
in the continuum limit. Here we give values for each set (listed in
column 1), but those with the same 3 value are the same. Z(}®7’
(column 3) is the renormalization constant for the local current
used in the LOCAL setup and Z’(,’®l (column 4) is the 1-link
current renormalization needed for the ONE-LINK setup. Note,
in the latter case, that this is for the 1-link tadpole-improved
current constructed with a “thin-link” included. The tadpole-
improvement factor u,, given by the mean value of the gluon field
U, in Landau gauge, is listed in column 5. Since we use a 1-link
vector current that is not tadpole-improved, the renormalization
factor for the ONE-LINK case is Z//®' /u,.

Set B Z}{,’®7’ ZC"@] U

1 5.80 0.95932(18) 0.93516(16) 0.81960
2 5.80 0.95932(18) 0.93516(16) 0.82042
3 6.00 0.97255(22) 0.94966(20) 0.83461
4 6.00 0.97255(22) 0.94966(20) 0.83505
5 6.30 0.98445(11) 0.96695(11) 0.85248
6 6.72 0.99090(36) 0.97996(34) 0.87094
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0.25 8 B Set 1

{1 Set 6
0.20

Ry, [Ge\/w]

0.00

(t, — ) [fn)]

FIG. 2. R, defined in Eq. (23), as a function of ¢, —1,,. We
use a fixed value for the separation between ¢, and ¢, of N,/4.
Results are given for the LOCAL setup and plotted in physical
units for two values of the lattice spacing, corresponding to very
coarse (set 1: a=0.15 fm) and superfine (set 6: a = 0.06 fm).
Integrating R, gives by and hence F [see Eq. (17)]; note the
narrow width of the region of support for the integral. Oscillations
are a result of using staggered quarks. Their impact on the integral
is a discretization effect—see Appendix A.

—wi(t,, —t,,)
Ro(t, 1) =" T Gty by ).
A TR P! age M et

(23)

This is plotted as a function of the time separation between
vector current operators for a fixed value of 7, —17, of
N,/4. We divide by exp(-M, (1, —t,)) to remove the
time dependence related to the 7. mass expected from
Eq. (14). The . mass used here is the one from the fitto C,,
[Eq. (11)] G.e. M};‘C‘t). We also divided by a, which is the
ground-state amplitude from this fit. This means that the
integral of R, is equal to b, [Eq. (14)] up to excited-state
contamination, which is very small at this large value for
t,. — t,,- Indeed the figure is unchanged over a wide range
of t, — 1, values since excited state contamination falls off
on distance scales of O(0.5 fm) and N,/4 ~2 fm.

We see from Fig. 2 that R,,, is strongly dominated by the
region of 7, very close to 7,,. This is because, once a
photon is emitted from the 7., the resulting system is far
off shell and decays exponentially fast in ¢. The region in
|t,, —1t,,| for which the integrand is nonzero is less than
about 0.5 fm.

Because we use staggered quarks the integrand has a
component that oscillates in time. On summing/integrating,
however, this component reduces to an a” discretization
effect, because the oscillations get closer together on finer
lattices, as we show in Appendix A. Discretization effects
of this kind are allowed for in our extrapolation of our
results for F to the a — 0 continuum limit.

We construct C,, (¢ ror In, ) for all values of 7, — 1, and
then fit it as described in the next section, in conJunctlon
with Cm’ to determine b,. Our fits take full account of
excited-state contamination.

5. Fitting the correlators C’ and C,

We fit C , and C, simultaneously to standard staggered—
quark fit forms for two- -point correlation functions. These
are the same as those given in Egs. (11) and (14) except that
there are additional terms that oscillate in time. The fit form
for C, becomes

Zazf E,t)—

with f(E, ) given in Eq. (12). The oscillating terms arise
from opposite parity states, all of which are heavier than
the ground-state 7, and decay faster in the large-time limit.
The fit-form for C,, given in Eq. (14) is likewise extended
to include oscillating terms from the same opposite parity
states.

We use the CORRFITTER package [31] to fit our two-point
correlation functions, taking as parameters the logarithms of
the energy differences (to keep the energy levels ordered)
and the logarithms of the amplitudes. We take the prior on
the energy differences to be 0.5(2) GeV and the prior width
on the amplitudes a,, to be 20% and b,, [see Eq. (14)] 50%.
All prior widths are orders of magnitude larger than the
uncertainties returned by the fit for ground-state values. We
find y2/dof < 1 for all fits.” Our final fits use 4 exponen-
tials, i.e. N, =N, =4 in Eq. (24). We do not include
results for values of ¢ below t,,;, in our fits where ¢,,;,/a
varies between 6 and 9 depending on lattice spacing for C w
and is N,/8 for C, .

The aim of the fits is to determine the ground-state
parameters corresponding to n = 0: Ey, ay and b,. From
by we can determine the form factor for 5. — yy using
Eq. (17). This equation is derived from Egs. (15) and (16)
and assumes that both photons are exactly on shell. As
discussed in Sec. II B 2, photon 1 is exactly on shell but
photon 2 is not. We must therefore modify our determi-
nation of F from b, to take account of this, following
Eq. (16). Instead of Eq. (17) we must use

/ latt
Flatt(o’ CI%) _ ZCIM,,C (25)

— Y0 aatt,, oV
a aM;,"aqy

Zaof Ey 1), (24)

where g3 is the g value for photon 2 and b is in lattice
units. aM}™ is the value of the 7, mass in lattice units given
by E,.

Table IV gives our results for aM)™ and Fy,,(0, ¢3)/a on
each set of gluon field configurations and for both the

*We apply a standard procedure to avoid underestimating the
low eigenvalues of the correlation matrix and hence the un-
certainty. This is described in Appendix D of [32] which also
discusses how to determine y? reliably in that case by including
additional noise; we apply that method for y? here.
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TABLE IV. Results for Fi,(0.¢3) and M, in lattice units
obtained from our correlator fits [Eqs. (24) and (25)]. The top table
shows results from our LOCAL setup (with local vector current),
the lower table those from the ONE-LINK setup (with 1-link
vector current). Column 5 gives the value for q% (g? for photon 2)
in lattice units from Eq. (26) (these values are close to zero for the
ONE-LINK setup from the way that the momentum twists were
chosen). Set 3A for the LOCAL case corresponds to a deliberately
mistuned valence ¢ quark mass (see Table I). We fit the correlators
for sets 3 and 3A simultaneously so that correlations between
them are fully taken into account.

LOCAL Set Fia(0,43)/a aM™ a’q3
1 0.11294(24) 2.36833(41) 0.0964
2 0.115433(94)  2.321816(62)  0.1036
3 0.14031(19) 1.888089(94)  0.0300
3A  0.14096(20) 1.868562(95) —0.0067
4 0.143704(93)  1.845042(31)  0.0288
5 0.19163(22) 1.369825(55)  0.0110
6 0.29303(54) 0.897086(57)  0.0024
ONE-LINK  Set  Fi(0,43)/a aM™ a’q3
1 0.08416(21) 2.38605(24)  0.0002
3 0.11649(22) 1.89533(13)  —0.0001
5 0.17396(36) 1.371840(93)  0.0000

LOCAL and ONE-LINK setups. The results also include
those for a mistuned valence ¢ mass on set 3, denoted set
3A. Notice the small statistical uncertainties, well below
1% in F/a and aM, , typical of lattice QCD calculations
with heavy quarks. We include values for the off shellness
of photon 2, ¢3, given by

@ = (M) = q1)* = (¢7)* = My (M = 2¢5). (26)

g3 is very close to zero in all cases, being at most 2% of M,
on the coarsest lattices for the LOCAL setup. We will
discuss how we fit the results for F (allowing for the off
shellness ¢3) to obtain a value for F(0,0) in the physical
continuum limit in Sec. II B 6.

First we demonstrate that results can be obtained with a
subset of the correlation functions that we have calculated
here. Figure 3 shows the results for F if we restrict the
range of integration over f#, to a time distance of Zy;qn
either side of 7, . In keeping with Fig. 2, we see that the
result for F' reaches its final value very quickly as a function
of tyiqm (in less than 1 fm). The sum over 7, could be
truncated in this case with no loss of accuracy. We perform
the full sum here, however.

In Appendix B we further show that we can restrict the fit
of the two-point function C,,(¢) to a set of specific 1 =
t,, —t, values rather than fitting the full 7 range. Here,
however, we use the results from our full fit.

As discussed in Sec. II B 2, we use different staggered
spin-taste representations for the mesons in different parts

PO
*
0.18 >
s 0.16
5‘ *
Rl
S 0.14 509
K121 s
>0 % Set 1
0.10{ ¢ X Set3
» X Set s
0 10 20 30 40

twidth / a

FIG. 3. Fitted results for Fi,(0,¢3)/a obtained from C(t=
ty. —1,,) as a function of #qy, the half-width of the region of
time integration over 7, either side of 7,,. Results are given for the
LOCAL setup on set 1 (very coarse, a = 0.15 fm, fitting time
range t = 6 — 20), set 3 (coarse, a % 0.12 fm, r =7 — 27)and 5
(fine, a = 0.09 fm, t = 9 — 40). Note the steep rise of the results
to a plateau.

of our calculations. Here we test that the different repre-
sentations agree in mass in the continuum limit. We use an
interpolating operator with spin taste ysy, ® y,y, for the
pseudoscalar 77, meson in our LOCAL setup and ysy, ® 1
for our ONE-LINK setup. In the study of J/w — yn., we
instead take a ys ® y5 (Goldstone) interpolator for the 7,
meson. This latter spin taste corresponds to the lightest 7,
in the taste multiplet and the one used, for example, in [1].
In Fig. 4, we compare the masses of the different 7, tastes
determined from our fits to the suite of correlation functions

0 My ®1) — My @ 75) =
= 0.06 O M(ysv @ 17:) — M(7 @ 75)
c A M(yvn ®y57:) — M(7: ®7:)
O, o ©
2004
% =
[
Z 0.02 =) S
& =
° &
0.00{ & & 5
0.2 0.4 0.6 0.8
(am,)?

FIG. 4. Mass differences between different tastes of charmo-
nium mesons. The green squares show the difference between the
1. meson used in our ONE-LINK setup for 5. — yy and the
“Goldstone” (spin-taste y5 ® ys) meson used in our J/w — yn,
calculation. The blue circles show the same difference for the 7,
used in our LOCAL setup. We also show in red triangles the mass
difference between the J/y interpolated by 7.y, ® ysy, (used for
J/w — yn., see Sec. Il) and the J/y interpolated by y. ® 7,
whose mass in lattice units we obtain from [1]. In all cases the
mass differences are small (less than 2% of the meson mass) and
fall to zero as a — 0 as a discretization effect.
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that we have. The plot shows that the mass differences
between the different tastes are very small, at most a few
tens of MeV for a meson with mass of 3 GeV. The mass
differences vanish in the continuum limit as expected for a
discretization effect. In the next section we show the impact
that the different spin-taste setups have on the determi-
nation of F(0,0) as a function of lattice spacing.

6. Taking the physical-continuum limit

To obtain a physical result for the form factor F(0, 0), we
fit our lattice data for F(0,q5) from Eq. (25) (given in
Table IV and plotted in Fig. 5) to a function that accounts
for discretization effects and mistunings of the sea and
valence quark masses, as well as allowing for the small
amount by which photon 2 is off shell. The data is fit using
the Lsqfit package [33] and our fit form is

(1) 2
F tt(o’q2> F(()?O) (i.1) 2i
: a - (1_ a3 ) 1+§ :KaA (aAl)

pole

val,c sea,c (0) sea,uds
+ Kval,cé + K'sea,e(S + Ksea,udsé '

{1l R+ e} o)

where F l(;)t(O g5) is the lattice data with superscript ¢
denoting the taste, i.e. either the LOCAL (local vector) or
ONE-LINK (1-link vector) cases. F(0,0) is the form factor
in the limit of vanishing lattice spacing and physical masses

0.090
i (0} 0) i) i0
0.085
T
< 0.080 o
=,
= 0.075
S & my/m=5 o]
3 0.070 A Physical my
M Mistuned m, (3A)
0.065 @ 1-link vector current o]
0.0 0.1 0.2 0.3 0.4 0.5 0.6
a’ [GCV’2]
FIG.5. Data points show our lattice QCD results for the 7, — yy

form factor, in red for the LOCAL setup (with local vector current)
and green for the ONE-LINK setup (with 1-link vector current).
The LOCAL points have been corrected for the slight off shellness
of one photon (see text). The LOCAL points include one at a
deliberately mistuned ¢ quark mass (open red square). The blue
and pink bands show our chiral/continuum fit to the points,
applying Eq. (27) simultaneously for the LOCAL and ONE-LINK
points. The fit bands are plotted as a function of a at the physical
quark mass point. The physical result in the continuum limit is
then shown by the black star.

that we wish to determine. The factor of (1 —¢3/M;.)

allows us to adjust for the amount by which photon 2 is off-
shell with a simple one-pole parametrization which was
tested in [7,12]. The pole form was found to work well,
with the pole mass M, taking a value around the J/y
mass. Here we will take M, as a fit parameter, with prior
3.0(3) GeV. As discussed in Sec. II B 4, our q% values are
close to zero here (see Table IV) and the pole factor only
has a small effect, at most 2% on our coarsest lattices in the
LOCAL setup and less than 1% in other cases.

Equation (27) takes discretization effects into account,
mainly through the first nontrivial term in the square
brackets. These discretization effects arise from the HISQ
action but also through the trapezoidal integration used to
determine C w and the oscillating term contribution to that
integral (Appendix A). We allow for the size of these
discretization effects to be set by scale A and include terms
up (aA*m). Since we want to fit both the LOCAL and
ONE-LINK cases with the same fit form, although they
differ significantly in their discretization effects (see Fig. 5),
we give them different A parameters and choose A(") using
the Empirical Bayes criterion. This means varying A" in
fits to the two cases (with independent fit parameters, K((ll)\t) )
and taking the values that maximize the Bayes factor [34].
We also allow for discretization effects coming from the sea
in the final term, including terms up to (aA)*. We take

A =1 GeV in both cases but use independent fit param-

(1/2,1)
eters, Ksea.uds .

We allow for mistuning of sea and valence quark masses
in Eq. (27) with the terms containing 6. The mistunings of
the ¢ valence and sea quark masses and the u, d and s sea
quark masses are expressed as

am{® — amned

5val,c _ (28)
tuned ’
am;
am’ed — amtuned
Sea,c 4 4
& = tuned ’ (29)
amy
2amse + amsed — zamtuned _ amluned
5sea,uds — l s 1 s (30)
10amtuned ’
s
respectively.

To tune the valence and sea ¢ quark mass, we take

am®™°4 to be
Mexpt 1.5
amed = gmy | L) (31)
M
J/w

where Mj’;f; = 3.0969 GeV from [6], and lattice values for

aM ,, are obtained from Table Il in [1]. The power of 1.5
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is empirically chosen, based on the results from [1] (the
power is not 1, because of the binding energy inside
the J/w).

The tuned s quark mass is given by

hys'\ 2
MnS

from leading-order chiral perturbation theory. am!™™¢ is
found by dividing the value for m“" in Eq. (32) by the
ratio [35]

amtsuned — amzal

(32)

hys
mg vs
—‘
ml vs

= 27.18(10). (33)

For all except set 5 we use om;/m, values from Table I
of [36]. For set 5 in Table I, values in lattice units for M,
are taken from [37] and the “physical” value of the 7,
meson, 688.5(2.2) MeV, is taken from [25]. The #, is an
unphysical pseudoscalar s5 meson whose mass can never-
theless be determined in terms of z and K masses in lattice
QCD. This gives a 5***4s value of 0.0297(17) for set 5.

Since the dependence of F(0,0) on quark masses is a
physical effect it should be the same (up to discretization
errors) for the LOCAL and ONE-LINK cases. We therefore

take the Ky o> Kyar, and Kggi .ds Parameters to be the same in
the two cases when fitting them simultaneously.

The parameters to be determined by the fit are M ., KEJ)\

for i = 110 iy, Kgencr Kyal,c and Kiézl uas for j=0,1,2. As
discussed above, we take the parameters to be independent
for our two setups when they correspond to discretization

effects, but otherwise take them to be the same. For priors,
we use F(0,0) = 0.1(1), Moo = 3.0(3) GeV, «) = 0(1)
[except for i = 1 for the ONE-LINK case where we take the

prior to be 0(2) from inspection of Fig. 5], ky,. = 0(2)

(from comparison of results from sets 3 and 3A), Kile?l_u ds =

0(1) and ke, . = 0.0(1) (since we expect the effect of ¢ in
the sea to be minor). For our final fit we take the largest
coefficient for discretization effects, i, = 3. Our pre-
ferred fit is a joint fit to the LOCAL and ONE-LINK data,
but we obtain almost identical results from fitting simply
the LOCAL results.

Figure 5 shows our lattice results (now in physical units)
for both the LOCAL and ONE-LINK setups as a function
of squared lattice spacing. The lattice results have been
adjusted to correspond to the F(0,0) on-shell point, i.e.
F¢(0,¢3) has been multiplied by the pole term
(1 —g3/M3,.). The uncertainty on the lattice results is
dominated by the correlated uncertainty in the value of the
lattice spacing. Also shown is our continuum fit using
Eq. (27) to both sets of data simultaneously. Notice that the
discretization effects are much larger in the ONE-LINK

case than in the LOCAL case. Using the Empirical Bayes
criterion [34] we find that the optimal A is 0.10 GeV for
LOCAL and 0.49 GeV for ONE-LINK. The larger dis-
cretization effects for ONE-LINK are not surprising
because the vector currents in that case are 1-link operators
with tree-level discretization errors. The LOCAL case, in
contrast, uses local vector current operators that have no
tree-level errors at any order in a. The bands plotted on
Fig. 5 correspond to the fit at tuned sea masses as a function

of lattice spacing, i.e. F(0,0)[1 —I-Z,-K(a’/‘()(a/\(’))”] [see
Eq. (27)], with i, = 3.

The result we obtain for F(0,0) in the continuum limit
from the joint fit to the LOCAL and ONE-LINK results is
F(0,0) = 0.08793(29) GeV~! with a y?/d.o.f. of 0.8. This
confirms that the LOCAL and ONE-LINK results can
readily be fit to a common continuum value, providing a
test that HISQ taste effects are purely lattice artifacts. The
result from fitting LOCAL alone is very similar, not
surprisingly because we have the best coverage of lattice
spacing and sea masses in that case and discretization effects
are smaller than for the ONE-LINK case. In Sec. IIC we
will discuss additional sources of systematic error that must
be accounted for in our final result.

First we discuss the stability of our fitted value for
F(0,0) as we change details of our fits. This is shown in
Fig. 6, where we plot the value of F(0,0) in the physical/
continuum limit on changing some aspect of either the
correlator fits or the chiral/continuum fit. The preferred
(base) fit described above is given on the left. Variations
include making all the priors a factor of 2 smaller or larger
and dropping datasets at either end of the lattice spacing

0.0885

| }

0.0875

F(0,0) [GeV]

0.0870

e~ 0
55
= 2

FIG. 6. The value of F(0,0) in the limit of vanishing lattice
spacing and physical quark masses obtained from variations to
our base fit. These include (from left to right) dropping the
coarsest and finest datasets, changing all the prior widths in our
correlator fits, changing all the prior widths in our chiral/
continuum fits and adding an additional normal and oscillating
exponential to our correlator fits. Note that the values for A in
Eq. (27) are fixed (see text) under these fit variations.
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range. We see very little variation in the final answer under
any of these variations, showing that our result is robust.

7. Additional systematic uncertainties

As discussed in Sec. IT A our lattice QCD calculation
does not include quark-line disconnected contributions or
QED effects. Here we estimate the size of these and include
an additional systematic uncertainty to allow for them.

In [1] the small difference between the mass of the 7,
obtained from a lattice QCD calculation including con-
nected correlation functions only and the mass found in
experiment was interpreted as the effect on the mass of
missing quark-line disconnected correlation functions. The
Wick contractions for the disconnected correlation functions
include the annihilation of the 7, into gluons and allow
mixing between the 7. and other flavor-singlet pseudoscalar
states. The difference found in [1] amounted to 0.2% of
the 7. mass. A reasonable estimate of the impact of these
disconnected diagrams on the 7, wave function (which can
be related to the decay amplitude to yy in the nonrelativistic
limit) would then also be 0.2%, giving a 0.4% uncertainty in
the decay width. That this is reasonable is confirmed by
our fit, which includes the dependence of F(0,0) on the
1. mass and returns a coefficient for k, . close to 1. This
dependence is visible in Fig. 5 and Table IV, comparing
values for tuned and mistuned m,.

We can also consider the impact of another class of
quark-line disconnected diagrams in which the 7, radiates a
photon before annihilating to gluons. The quark loop
generated from the gluons then also annihilates to a photon.
The impact of this diagram should be very small, because

TABLE V. Error budgets for our results for F(0,0) and V(0)
(discussed in Sec. III C). The top seven entries come from our fits
to Egs. (27) and (49) respectively. The uncertainty labeled “g>
dependence” arises from the tuning to ¢g> = 0 in the F(0,0) case
and from capturing the ¢*> dependence in the ‘7(0) case. The
lowest two entries are additional systematic uncertainties from
missing quark-line disconnected correlations functions and QED
effects. These are discussed in Sec. IIB 7 for F(0,0) and in
Sec. III B 3 for V(0), where the two sources of uncertainty are
combined together.

F(0,0) V(0)
Statistics 0.17 0.29
wo/a 0.05 0.01
Wo 0.25 0.07
a’ =0 0.08 0.23
Valence mistuning 0.01 0.03
Sea mistuning 0.05 0.05
¢* mistuning 0.01 0.10
Missing “disconnected” correlators 0.2 04
Missing QED 0.2 -
Total 0.43 0.56

of suppression both by powers of a, and by quark mass
effects since the sum of the electric charges of the light
quarks in the sea is zero. We therefore expect a contribution
smaller than a relative size of a?m?/m? ~ 0.2%. This does
not then modify our estimate of the uncertainty from
missing disconnected diagrams as 0.2% from above.

The impact of the ¢ quark’s electric charge on the decay
amplitude (also missing in our calculation) can be esti-
mated from the impact of QED on the 7. decay constant,
determined in [1]. This effect was 0.17%, so we allow an
additional uncertainty of 0.2% in F(0,0) for this. Further
QED corrections to the decay width coming from addi-
tional radiation are tiny since there are no electrically
charged particles in either the initial or final states. By
charge conjugation, the #, cannot decay to yyy, so QED
corrections to the decay rate would come from #,. to yyyy.
This would be suppressed by a further 2 powers of «, and
thus negligible.

Adding these two 0.2% systematic uncertainties in
quadrature gives an additional uncertainty of 0.3%
in F(0,0) and 0.6% to the decay rate.

C. Results
We take our final result for the form factor for ., — yy
from the joint fit to the LOCAL and ONE-LINK cases,
giving

F(0,0) = 0.08793(29);,(26),, GeV~!,  (34)

syst
which has a total uncertainty of 0.4%. The second
uncertainty in Eq. (34) comes from the additional system-
atic uncertainties that we estimate in Sec. II B 7.

The error budget for this result is given in Table V. We
see that the dominant uncertainty is that from fixing the
lattice spacing using wg. The next most important uncer-
tainties come from statistics and from systematic errors
from missing quark-line disconnected diagrams and QED
effects.

We use our value for F(0,0) in Eq. (34) and the formula
in Eq. (19) to find the decay width I'(n. — yy). For the 7,
mass in Eq. (19), we use the experimental value M, " =
2.9839(4) GeV (the average from [6]) since this is a purely
kinematic factor. We also take 1/a = 137.036 from [6],
noting that the momentum scale for this decay is a
relatively low one. We obtain the decay width with an
uncertainty of 0.9% as

(e — yy) = 6.788(45),(41)4y5 keV. (35)

Using the experimental value for the #, total width of 32.0
(7) MeV [6], this corresponds to a branching fraction of

B(”/c - }’]/) = 2'121(14)fil(13)syst(46)expt X 10_4' (36)
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The third uncertainty here is from the experimental total
width and it dominates over the lattice QCD uncertainties.

D. Discussion

Figure 7 compares our result for I'(y. — yy) from
Eq. (35) with earlier lattice QCD results obtained on gluon
field configurations that include sea quarks. It is more
natural to compare results for F(0,0) from lattice calcu-
lations but some of the earlier results do not include
this information. The values plotted come from [15]
(MFLWZ21), [14] (LMZ20) and [13] (CLQCD20) that
all work with twisted mass quarks on n; = 2 gluon field
configurations (i.e. including u and d quarks in the sea but
no s quarks) at two or three values of the lattice spacing. We
do not include the earlier value from CLQCD in [12] that is
superseded by [13]. CLQCD20 does not include a con-
tinuum extrapolation; we take the value as that quoted for
their finest lattice. The uncertainty quoted does not include
systematic errors. We plot the continuum results for the 7, —
yy decay rate quoted by MFLWZ21 and LMZ20, with
systematic uncertainties combined in quadrature. Because
the sea content is unphysical for the n, =2 case, those
results will not necessarily agree with ours; no uncertainty is
included in CLQCD20, LMZ20 or MFLW21 for missing s
quarks in the sea. Our result is larger than the two earlier
values with a tension exceeding 30, but it agrees well with
that from MFLWZ21. We note that the three n; = 2 results
do not agree well with each other, however. Our value
is obtained on ny =2+ 1+ 1 gluon field configurations

> HPQCD23

ny = 24+1+1

ny =2 MFLWZ21
LMZ20
CLQCD20

0 1 2 3 4 5 6 7 8

L (1 = 77)[keV]
FIG. 7. A comparison of full lattice QCD results for the width

for 5. — yy decay. The result obtained here is denoted
“HPQCD23” (red asterisk, error bar same size as symbol) and
uses gluon field configurations that include ny =2 + 1 + 1 sea
quark flavors at four values of the lattice spacing to determine a
physical result. Earlier results use n; =2 gluon field configu-
rations at two values of the lattice spacing (orange filled circles)
or three values (orange filled triangle). The points denoted
“MFLWZ21” from [15] and “LMZ20” from [14] are from
determinations of the rate in the continuum limit including an
estimate of systematic errors, although no error for missing s
quarks in the sea is included. The point denoted “CLQCD20”
corresponds to the value quoted at the finest lattice spacing used
in [13] with no extrapolation to the continuum limit. The red band
carries our result down the plot for comparison.

(i.e. with a realistic sea quark content) at four values of the
lattice spacing and includes systematic errors for missing
quark-line disconnected diagrams and QED. Our total
uncertainty is smaller than that of the earlier values.
Further lattice calculations with a full sea quark complement
and uncertainties comparable to ours are needed.

Figure 8 compares our result for I'(7. — yy) to results
from experiment. There is a lot of experimental information
that has a bearing on I'(5. — yy), generally obtained as
products of branching fractions depending on the method of
1. production and the decay mode observed. The PDG [6]
combines this information to yield a fit value for ['(57. — yy)
of 5.15(35) keV. This is shown by the blue band in Fig. 8. It
is lower than our lattice QCD result by 4.60, where we have
combined lattice and PDG fit uncertainties in quadrature (the
PDG fit uncertainty dominates) to obtain ¢. This denotes
very significant tension between the Standard Model and
experiment, which could be taken as an indication of new
physics. The PDG fit returns a large 2 of 118 for 81 degrees
of freedom [6], however, and this calls into question the
reliability of both their central fit value and its uncertainty.
We note that an alternative global fit of #,. data which does
not include any pre-1995 results, has a better ¥ and gives a
larger partial width for ., — yy decay of 5.43f8:§‘§ keV [38].
This shows a reduced, but still sizeable, tension of 3.3 with
our lattice QCD result.

lattice QCD, ! 1 HPQCD23
n'rm
KK’

P

ww

fafo

1

1

1

1

1

1

: i
. KKm
1

1

1

1

1

1

[ ]

KtK rntn™
KK
2(7rT)
I/ = e

t i

experiment
0 2 4 6 8 10
T(ne — vy)[keV]

FIG. 8. A comparison of our lattice QCD result (HPQCD?23,
red asterisk and red band) for the decay width I'(5, — yy) to
experimental values taken from [6]. Blue circles denote deter-
minations of the product I'(7. = i)'(7. = 77)/Tiow (11¢), Where
the decay channel i is listed on the right. The values plotted are
derived from either single experimental results or PDG average
values from several experiments for the product above, divided
by the branching fraction B(i), again using either a single result
or the PDG average. Uncertainties are combined in quadrature.
The blue square denotes a determination from the product of
branching fractions for J/y — yn. and 5. — yy from BESIII [39]
combined with the PDG average for the branching fraction
B(J/w — yn.). The blue band shows the result of the PDG fit
to the experimental data shown here along with other results (e.g.
for ratios of branching fractions). The fit has a y*> of 118 for
81 degrees of freedom [6], reflecting the inconsistencies in the
experimental data seen above.
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Individual experimental results have much larger uncer-
tainties and a large spread of central values. Figure 8 shows
values derived from results listed in [6]. The blue circles use
values quoted in the section headed “T'(i)I'(yy)/I'(total),”
where the 7, is produced via two-photon fusion in e*e”
collisions and detected through its decay to channel i listed
on the right of Fig. 8. These values are determined without
reference to the PDG fit. They use either the PDG average
value (where one is given) or the single experimental value
(if there is no average) for the product above. We then
divide by the branching fraction for channel i again using
either the PDG average or the single experimental value
quoted, if there is no average. Uncertainties are combined
in quadrature. We see a large spread of experimental values
in Fig. 8, several of which are in significant (4¢) tension
with the PDG fit result. This is not surprising given the y?
value for the fit. Some of the low values for I'(57. — yy)
seen are in disagreement with our result; the values from the
¢¢ and K"K~z 2~ channels differ by an amount exceed-
ing 60. On the other hand, the experimental result using the
KK channel is in good agreement with our value, within
26. The KKz channel has been studied by several experi-
ments because it has a relatively large branching fraction.
The value plotted comes from an average of 8 different
experimental results for the product of rates (the average is
dominated by results from CLEO [40] and BABAR [41])
and 10 for the branching fraction (where the average is
dominated by results from BESIII [42]). This gives a final
result for I'(5. — yy) of 5.90(58) keV. The 10% uncertainty
is the smallest relative uncertainty for any channel.

We conclude that the experimental picture of 7. decay is
not yet a very coherent one. Further experimental results,
with small uncertainties, will be needed to resolve the issue
of whether or not there is tension between experiment and
lattice QCD/the Standard Model for . — yy decay.

The filled blue square in Fig. 8 comes from a determi-
nation of the product of branching fractions for J/y — yn.
and 5, — yy by BESIHI [39] combined with the PDG
average for the branching fraction B(J/yw — yn.) [6].
The value agrees with our result, but has a large uncertainty.
The PDG gives an average value for the branching ratio of
n. — yy by combining this result with an earlier one for the
same product of branching fractions from CLEO [43].% This
gives an average branching fraction of 2-2J:8f2 x 107 [44].
This also agrees with our value within its large uncertainties.
We will discuss these results further in Sec. IV.

We can also explore what our results imply about the
nonrelativistic nature of the ¢ quarks inside the 7. As
discussed in Sec. I there is a very simple relationship
between T'(5.—yy) and T'(J/y = eTe”) in LO
NRQCD [Eq. (1)]. In Fig. 9 we compare this LO result,
shown as a green dashed line, to our lattice QCD value (red
asterisk). The central value for the LO result (7.5 keV) uses

*Note that the CLEO result is incorrectly quoted in [6].

PDG fit LO NRQCD

l - | HPQCD23
lattice QCD ! 0

) BCK18(NNA)

! v e BCK18(BFG)

I I o FJS17

1 1

: : o | BCOLNNA)

! o BCO1(BFG)
NRQCD ' —— CMo1

4 6 8 10 12

I'(n. = vv)[keV]

FIG.9. A comparison of our lattice QCD result (HPQCD23, red
asterisk) for the decay width I'(5. — yy) to values obtained from
theory calculations using NRQCD. The green dashed line is the
leading order NRQCD result from Eq. (1), i.e. 4I'(J/y —
ete™)/3 where we have taken the J/y leptonic width from
lattice QCD [1] (which agrees well with experiment). The
uncertainty in the LO NRQCD value from higher order correc-
tions is =30% and denoted by the green band. The green points
give results from higher-order calculations. CMO1 is from [16],
determining QCD and velocity-expansion corrections to the ratio
of T(J/w — ete™)/T (5. — yy). FIS17 [45] calculates NNLO
QCD corrections to the 5, — yy branching fraction through >
order in the NRQCD velocity expansion. BCO1 [46] and BCK18
[47] calculate the inverse branching fraction resumming QCD
corrections in the large ny limit. They give results from two
resummation methods, naive non-Abelianization (NNA) and
background-field gauge (BFG). We use the PDG average [6]
for the 7, total width to convert their branching fractions into a
width forn, — yy. The blue band repeats the PDG fit result shown
in Fig. 8.

I'(J/w — ete™) =5.637(49) keV from lattice QCD +
QED [1] [this lattice QCD + QED result agrees well with
the experimental average of 5.53(10) keV [6] but has a
smaller uncertainty]. The LO NRQCD central value is then
10% above our lattice QCD result. Figure 9 shows a +30%
error band in green around the LO NRQCD central value to
allow for subleading corrections. The lattice QCD result,
incorporating the full relativistic dynamics of the ¢ quarks,
falls well within this 30% band showing that the LO
nonrelativistic approximation works well here.

The green points with error bars show results from two
different calculations in continuum NRQCD, going
beyond LO. In CMO1 [16] higher-order QCD and rela-
tivistic corrections to Eq. (1) were added. The authors find
substantial O(30%) corrections from the two sources but
also see a large amount of cancellation between them.
They conclude with an estimate of a 10% upward shift of
['(n. — yy) compared to the LO expression, with a 5%
uncertainty. They warn, however, that missing higher-
order corrections might be substantial. The comparison
with our result in Fig. 9 shows this to be the case because
their 10% shift has taken them in the wrong direction from
the LO result and their 5% uncertainty is insufficient to
cover the gap. References [48,49] extend the analysis of
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this approach but do not quote final values, concluding
that the theoretical uncertainties are very large for the
charmonium case.

FIS17 [45] calculates next-to-next-to-leading-order
(NNLO) QCD corrections to the 1, — yy branching frac-
tion through v? order in the NRQCD velocity expansion
and concludes that NRQCD factorization does not work
well for this case, given the large value that they obtain for
the branching fraction. BCO1 [46] and BCK18 [47] resum
QCD corrections to the inverse branching fraction in the
large ny limit each using two different approaches, and
allowing uncertainties for missing color-octet contribu-
tions. We use the PDG average [6] for the 7. total width
to convert their branching fractions into a width for
n. — yy. Given the large uncertainties they have, all of
their results agree and both are in reasonable agreement
with our value. It is clear, however, that accurate results for
['(n. — yy) are only currently available using lattice QCD.

We can extend our comparison to the LO NRQCD
expectation by converting Eq. (1) into a relationship
between the hadronic parameters F(0,0) and the J/y
decay constant, f;/,. Using

2
fJ/V/

37
My, (37)

4
P/ = e o) =5 a2

along with Egs. (1) and (19) we see that the LO NRQCD
result implies

f.]/l// 1

F(0,0)M, /M, M, 2

independent of Q.. Since there is no distinction between
M " and M, Jy at this order in NRQCD, we can rewrite this
as

(1+0(a,) +0(0?/c?)), (38)

— Tap

Ryp=—12lv
T F0.0M3),

_ % (1+0(a,) + O(?/).  (39)

Ry is now a simple combination of hadronic parameters
that we can calculate directly in lattice QCD.

Figure 10 shows our results for R as a function of
lattice spacing using F(0,0) values for the LOCAL setup
(which corresponds to our largest set of results in Fig. 5).
We take values of M, and f,, from [1], not including the
QED effects that are calculated there. We also determine
values for the mistuned m,. case (set 3A) from those results.

We obtain a value for the ratio in the continuum
limit at physical quark masses by performing a fit of
the same form as that in Eq. (27) to our lattice results
for £,/ [(1 = 453/ M3y )F(0, ¢3)M3,,]. The values show
strong lattice-spacing dependence coming from the decay

0.7
& =)
"2 0.6
s
= -
E: 0.5 x e © LO NRQCD
=
S o04f & omimu=5
A Physical my
@ Mistuned m, (3A)

0.3

0.0 0.1 0.2 0.3 0.4 0.5 0.6
a? [Gc\/fz]

FIG. 10. The ratio of J/y decay constant to F(0,0) multiplied
by the square of the J/w mass (red points) as a function of
squared lattice spacing using our F(0,0) values for the LOCAL
setup (with a local vector current) and results from [1] for £,
and M. The values for F have been corrected for the slight off
shellness of one photon (see text). The blue band gives our
continuum fit (see text) and the black dotted line gives the LO
NRQCD result of 0.5 [Eq. (39)].

constant results. This is because the annihilation of a J/y
meson is a very short-distance process (shorter distance
than 5. — yy where the energy is shared between two
photons). Using the Empirical Bayes criterion we find a
value for A for this fit of 0.86 GeV, larger than that seen in
either of the earlier fits shown in Fig. 5. Because of the
larger discretization effects we take i,,,, = 5 [see Eq. (27)]
for this fit. The result in the continuum limit does not
change between i,,,, = 4 or 5. Notice also that the results
vary little between the tuned and mistuned ¢ quark mass in
contrast to what was seen in Fig. 5. From NRQCD we
expect the result for the ratio in Eq. (39) to depend on the
(heavy) quark mass only through subleading terms in the
velocity expansion.

The result for the ratio of Eq. (39) that we obtain in the
continuum limit and at physical quark masses is

fJ/w

F(0,0)M7,,

= 0.4786(57)5,(14) (40)

syst*

Here we have added a second uncertainty of 0.3% to allow
for additional systematic errors in F(0,0) as discussed in
Sec. I B 7, giving a total uncertainty of 1.2%. The y?/d.o.f.
for the fit is 0.27. The result of Eq. (40) for R is (only)
4.5(1.2)% below the LO NRQCD value of 0.5 given
in Eq. (39).

This test of LO NRQCD is slightly different, although
equally valid, to that given in Fig. 9. This is why they both
result in a LO NRQCD value that is above the lattice QCD
result, even though the quantities tested are inversely
related to each other. The differences arise from small
effects that are ignored in LO NRQCD. These include the
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differences in the scale of a used in ['(J/yr — e*e™)* and
['(n. — yy) for the comparison in Fig. 9 and the simpli-
fication of the combination of meson masses in going from
Egs. (38) and (39). Once both of these effects are taken into
account, the two comparisons in Figs. 9 and 10 are
consistent. Looking at either figure, we conclude that
LO NRQCD is better than might have been expected as
an approximation here. This only becomes clear with
accurate lattice QCD results.

III. CALCULATING I'(J/w — 7n,)
A. Method

The J/w — yn, decay is an M1 electromagnetic meson-
to-meson transition. The rate is straightforward to deter-
mine in lattice QCD. Using 3-point and 2-point correlation
functions, to be discussed below, we can calculate the
matrix element of the ¢ electromagnetic current, ji. = ¢y*c,
between the initial J/y and final 7, states. Note that, in
keeping with Sec. II, we do not include a factor of the
electric charge in the current. The matrix element can be
parametrized by the form factor V(g?) as

1 () = -2t et (a)
c c MJ/W+M a pto >
where ei/ ¥ is the polarization of the J/w meson and

g = p — p’ is the 4-momentum transfer.
The decay width is then given by [7]

16 |k}

s VOP,  (@2)

L(J/y—yn) = M+ M)
Ne v

where V is evaluated at g> = 0 for an on-shell photon. |k|
takes the value

(Mm + MJ/!//)(MJ/W B
2MJ/W

M
K| = 1)

(43)

corresponding to the spatial momentum of the #,. (or
photon) in the J/y rest frame at g*> = 0.

It is convenient for us to use V(g?) rather than the more
conventional V(¢?) = 2V(4?) because in our lattice QCD
calculation we will compute only one of the two diagrams
that contribute identically. A photon can be emitted by
either the ¢ or ¢ constituent quarks of the initial J/y meson
and we will evaluate one of these two cases.

Whilst the decay width to a real photon is a function of
f/(q2 = 0), we can also map out the ¢g> dependence of Vup
t0 Gmax = (My), —M, ). This is needed to compute the

“The lattice QCD + QED result [1] for I'(J/yr — e*e™) uses
a = 1/134.02, taking the scale of a to be M, appropriate to
J/w annihilation. See [1] for a discussion of how the scale of a
affects the agreement with experiment.

width of the Dalitz decay I'(J/y — n.e*e
defining the ratio

7). We do this by

~ B(J/y > n.ete)
“r - B(U/y = n.y)

(44)

The derivative of R,,, with respect to g%, the squared 4-
momentum of the virtual photon in J/y — n.e"e™, can be
written in terms of the form factor V(g?) as [50]

V(g*)

70) 2<1 -~ 2>%(1 2?)

4M? 3
x<(1+ 2) /qu ) (45)
J/V/_M J/V/_M )?

By multiplying R, by I'(J/y —yn.) [determined
through Eq. (42)], we can then also find the decay
width T'(J/y — n.ete™).

dR.,,, «a

dg*> 3nq

2

B. Lattice calculation

We use the same gluon field ensembles and quark mass
parameters for this calculation as for . — yy. These are
given in Table 1.

1. Correlation functions

The matrix element given in Eq. (41) can be obtained by
computing an appropriate 3-point correlation function on the
lattice. This correlation function, summarized diagrammati-
cally in Fig. 11, is similar in appearance to the correlator
given in Fig. 1 used in the calculation for 5, — yy; the
difference is that one of the vector operators now couples to
a cc vector meson. We consider only the connected
contribution to the decay J/w — #,.7*) which comes from
an insertion of a ¢y* ¢ current onto one of the two quark lines
between the initial and final states. There are two such
diagrams which contribute equally; we compute only one of
them. We expect quark-line disconnected contributions to be
very small here because of the large mass of the ¢ quark [7].

Lijg Ty
 J

tnc

S/

FIG. 11. Schematic diagram for the connected 3-point corre-
lation function for the J/y transition to 7. via an electromagnetic
current. The lines between the operators represent quark propa-
gators at the mass of the charm quark.
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We will discuss the uncertainty associated with neglecting
these diagrams in Sec. III B 3.

Our 3-point functions have three operator insertions, two
vector and one pseudoscalar, just as in the 3-point function
in Sec. IIB2. We use different spin-taste combinations
here, however. We take the y5 ® y5 interpolator for the 7,
meson, y,7; ® ysy, to interpolate the J/y meson, and the
local 7, ® 7, operator for the electromagnetic vector
current insertion.” As discussed in Sec. Il B 3, this allows
us to use the very precise values from [30] for the
multiplicative renormalization Zy, for the local HISQ-
HISQ vector current.

Spatial momentum is applied to the charm propagator
between the 7, operator and the vector current insertion to
give momentum to the 7, meson while the J/y meson is
always at rest on the lattice. As well as the three-momentum
necessary to achieve g> = 0, the case of an on-shell photon,
we calculate correlation functions for various other 3-
momenta of the 7. meson so that we obtain results for a
range of ¢ values around g*> = 0. In addition we calculate
2-point correlation functions corresponding to the operator
used for the J/y (at rest) and for the 7. (at the spatial
momentum values used).

As for 5. — yy (see Sec. IIB2), we insert spatial
momentum by using a twist angle. The twist values used
for each set are tabulated in Table VI. The twists are chosen
to broadly cover the full range 0<¢g*< gl =
(M, — M, )*. Given that we have chosen x and z polar-
izations for the J/y and the vector current, respectively, then
Eq. (41) requires the spatial momentum to have a component
in the y direction. In fact we take the momentum to be
parallel to the y axis.

We calculate 3-point correlation functions for several
different values of the source-sink separation, 7' = 1/, —
t,. (see Fig. 11). This improves the determination of the
ground-state to ground-state matrix elements that we are
interested in by giving a better handle on the excited states
present in the correlation function. The values of T that we
use are also listed in Table VL

As in Sec. II B 2, we fit the 2-point correlation functions
to the form in Eq. (24). The 3-point functions (for all 7" and
momenta) are simultaneously fit to the standard form

Canl(t =1,
anNn

_ } : ai{ﬂ@m: e—E[tVl_j aaj{5®yf, e~ Ei(T-1) (46)
ij

=ty T =1y = tm)

with the addition of terms that oscillate in time and involve
opposite parity states [10] that are not shown here. The
energies of the states with overlap onto y,y, ® ysy, (the
J/y and its excitations) are indexed by i, and the energies

>See [10] for a comparison of different taste configurations for
this calculation.

of the states with overlap onto ys ® ys (the 5, and its
excitations) are indexed by j. The energies and the
amplitudes a;/; are also parameters for the 2-point corre-
lator fits and this enables us to extract the parameters V.

Our fits account for four normal vector and pseudoscalar
charmonium states in Eq. (46) (i.e. N, =4) and four
additional oscillating states for each. As for the fit to
C,, described in Sec. II B 5, we drop 2-point correlator data
below #,,/a = N,/8 when fitting. We also drop 3-point
correlator data below a #,;,/a [and (T — 1),/ a] value of
between 2 and 4, increasing as the lattice spacing falls.

The ground-state to ground-state matrix element that
characterizes the J/yw — n5, transition is related to the
parameter V, of Eq. (46) via

J
<VIC|JC| /l// ZV\/W Elatlvoo’ (47)

where MY = E;_o and E;" = E;_ and the / factors are
the relativistic normalizations of the states |J/y) and |5..)
respectively. Zy is the multiplicative renormalization factor
for the local y, ® y, vector current. The factor of 1/2
present on the left-hand side above accounts for the second
Wick contraction (that contributes equally) where the
vector current insertion is placed onto the other quark line
connecting the initial and final states.

V(4?) is then obtained from Vy using

Mlatt latt

J
]leatt qy vy Mle/t:// Elm VOO’ (48)

where ¢” is the component of the 7. momentum in the y
direction, orthogonal to both the vector current and J/y
polarizations (see Table VI for the values used).

A

V(g®) =

TABLE VI. Parameters for the correlation functions for the
decay J/w — yn.. The second column gives the set of twists €
used for each lattice implementing twisted boundary conditions
in the (010) direction. The corresponding 3-momentum com-
ponent is given by ¢° = 0r/aN , [see Eq. (20)]. Given the x and z
polarizations chosen for the J/w and vector currents, respec-
tively, this gives a nonzero matrix element in Eq. (41). The twists
are chosen to cover the kinematic range from zero recoil to
g*> = 0. The third column gives the different time separation
between source and sink (T =1,,, —1, , see Fig. 11) of the
3-point correlation function.

Ne?

Set 0 T

1 0.1750, 0.3031, 0.3914, 0.4631 15, 16, 17

2 0.6406, 0.9060, 1.1097 13, 14, 15, 16

3 0.2111, 0.2986, 0.3657, 0.4223, 16, 17, 18, 19, 20, 21
0.4721, 0.5172, 0.5586, 0.5972

4 0.7719, 1.0918, 1.3373 17, 18, 19, 20

5 0.2423, 0.3427, 0.4197, 21, 24, 27, 30

0.4846, 0.5418, 0.5936
6 0.3774, 0.5338, 0.6538 33, 36, 39, 42
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TABLE VII. Results for the masses of the J/y and 7, mesons
from our combined 2- and 3-point correlator fits aimed at
determining the form factor for J/yw — yn,. decay. The 5, meson
here has spin-taste ys ® ys and so has a different mass to the
values given in Table IV.

7.¥: ® vsy. J/y being larger. Figure 4, also compares the
masses of the different tastes of 7, used for our calculations.
The J/w — yn,. study uses the y5 ® ys (Goldstone) 7. and
the 7, — yy analysis uses two different tastes, both of which
are heavier. Here the taste splittings are 2-3 times larger
than for the vector meson but again disappear rapidly as

Set Mt M latt - s

° 2y il (am,)? falls towards to the continuum limit.
! 2.43418(38) 2.331959(86) Table VIII then gives our results for V(g?) on each
§ %giggg?; ?g%;gggg; ensemble and for each value of the spatial momentum
3A 1.92625(21) 1.857007(69) inserted. In thg next sect.lon we Se§cnbe how we f1t. these
4 1.90225(7) 1.833910(22)  results to obtain the function V(g*) in the @ — 0 continuum
5 1.41616(13) 1.366980(46)  limit at physical quark masses.
6 0.92973(12) 0.896714(42)

Table VII lists the values of the J/y and . masses in
lattice units given by our correlator fits on each ensemble.
These are the values used to determine V in Eq. (48). In
Fig. 4 we compare the mass of the y,.y, ® ysy. J/y meson
that we use for the study of J/yw — yn,. (from Table VII)
with the J/y mass from the y, ® y, interpolator from [1].
The mass splitting between these two different tastes of J /y
is small (less than 20 MeV even on the coarsest lattices) and
disappears in the continuum limit, with the mass of the

TABLE VIIL

2. Taking the physical-continuum limit

We fit our lattice results for V, which we denote V,,,
(see Table VIII), to the following function:

2 2 Imax
Vldtt ZAk (Ml‘m > [1 +ZK

k=0
+ KE/];; C(Sval C + nga)l Lésea c + K'< k) e uds

sea,uds

{1kl (R 20, (Rt} | o)

Our lattice results for \A/]an(zf) on each ensemble from Table I and at each value of the momentum

used. The corresponding values of ¢* are also listed in lattice units. ¢* is calculated from (M — Eft)2 — ¢,

J/w

where the ground-state J/y mass and 7, energy, M' and E, are obtained from the correlator fits and q? is

J/w

Ne ?

determined from the twist angles imposed (see Table VI). M';/‘f// and M}™ values are given in Table VII.

Set 1 e 0.009220(74) 0.006762(74) 0.004301(74) 0.001843(73)
Vi (4?) 1.834(38) 1.834(23) 1.833(18) 1.831(15)
Set 2 e 0.005680(28) 0.001564(28) —0.002551(27)
¢ Vi (4?) 1.858(12) 1.852091) 1.8478(76)
> 0.003956(27) 0.003165(26) 0.002374(26) 0.001583(26)
Set 3 Vi (4?) 1.887(53) 1.881(38) 1.878(31) 1.875(27)
¢ a*q? 0.000793(26) 0.000001(26) —0.000789(26) —0.001580(26)
Viaa(4?) 1.873(25) 1.872(23) 1.870(21) 1.869(20)
e 0.004002(27) 0.003211(27) 0.002419(27) 0.001628(27)
Set 3A Via(@?) 1.888(54) 1.880(38) 1.877(32) 1.874(28)
a*q? 0.000837(27) 0.000045(27) —0.000745(27) —0.001536(26)
Vi (@?) 1.872(25) 1.870(23) 1.869(21) 1.867(20)
Set 4 a*q 0.0020259(86) —0.0006190(85) —0.0032636(84)
¢ Viee(4?) 1.8558(47) 1.8530(34) 1.8501(29)
a2 0.001833(12) 0.001247(12) 0.000661(12) 0.000075(12)
Set 5 Vi (4?) 1.854(14) 1.856(10) 1.8565(83) 1.8562(73)
a2 —0.000510(12) —0.001097(12) e -
Vi (42) 1.8555(66) 1.8547(62)
Set 6 a2 0004578(76) —0.0001746(75) —0.0008068(74)
Vi (4?) 1.873(13) 1.8723(93) 1.8704(79)
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This takes the same form as that for F(0,0) in Eq. (27),
except that we must allow here for dependence on g*. We
do this through a truncated Taylor series in ¢*/M7 . M,
being the appropriate mass for a form factor induced by a
c€ vector current. The coefficients A%) for each term allow

the fit to adjust the mass away from M, if required. The

g’ range is very small here (relative to M 3 / ), SO we expect

174
the form factor to be very flat as a function of ¢ and do not
need many terms in the polynomial. We include terms up to

g*. The J /y mass used in the ¢> /M3, term is that obtained

from the fit (see Table VII). The fit form allows for
independent discretization effects and quark mass mistun-
ing terms for each power of ¢*>/M3, (denoted by k). The

form of these terms is the same as in the fit function for
F(0,0) in Eq. (27) and definitions for § can be found in
Eqgs. (28)-(30).

We take priors of AX) = 2(1). The choice is informed by
leading-order NRQCD where the rate for the radiative
transition depends on the wave function overlap between
J/w and 5. modulated by a Bessel function. For small
momentum transfer and ignoring relativistic corrections that
generate spin-dependent differences in the wave function,
this wave function overlap is 1. Then we expect V(0) ~ 2
from comparing Eq. (5) of [51] to Eq. (42) and taking
m.~M, [2~M;,, /2. Our lattice QCD calculation
includes relativistic effects fully so it will give a much
more accurate result for ¥(0) than this leading-order non-
relativistic argument. How different the result is, we will see
below. The priors for A*>% encompass ¢*> dependence
following a pole form (1 —¢*/Mj3,,)~".

As with the fit of F(0,0) in Sec. II B 6, we test the size of
discretization effects using the Empirical Bayes approach.
We do not expect large discretization effects here based on
the nonrelativistic arguments above which tell us that
discretization effects can only enter through the small
momentum transfer between J/y and 7, and through small
spin-dependent effects on the wave function overlap. We
find that the Bayes factor is maximized by A = 0.12 GeV.
This is close to the largest |q| value in the kinematic range
of the decay and so seems a reasonable value to set the scale
for discretization effects. '

Following Sec. IIB 6 we take the priors KEII/'\k) =0(1),

(k)

vaLe = 0(1) (little difference is seen between our results on
sets 3 and 3A), klere = 0.0(1) and x),=0(1) for
j =0, 1, 2. Our preferred fit takes the number of discre-
tization terms included, i, = 3.

In the limit of vanishing lattice spacing and physical

quark masses, the form factor is then given by

K.

V) = S AW (M" ) (50)

The value of M/, used here is that from experiment [6].
Note that our ¢ quark mass is tuned so that our J/y masses
match that value [see Eq. (31)]. In particular the form factor
at ¢> = 0 needed to determine I'(J/y — y1,) via Eq. (42),
V(0), is simply given by the parameter A(©).

In Fig. 12, we plot our lattice results for V., (¢*) from
Table VIII against g* for each ensemble (upper plot). The
results show little dependence on ¢, as expected. Note that
the statistical uncertainties on the points are smaller for
values at low ¢ in comparison to those at zero recoil. The
statistical noise of the 7, correlators increases with spatial
momentum, but this is offset by the increased value of V,
so that its relative uncertainty falls. We also show the fit
band in gray that corresponds to the fit of Eq. (49)
evaluated in the continuum limit with physical quark
masses [see Eq. (50)].

The lower plot of Fig. 12 shows the lattice results
interpolated to g> = 0 on each ensemble and plotted against
the square of the lattice spacing. The interpolation in g2 is

1.95
1.90

. 1851 ©

@5@%%% %

(oS
180 & Set1 O Set4
O Set2 O Setbs
1.75 @ Set 3 Set 6
®  Set3A
—0.010 —0.005 0.000  0.005 0.010  0.015
¢ (GeV?)

1.90

1.85 t ® m% %

>
1.80 O Setl A Set 4
A Set 2 O Sets
1.75 d  Set3 Set 6
O Set 3A

0.0 0.1 0.2 0.3 0.4 0.5 0.6
a’ [GeV_Q}

FIG. 12. Upper plot: lattice results for V(¢?) plotted against ¢2.
The different colors denote the different ensembles used (see
Table I). The gray band gives the result, with +1¢ error bars, from
the fit to Eq. (49) evaluated in the continuum limit at physical
quark masses. The dashed line corresponds to the maximum
physical ¢* value, (M), — M, )*. Lower plot: lattice results on
each ensemble interpolated to ¢> = 0 using the continuum fit
result. The gray band gives the result from the fit to Eq. (49) as a
function of lattice spacing at physical quark masses.
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FIG. 13. The value of V(0) in the limit of vanishing lattice
spacing and physical quark masses obtained from variations to
our base fit. These include (from left to right) dropping the
coarsest and finest datasets, changing all the prior widths in our
correlator fits, changing all the prior widths in our chiral/
continuum fits and adding an additional normal and oscillating
exponential to our correlator fits. Note that the values for A in
Eq. (49) are fixed (see text) under these fit variations.

done using the continuum result for the ¢* dependence of V.
The figure shows, again as expected, very little dependence
on the lattice spacing.

The value that we obtain from our fit in the continuum
limit and at physical quark masses is

V(0) = 1.8649(73), (51)

with an uncertainty of 0.4%. The fit has a y?/dof value of
0.19. Our result is clearly distinguishable from the leading-
order NRQCD expectation of 2, indeed it differs by 7.2
(4)%. Before discussing additional systematic uncertainties
that need to be included, we first discuss the stability of our
result for V(0) under changes to the parameters of our fits.

We plot the impact on the value of V(0) of changes to
either our correlator and continuum/chiral fits in Fig. 13.
Our preferred (base) fit described above is given on the left.
Variations include dropping datasets and changing the
priors by factors of 0.5 or 2.0. We see very little variation
in the final answer under any of these variations, confirm-
ing that our result is robust.

3. Additional systematic uncertainties

In Sec. IB7 we estimated the additional systematic
uncertainty on F (0, 0) for 7. — yy from missing quark-line
disconnected correlation functions and from missing QED
effects. Here we do the same for V(g?).

As discussed in Sec. II B 7, the missing disconnected
correlation functions mean that there is a 7.3 MeV mis-
match between the 7, mass determined on the lattice in the
continuum limit (tuning the ¢ quark mass so that the J/y

mass is correct) and that determined in experiment [1]. In
Sec. III B 2 we described how leading-order NRQCD gives
aresult of 2 for V(0) because it ignores the spin-dependent
differences between the J/y and 5, wave functions. Our
results, using a fully relativistic approach, show that V(0)
differs from 2 by 7.2(4)%. However, the missing discon-
nected correlation functions mean that we are missing a
small part of the effects that generate a difference between
the J/w and 7, (and result in their “wave function overlap”
differing from 1). The 7.3 MeV shift is 6% of the mass
difference between the J/y and 7. mesons (the hyperfine
splitting). We might therefore expect that the missing
disconnected correlation functions could generate a shift in
V of 6% of the 7.2% difference from 2, i.e. a 0.4% shift
of V.

An additional effect to be considered is the identification
of the value at ¢> = 0. Because the lattice 77, mass does not
exactly match that in experiment, the ¢g*> = 0 point will
correspond to a slightly (6%) incorrect value for the 7,
spatial momentum, |q|. The ¢*> dependence of V is so
small, however, that shifting the ¢> value at which we
determine V has negligible effect. Note also that our results
on sets 3 and 3A for V (see Table VIII) show almost no
difference when we change the 7, mass by 1% (see
Table VII). A 1% shift in 7, mass is much larger than
the 0.2% shift coming from missing quark-line discon-
nected correlation functions.

We conclude that a 0.4% systematic uncertainty in V'
from missing quark-line disconnected correlation functions
is reasonable. This systematic uncertainty includes the effect
of the fact that the ¢ quarks in charmonium carry an electric
charge. The hyperfine splitting was calculated in [1] in
lattice QCD + QED and the 7.3 MeV shift between the
lattice and experimental hyperfine splittings quoted above
includes this QED effect. The impact of final-state QED
interactions should be negligible for I'(J/yr — yn,) because
there is no electric charge in the final state. We allow an
additional uncertainty of O(a/z) = 0.2% for higher-order
QED corrections when calculating T'(J/y — yn,.).

The systematic uncertainty from missing quark-line
disconnected correlation functions discussed above will
be largely independent of g2, since V(g?) is such a flat
function over the kinematic range of the decay. This means
that it will cancel almost entirely in the ratio R,,, of
Eq. (44). When we come to consider ['(J/y — n.ete™),
however, we must allow a systematic uncertainty for final-
state QED interactions because of the charged particles
produced. We will take an O(a) = 1% systematic uncer-
tainty for this.

C. Results

Combining our fit result of Eq. (51) with the additional
systematic error discussed in Sec. III B 3 we obtain a final
result of
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V(0) = 1.8649(73);,(75) (52)

SySt'
The total uncertainty here is 0.56%. The error budget is
given in Table V and can be compared to that previously
discussed for F(0,0). The main sources of uncertainty are
somewhat different reflecting the fact that this is a dimen-
sionless quantity, less sensitive to wg, but with larger
statistical errors from fitting three-point correlation func-
tions and larger uncertainties from a® and ¢> dependence.
The relative total uncertainty is similar in the two cases.

We can use this value in Eq. (42) to determine the decay
width. For the kinematic factors of masses on the right-
hand side of the equation we use experimental average
values from [6]. These give |k| = 110.9(4) MeV. Taking
a = 1/137.036 [6], appropriate to the low moment-transfer
here, we obtain

F(‘]/W - Y’?c) = 2‘219(17>fit(18)syst(24)expt(4)QED keV.
(53)

The third error here is from the experimental hyperfine
splitting that appears in |k|. Since |K| is raised to the third
power in I' this gives the largest single uncertainty in the
final answer. The fourth uncertainty is from additional QED
effects in the rate, as discussed in Sec. III B 3. Our total
uncertainty on I' is 1.6%, adding the four contributions in
quadrature. Taking the total J/w width as 92.6(1.7) keV
from [6] gives a branching fraction of

BI’(J/I// - V’?c) = 2'40(3)lan(5)expt%' (54)

We have combined the two lattice uncertainties (from the fit
and from the additional systematics) into the first uncer-
tainty here. The second comes from the experimental
hyperfine splitting, the additional QED uncertainty and
from the J/w total width, combined in quadrature. It is
dominated by the error in the J/y total width.

Turning now to J/yw — n.ete”, we plot the expression
in Eq. (45) for dR,,,/dq* as a function of ¢* in Fig. 14,
taking out the normalizing factor of 3z/a. The integrand is
very singular at low ¢” values and requires some care to
integrate. It is cut off at the lower kinematic end point, 4m2.
We find the integrated value to be (using @ = 1/137.036)

R.., = 0.00607958(34). (55)

From Fig. 12, we know that the form factor V is very flat
with respect to ¢ and we find that the integrand is virtually
indistinguishable if we replace the factor of V(¢?)/V(0)
with 1.0. If we integrate Eq. (55) setting V to a constant we
obtain a value of 0.006078421(43) which differs from that
above in Eq. (55) by 0.02%.

Combining our results for I'(J/w — yn.) and R,, in
Egs. (53) and (55), respectively, we find the decay width

10°
— 10
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[
@]
= 10!
Slo

107!

0.0000  0.0025  0.0050 0.0075  0.0100  0.0125
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FIG. 14. 3z/a x dR,.,/dq* from Eq. (45) plotted against ¢>.
Note the log scale on the y axis. The vertical dashed lines
mark the kinematic end points of the integral at 4m2 and
(M,;, — M, )*. The integrand for the case where V(g?) is set
equal to V(0), i.e. the form factor is taken to be completely flat in

g?, is visually indistinguishable from this.

T(J [y = neete) = 0.01349(15) 4 (15) e (13)gip keV.

(56)

expt (

The first uncertainty comes from the combined “fit + syst”
lattice uncertainty on I'(J/y — y1..) from Eq. (53) and the
second uncertainty from the experimental contribution to
that. The third uncertainty is the additional systematic error
from QED effects such as final-state interactions discussed
in Sec. III B 3. Combining the value from Eq. (56) with the
J/y total width gives a branching fraction

x 1074,
(57)

Br(J/y —neete”) = 1.457(16) 1,4 (15)qep (31)

expt

The third, experimental, uncertainty is dominated by that
from the J/y total width.

D. Discussion

Figure 15 compares our final result from Eq. (52) for the
form factor V(0) needed to determine the rate for J/y —
yn,. decay to earlier lattice QCD calculations including
different numbers of flavors of sea quarks. Our result is a big
improvement in accuracy over the earlier calculations, as
well as having the most realistic sea quark content with u, d,
s and ¢ quarks in the sea. We also show, as a shaded blue
band, the value of V(0) of 1.57(18) inferred from the
average branching fraction for J/y — yn, of 1.7(4)% and
J/y width of 92.6(1.7) keV [6] using Eq. (42). We see good
agreement between the lattice results but they are all higher
than the value for V(0) inferred from the experimental rate.
The experimental average branching fraction has a large
uncertainty, inflated by a scale factor of 1.5 because of
poor agreement between experiments. This means that the
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FIG. 15. A comparison of values of V(0) from lattice QCD. The
result from the work here is labeled “HPQCD23” (red asterisk)
and includes u, d, s and ¢ quarks in the sea with results at multiple
lattice spacing values. The results with u, d and s quarks are
denoted with purple filled triangles. “HPQCD12” used HISQ ¢
quarks on gluon field configurations including sea asqtad
staggered quarks and two values of the lattice spacing [10].
“Hadspec23” used clover quarks on anisotropic lattices at one
value of the lattice spacing but include an estimate of systematic
errors in their quoted uncertainty. “ETM12” (filled orange circle)
used the twisted mass formalism with gluon field configurations
including u and d sea quarks only and four values of the lattice
spacing [9]. The blue band shows the value for V(0) inferred from
the average experimental branching fraction [6]. The red band
carries our result down the plot for comparison.

tension with our lattice QCD result is 1.60 where ¢ comes
from the experimental value.

We show more detail of the experimental picture in
Fig. 16. There we plot our result for ['(J/y — y#.) [from
Eq. (53)] along with the three most recent experimental
results, from KEDR [4], CLEO [3] and Crystal Ball [2].
Uncertainties quoted on the experimental values are
combined in quadrature. We also include the PDG average
value [6] which is an average of the branching fractions
from CLEO and Crystal Ball (that we multiply by the

PDG av.

1
I - HPQCD23
' lattice QCD
1
I —— KEDR14
I
—— CLEO0S
0
1

Sl CBALLS5
i experiment

1.0 1.5 2.0 2.5 3.0 3.5 4.0

I'(J/¢ = yne)[keV]

FIG. 16. A comparison of our result for I'(J/y — yz.) from
lattice QCD to values from experiment. The result from the work
here is labeled “HPQCD23” (red asterisk). The filled blue circles
are results from individual experiments: “CBALLS85” is from the
Crystal Ball [2], “CLEOO08” is from CLEO [3] and “KEDR 14" is
from KEDR [4] (plotting the quantity denoted F(V)m»)' The blue
band shows the average of the CLEO and Crystal Ball results [6].
The red band carries our result down the plot for comparison.

average total J/w width). We see that the Crystal Ball
result is the lowest, over 36 below our value from lattice
QCD. The KEDR result is much higher, 20 above our
value. The KEDR analysis includes some model depend-
ence and they quote their result as Fng’ which is the value
we plot in Fig. 16. The CLEO result is in between and in
good agreement (within 1.5¢) with our result.

Figure 17 shows a comparison between our lattice result
for I'(J/w — yn.) and a selection (not intended to be
exhaustive) of earlier theoretical results using different
techniques. It is clear that lattice QCD is able to provide a
much more accurate result for this decay width than
previous approaches. A comparison is nevertheless useful
to allow an assessment of these other approaches for use in
cases that are not as amenable to lattice QCD calculations.
Indeed here the experimental picture is not at all clear and
lattice QCD results can substitute for an accurate exper-
imental value in this assessment, as for I'(5. — yy) in
Sec. II D.

We see in Fig. 17 that theory results for I'(J/w — yn,)
have covered a wide range (compared to the lattice QCD
results of Fig. 15). A traditional approach has been to use a
nonrelativistic potential, but often these results are quoted
with no error bars. In Fig. 17 we give two results from
nonrelativistic potentials. One, from [51], takes the wave
function overlap between J/w and 7. to be 1, and the

PDG av.
E . HPQCD23
—— | LCSR
—.— pNRQCD
+ pNRQCD
] E ° A potentials
E < sum rules

00 05 10 15 20 25 30 35 40
T(J/1 — yne)[keV]

FIG. 17. A comparison of our result for I'(J/y — y5.) from
lattice QCD to a selection of values from other theoretical
approaches. The result from the work here is labeled “HPQCD23”
(red asterisk). The left-pointing green triangle labeled sum rules is
an early result with this method from [52]. Three values are given
in the row labeled “potentials” to encompass the range of results.
The rightmost point (green triangle) is from [51], the middle point
(green circle) is the starting point for a pNRQCD analysis
from [53]. The numbers plotted for these two cases have been
updated to use the current value for k| (see text). The leftmost
point (green square) is from a relativistic quark model [54]. Two
pNRQCD analyses are shown; the lower value (green diamond) is
from [55] using the weak-coupling limit and the upper one (green
circle) from [53] including corrections through a? and »” (this
value has also been corrected to use the current value of |k|). The
right-pointing green triangle labeled “LCSR” is a recent result
using light-cone sum rules from [56]. The blue band shows the
experimental average of the CLEO and Crystal Ball results [6].
The red band carries our result down the plot for comparison.
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other, from [53], is the leading-order result for a potential
Non-Relativistic QCD (pNRQCD) analysis. To make a
fair comparison with our value, we have corrected both of
these results to use the value for |k| (see Eq. (43) obtained
from current average experimental masses [6] rather than
the values they used from earlier PDG reports. Since the
experimental average hyperfine splitting has changed by
several percent over time and |Kk| appears cubed in T, this
has some impact. These two nonrelativistic potential model
results differ by 20%, bracketing our value, and this reflects
reasonably the range of results (compare, for example, more
recent values in [57]). The pNRQCD approach systemati-
cally adds correction terms to this [53,55]. We can see how
this works most clearly in the result of [53] since the size of
corrections through O(a?) and O(v?) are tabulated. The v?
corrections are large but of opposite sign to those at O(a,)
and O(a?). Disappointingly we see, by comparing the two
green circles in Fig. 17, that the net effect of these
corrections is to move the result further from our value
rather than towards it. Higher-order corrections are still
likely to be sizeable and the good news is that the
uncertainty estimates attached to the pNRQCD results
means that they are in good agreement with our value. In
contrast a recent result from light-cone sum rules [56] has
significant tension, over 3o, with our value. The result from
a relativistic quark model [54] also looks in disagreement.

We now turn to a test of the relationship between
L(J/y = yn.), T(n.—yy) and T'(J/y — eFe”) sug-
gested by Shifman many years ago and given in Eq. (2).
The accurate results that we now have from lattice QCD
for these decay widths enables us to see how well this
approximate relationship works. It is easiest to do this by
converting the expression of Eq. (2) into a connection
between the hadronic parameters, V(0), F(0,0) and f Ty
Equation (2) becomes

910) = 522y (1, 0, )1+ O (59

In terms of the ratio R defined in Eq. (39) this reduces to
— e (1 4+ O(ay)). (59)

Our results for V(0) from Eq. (52) and Ryp from
Eq. (40) yield

V(O)R s = 0.893(5)p(11)g .- (60)

The expectation from the ratio of masses on the right-hand
side of Eq. (59) gives 0.982 using experimental averages
from [6]. This differs from our result for V(0)Rr by 10%,
which is well within the leeway provided on the 0.982 by
possible O(ay) corrections. In the nonrelativistic limit, the

mass ratio would simply be 1.0, and 0.982 is a slight
improvement on this, in terms of being closer to the full
lattice QCD value that we obtain in Eq. (60). Going further
in the nonrelativistic direction, Eq. (59) would reduce to
the expectation that V(0) = 2 (when Ryp is assumed to
take the value 1/2), which in fact works just as well in
comparison to our results (since 2.0 differs from our value
for V(0) by 7%).

We conclude from the comparison of our results to other
theory values that nonrelativistic approaches to J/y — 1.
work at the 10-20% level at leading order, but it is hard to
improve on this by adding corrections.

Finally, we note that our result for R,,, in Eq. (55)
agrees with that given in [58] using a simple ' pole model
for V(g?). This is not surprising since, as discussed in
Sec. 111 C, the result is insensitive to details of V(g?) over
the short ¢° range of the decay.

IV. CONCLUSIONS

We give improved lattice QCD results for the hadronic
matrix elements needed to determine I'(n. — yy),
U(J/w —yn.) and T'(J/yw - n.ete”), These results
include u, d, s and ¢ quarks in the sea for the first time.
The HISQ action gives us small discretization errors and we
use a wide range of lattice spacing values and sea u/d quark
mass values for good control of the physical-continuum
limit. Our lattice QCD results now have smaller uncertain-
ties than the corresponding experimental values. This
means that new experimental results with improved uncer-
tainties could have considerable impact as stringent tests
of QCD.

Our results for ., — yy transform the theoretical picture
for this decay. Our determination of the hadronic form
factor F(0,0), defined in Eq. (16), is [repeating Eq. (34)]

F(0,0) = 0.08793(29);,(26),s GeV™.  (61)

syst
This gives a decay width of
1—‘(’/Ic - 7]’) = 6788(45>ﬁt(41)5y5t keV’ (62)

repeating Eq. (35). The first uncertainty comes from the
lattice calculation and the second is from remaining
systematic errors (see Sec. II B 7) from missing quark-line
disconnected diagrams and QED effects.

As discussed in Sec. I D, our result has 4.6¢ tension with
the PDG fit result of 5.15(35) keV [6]. The PDG fit has a
poor y? and the difficulty of determining a reliable fit value
and uncertainty from the wide range of indirect experimen-
tal results that exist is clear in Fig. 8. We believe that this fit
needs to be revisited. Instead our result for the decay width
agrees within 2¢ with the value for the width of 5.90
(58) keV obtained from the PDG average [6] of a more
restricted set of experimental results, those for 7. production
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via 2-photon fusion using the 7, decay mode to KK . This
channel also has the advantage of having the smallest
relative uncertainty.

Our results, along with earlier 0.4%-accurate HPQCD
calculations of the J/y decay constant [1], allow us to test
how well earlier expectations using NRQCD work when
confronted with the results from a fully relativistic QCD
calculation. Leading-order NRQCD gives a simple rela-
tionship between F(0,0) for 5. — yy decay and the J/w
decay constant given in Eq. (38). We determine the ratio
[repeating Eq. (40)]

Rer = £

- 2
F(0.0)M3,

= 0.4786(57);,(14) (63)

syst*

The leading-order NRQCD expectation of 0.5 is not far
from this number, suggesting that there is significant
cancellation of the NRQCD higher-order corrections,
expected to be individually of order 30% [16,48,49].
The comparison of NRQCD calculations to our result is
shown in Fig. 9.

The relative success of the leading-order NRQCD
expectation for the ratio above suggests that it may also
be used to predict 1, — yy. We therefore expect that

(Y —ete) 1
C(n, = yr) 30}

Using HPQCD’s lattice QCD results for ['(T — eTe™) of
1.292(37)(3) keV [59] we obtain the prediction

(1+ O(a,) + O(v?/c) ~ 3. (64)

I'(n, — yy) = 431(12)(86) eV. (65)

The second uncertainty allows for 20% variation from
missing higher-order radiative and relativistic corrections.
For the b case we expect the O(a, ~ 0.2) corrections to be
larger than the relativistic corrections [O(v? ~ 0.1)] and the
cancellation of these may then not work as well as in the ¢
case. Indeed the authors of CMO1 [16] are quoted in [60] as
determining a width I'(s7, — yy) = 570(50) eV including
corrections through o2 in continuum NRQCD to Eq. (64).
A more recent analysis [49] gives a similar central value but
larger uncertainty, with a decay width of 540(150) eV. This
would represent a larger correction to the leading-order
NRQCD result than seen in the ¢ case but going in the same
(positive) direction. We saw from Fig. 9, however, that the
full lattice QCD result for I'(n, — yy) is below the LO
NRQCD result rather than above.

Ultimately the Standard Model (SM) value for I'(1, —
yy) will be resolved by an accurate calculation in lattice
QCD. Now that we have demonstrated the accuracy
possible for the 7. calculation using HISQ quarks we
envisage increasing the mass up towards the b and applying
the techniques used in [59] to do this. A prediction ahead of
possible experimental results from Belle II would be timely.

Our results for the form factor for the M1 radiative
transition J/w — yn, also represent a step up in accuracy
over previous lattice QCD results. We find a value for the
form factor at g> = 0, repeating Eq. (52),

V(0) = 1.8649(73)5,(75) yys- (66)
This gives a decay width, repeating Eq. (53)
F(J/l// - 7/’76) = 2'219(17)fit(18)syst(24>expt(4)QEDkeV'
(67)

The first uncertainty here comes from the lattice fit, the
second from additional systematic errors from missing
quark-line disconnected correlation functions, the third
uncertainty is from the experimental average hyperfine
splitting that enters the kinematic factors converting the
squared form factor into a decay width [see Eq. (42)] and
the fourth from additional QED effects in the rate. For the
related Dalitz decay, J/w — n.eTe™ we predict

T(J/y = neete™) = 0.01349(15),4(15)expi (13) e keV,

(68)

expt

repeating Eq. (56).

Our result for I'(J/yw — yn.) joins earlier lattice QCD
values in being higher than the experimental average
value [6] obtained from averaging results from Crystal
Ball [2] and CLEO [3]. The small uncertainty of our result
makes the tension more compelling than before. Our result is
in 3o tension with that from Crystal Ball but agrees within
1.5¢0 with that from CLEO. See Fig. 16 for the comparison.

We can use our results to calibrate other theoretical
approaches (see Fig. 17) and also to test the suggested [18]
simple relationship between V(0), F(0,0) and f, Jy» DY
determining [repeating Eq. (60)]

V(O)Rsr = 0.893(5)p(11) (69)

Ryp*
This is to be compared with 0.982 from Eq. (59), or 1.0 in
the nonrelativistic limit. Once again we find that the simple
expectations work fairly well, at the ~10% level, but this
does not of course provide the kind of accuracy available
now from lattice QCD, as we have shown here.

Finally, for an alternative perspective on the experimental
situation, we multiply together the branching fractions we
have determined for J/y — yn. and 5. — yy [in Egs. (36)
and (54)] and compare to direct experimental determination
of this product by CLEO [43] and BESII [39]. This
comparison is shown in Fig. 18. We see good agreement
between the lattice QCD result and the experimental values,
particularly that from BESIII. The experimental determi-
nations have large uncertainties at present but improvements
here to provide more stringent tests against lattice QCD
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Br(J/% = 1) x Br(n. — vy)(x10°)

FIG. 18. A comparison of our result for the product of
branching fractions Br(J/w — yn.) X Br(y. — yy) from lattice
QCD to values from experiment. The result from the work here is
labeled “HPQCD23” (red asterisk). The filled blue circles are
from CLEO [43] (labeled “CLEO08”) and BESIII [39] (labeled
“BESIII13”). The blue band shows the average of the CLEO and
BESIII results [6]. The red band carries our result down the plot
for comparison.

would be very useful, as we have stressed throughout
this paper.
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APPENDIX A: TRAPEZOIDAL INTEGRATION
AND OSCILLATING CONTRIBUTIONS

Here we discuss the accuracy of representing the integral
over #, in the continuum with a sum over lattice times in
Eq. (9) and the impact on this of the presence of oscillating
terms arising from the use of a staggered quark formalism.

We want to approximate the integral

/_°° F(0)dt (A1)

with a sum

n=+oo

a Y (f(na)+ (=1)"g(na))

n=—00

(A2)

that includes a term oscillating in time through the factor
(=1)". f and g are smooth functions, continuous at ¢ = 0,
that vanish in a well-behaved way as t — oo.

For the sum over f Eq. (A2) is using the standard
trapezoidal rule, which has a? errors. For the sum over g we
combine three adjacent terms, reducing the sum to even
values of n only,

a

":+°°Z'"even g(na) —2g(na + a) + g(na + 2a)
2

n=-—oo,n even

n=-o00,n even 2
= d {

?g”(na—l—a) + ] (A3)

n=—0oo,n even

Splitting the sum into two pieces, for positive and negative
n, we have for positive n

n=-+oo 2
a [

a ! a2 !
=9 (na+a)+ ... =7 deg’ (1),
n=0,2.4
2

=590, (A4

if g and ¢ vanish at r+ - co. Negative n gives a similar
result, with opposite sign, so that we have a total for the
sum over g in Eq. (A2) of

a2

—[g'(07) =g (0")].

: (43)

The result is a discretization effect, proportional to the
discontinuity in the derivative of g at # = 0 but vanishing as
a— 0 as a’.

We conclude that summing over lattice time slices to
obtain C',w [Eq. (9)] as an approximation to the time integral
that sets the photon on shell introduces discretization errors
proportional to a” at leading order. These come both from
the trapezoidal integration implied by the sum and from the
oscillating terms in the correlation function that arise from
the use of staggered quarks. Such discretization errors are
taken into account by our fit to the results for the form
factor as a function of lattice spacing and removed in our
result for F(0,0) in the continuum limit.

A toy model illustrates this further. We take f and g
to be single exponentials, f = exp(—M,|t|) and
g = exp(—=M,|t|). For f we have
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—+o00
—M, |t M, j
/ dt Ml g Z ~aM,j,

5 j=—c0

—a (—1 +2 i e—aMnf> (A6)
j=0

on the lattice. The left-hand side of Eq. (A6) evaluates to
2/M,. The sum on the right-hand side is a geometric
series, so we have

2
hs =af -1 +——— ),
rhs a( +1_e—aMn>

a 2
_ Mi <1 iy ﬁ“) + 0((aMn)4)). (A7)

As expected the integral obtained in this manner is
accurate up to (aM,)? errors.
We repeat this exercise for the oscillating exponential

to obtain
< 142 Z —aMoJ>

2
B

Mio((‘”‘j) +O((aM,))).

(A8)

As expected the impact of the oscillatory contributions
vanish in the continuum limit as ¢ and the result matches
that from Eq. (AS).

We reach the same conclusions about discretization error
from the toy model as from the more general f and g
functions of Eq. (A2).

APPENDIX B: FITTING A SUBSET
OF 5. —» yy DATA

As remarked in Sec. IIBS5, it is possible to obtain
accurate results for the 5. — yy form factor with a lot less
numerical work than we have expended here. We showed,
in Fig. 3, that our results converge very rapidly to their final
value as a function of the 7,44, region over with the 3-point
function is integrated to obtain C‘W Here we provide
another test that significantly reduces the amount of
computation needed.

Figure 19 shows the results obtained if we restrict the fit
of the 2-point function C,,, (1) to a set of specific 1 =1, —

,, values rather than flttmg the full ¢ range. The left-hand

0.1135 St 1

s ——

0.1125

Fiae(0,43)/a

623 8,9,10,11] 8,9,10,11,12] 8,9,10,11,12,13]

0.1410
Set 3

B ¢ ¢ b

0.1400 A

Fia(0,3)/a

731 7,10,13,16] [7,10,13,16,19] [7.10,13,16,19,22]

Set 5
0.1920
0.1915 A @ @ @ @

0.1910

Fiawt(0,43)/a

: :
(11,14,19,22,27]  [11,14,19,22,27,30]

t fit values

: :
947 [11,14,19,22)

FIG. 19. Fitted results for Fj,(0, ¢3), comparing values ob-
tained from our full fit with those that use a subset of time
separations, f, between source and sink in C‘W(t). Results are
given for the LOCAL setup on set 1 (very coarse, a ~ 0.15 fm),
set 3 (coarse, a ~ 0.12 fm, fit simultaneously with set 3A) and 5
(fine, a ~ 0.09 fm); all values are in lattice units. The values on
the left give results from the full fit to all 7 values except those
discarded at early times (below ¢, see text in Sec. [l B 5). The
values on the right give fit results for a selected 4, 5 or 6¢ values.
We see that uncertainties close to that of the full fit are possible
even with 4¢ values. Even and odd ¢ values are needed and the
spacing between ¢ values and range covered is adjusted as a
function of lattice spacing.

point shows the full fit that we use here and the right-hand
points show the results from selecting 4, 5 or 6 specific ¢
values. We need a mix of even and odd ¢ values for an
optimal fit because of the oscillating terms from opposite
parity states [see Eq. (24)]. We must also adjust the
separation in lattice units between ¢ values as the lattice
spacing changes. On the very-coarse lattices a separation
of 1 is appropriate, whereas for coarse and fine lattices a
separation of 3 or 5 gives a better range of ¢ to reproduce
the full fit. We conclude from Fig. 19 that we could obtain
similar uncertainties to our full fit by calculating corre-
lation functions at only 4 or 5 time separations 7, —f,, if
these were well chosen. This is possible because lattice
data is correlated as a function of 7. Usually lattice 2-point
functions are calculated at all ¢ values because there is no
significant time saving in making a t selection. Here,
because we actually calculate a 3-point function, working
with selected ¢ values reduces the computational cost
considerably and we will make use of this in future. Here,
however, we use the results from our full fit.
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