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Abstract—We consider a continuous-time continuous-space

stochastic optimal control problem, where the controller lacks

exact knowledge of the underlying diffusion process, relying

instead on a finite set of historical disturbance trajectories.

In situations where data collection is limited, the controller

synthesized from empirical data may exhibit poor performance.

To address this issue, we introduce a novel approach named

Distributionally Robust Path Integral (DRPI). The proposed

method employs distributionally robust optimization (DRO) to

robustify the resulting policy against the unknown diffusion

process. Notably, the DRPI scheme shows similarities with risk-

sensitive control, which enables us to utilize the path integral

control (PIC) framework as an efficient solution scheme. We

derive theoretical performance guarantees for the DRPI scheme,

which closely aligns with selecting a risk parameter in risk-

sensitive control. We validate the efficacy of our scheme and

showcase its superiority when compared to risk-neutral and

risk-averse PIC policies in the absence of the true diffusion

process.

Index Terms—stochastic optimal control, distributionally ro-

bust optimization, path integral method, risk-sensitive control

I. INTRODUCTION

We consider a continuous-time and continuous-space
stochastic control problem where the explicit representation
of the system dynamics is unknown to the controller. In
numerous real-world applications, the absence of true system
dynamics is a common issue, as the system dynamics may
be too complex to model, or the collection of historical
data for the true dynamics may be limited. One approach to
address unknown dynamics is constructing a simulator based
on available data to serve as a proxy for the true environment
and to test control policies in the simulator before real-world
deployment.

However, when the available data is sparse, the simulator
may not accurately capture the true characteristics of the
system dynamics. In other words, the probability distribu-
tion of the disturbance in the simulator model may not
faithfully represent the distribution of the true disturbance
in the real-world system. Such a distributional mismatch
may cause the simulator-based control policy to exhibit poor
performance in the true system. To address this issue, we
propose a distributionally robust (DR) control problem, us-
ing the emerging distributionally robust optimization (DRO)
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paradigm. The proposed approach constructs an ambiguity
set that contains all possible distributions from the nominal
distribution within a certain distance. In the literature, various
measures have been used to define the distance between
two distributions [1], [2], [3]. In this paper, we utilize the
Kullback-Leibler (KL) divergence [4] for the ambiguity set.
Subsequently, the DR control problem seeks a policy that
performs optimally under the worst-case disturbance distri-
bution taken from the KL divergence-based ambiguity set.
Interestingly, our DR control problem shows similarities with
the traditional risk-sensitive control problem [5]. While sev-
eral papers have drawn a connection between risk-sensitive
control and DR control in discrete-time settings [6], [7], there
has not been prior work demonstrating this equivalence in
continuous-time settings.

The similarities between the two problems allow us to
efficiently solve the DR control problem using the path inte-
gral control (PIC) method. PIC has emerged as a promising
stochastic optimal control framework for designing feedback
control systems in the literature [8], [9]. It has recently found
applications in diverse robotics domains, ranging from tasks
such as aggressive driving [10], [11], off-road navigation [12]
to multi-quadrotor control [13], and more [14], [15]. The key
concept of PIC involves using the Feynman-Kac lemma [16]
to convert the value function of the stochastic control problem
to an expectation on all possible uncontrolled trajectories.
This transformation allows for the approximation of the op-
timal control input using sample trajectories of uncontrolled
system dynamics generated through the Monte Carlo method.

PIC offers several advantages over traditional optimal
control techniques. One notable advantage is its capability to
handle arbitrary nonlinear state-dependent cost functions and
state-dependent dynamics. This flexibility makes PIC well-
suited for systems with complex behaviors that are difficult
to capture using traditional methods. In practice, to expedite
the computation of the optimal control, PIC can harness
modern graphics processing units (GPU) which can generate
a large number of sample trajectories in parallel [13]. This
parallelization significantly speeds up the computation pro-
cess, enhancing the practical applicability of PIC for complex
systems.

Recently, several works have proposed robust model pre-
dictive path integral control frameworks utilizing diverse
methods, including covariance steering [17], conditional
value-at-risk [18], control barrier functions [19], and robust
sampling [20], [21]. However, to the best of our knowledge,
our work is the first to combine PIC with the DRO method-
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ology. The contributions of this paper are as follows:
1) We formulate a continuous-time and continuous-space

stochastic control problem as the DR control problem
and establish its equivalence with risk-sensitive control
and H-infinity control.

2) We provide finite sample guarantees for the DR control
policy under certain conditions. Our theoretical results
serve as valuable guidance for the selection of the
robust parameter.

3) In pursuit of an efficient solution scheme for the DR
control problem, we propose a path integral-based
algorithm and demonstrate its superior performance via
numerical experiments in an online context.

The remaining sections of this paper are organized as
follows. In Section II, we define the stochastic control
problem of our interest. In Section III, we present our
DR control problem and its reformulation as a single-level
minimization problem. In Section IV, we introduce the data-
driven approach to the DR control problem and analyze the
theoretical performance guarantees. In Section V, the solu-
tion scheme based on path integral control is presented. In
Section VI, we present numerical experiments to demonstrate
the effectiveness of our scheme. We conclude the paper with
Section VII, which summarizes the contributions of this work
and suggests avenues for future research.

Notation
Bold letters represent vectors and matrices, while regular

fonts indicate scalars. the identity matrix is denoted as I—its
dimension will be evident from the context. The partial
derivatives with respect to the state x and time t are denoted
by ωx and ωt, respectively. The trace operation of a square
matrix A is denoted as tr(A). N sequences, each containing
K vectors, are denoted as {x(i)(k)}Kk=1, →i = 1, 2, . . . , N .

II. PROBLEM STATEMENT

We consider a continuous-time and continuous-space
stochastic dynamic x(t) ↑ Rn that is affine in control and
disturbance as follows:

dx(t) =f (x(t), t) dt+G (x(t), t)u(x(t), t)dt+

!(x(t), t)dω(t).
(1)

Here, f (x(t), t) ↑ Rn is an arbitrary passive dynamic,
u(x(t), t) ↑ Rk is a control input, G(x(t), t) ↑ Rn→k is
a full-rank control transition matrix function with n ↓ k.
In addition, ω(t) ↑ Rp is a diffusion process on a suitable
probability space (!,F ,P), and !(x(t), t) ↑ Rn→p is a full-
rank diffusion matrix function that maps the disturbance to
the state. We define the diffusion process ω(t) adapted to the
filtration Ft as

dω(t) = µ(t)dt+ dw. (2)

Here, µ(t) represents the drift, and dw = {w(t) : t ↓ 0} is a
standard Brownian disturbance with respect to the probability
law Pω. In this paper, we make the assumption that the

controller lacks access to the true diffusion process (2) and
Pω. The assumption aligns with many real-world applications
where accurately characterizing the actual disturbance is
challenging.

Given a finite time horizon t ↑ [0, T ], the initial state
x(0), a running cost function Lu(x(t), t), and a terminal cost
function ε(x(T ), T ), the stochastic optimal control problem
is formulated as

inf
u

EPω

[
Ju (x(0), 0)

]
, (3)

where Ju(·) = ε (x(T ), T ) +
∫ T
0 Lu (x(s), s) ds. Here, the

dependence of Lu(·) and Ju(·) on u implies a certain policy
u(x(t), t) imposed for evaluating the costs and EPω [·] is the
expectation evaluated under Pω. We assume that the running
cost function Lu(·) consists of an arbitrary state-dependent
cost q(·) and a quadratic control cost with a positive definite
weight matrix R ↑ Rp→p, given by

Lu (x(t), t) = q (x(t), t) +
1

2
u(x(t), t)↑Ru(x(t), t). (4)

III. DISTRIBUTIONALLY ROBUST CONTROL PROBLEM

Designing the optimal policy for the stochastic control
problem (3) clearly requires knowledge of the true diffusion
process (2), which is unrealistic in many cases. Instead,
we consider a scenario where the controller has access to
an alternative nominal diffusion process ω̂(t), denoted as
dω̂(t) = µ̂(t)dt + dw, where w is a Brownian disturbance
under the probability law Q. In this case, a naı̈ve approach
to designing a control policy might involve constructing
the optimal controller based on the dynamic system where
the true diffusion process (2) is replaced by the nominal
diffusion process. Nonetheless, this approach leads to sub-
optimal performance if the nominal diffusion process fails
to accurately represent the true system dynamics. In fact,
this issue is common for simulator-based control policies, as
the policies synthesized in erroneous simulator models often
exhibit inferior performance when implemented in the actual
system.

To address this issue, we adopt the emerging paradigm
of distributionally robust optimization (DRO) to formulate
the distributionally robust (DR) control problem for the true
problem (3) as follows:

inf
u

sup
P↓Pε(Q)

EP
[
Ju (x(0), 0)

]
. (5)

Here, the distributional (ambiguity) set P ε(Q) with robust-
ness parameter ϑ > 0 is defined as

P ε (Q) =

{
P ↑ D : D (P↔Q) =

∫

!
log

dP
dQ (ω)dP(ω) ↗ ϑ

}
.

(6)

Here, D denotes the set of all probability laws of ω(·) and
D(P↔Q) denotes the Kullback-Leibler (KL) divergence from
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P to Q where dP/dQ is the likelihood ratio between P and
Q, also known as the Radon-Nikodym derivative.

The DR control problem (5) seeks a policy that performs
best under the worst-case probability law P within the ambi-
guity set, thus providing robustness against the unknown true
diffusion process (2). Compared to classical robust control,
which is designed to optimize against worst-case distur-
bances, the DR control policy is less conservative, resulting
in better performance across various applications, including
robotics [7], control design [22], and power systems [23], etc.
Furthermore, the DR control framework is well-suited for
data-driven settings where a nominal diffusion process can
be constructed based on available data. We will discuss how
to construct the DR control policy in a data-driven manner
in Section IV.

Tractable Reformulation
The min-max problem (5) is inherently difficult to solve

since the cost function involves a maximization problem. To
design an efficient solution scheme, we introduce an equiv-
alent single-level problem for the DR control problem (5)
by following the standard results of the convex analysis
in [24] and duality between relative entropy and free energy
in [6], [25]. We first make the following assumption

sup
P↓D

EP
[
Ju (x(0), 0)

]
= ↘. (7)

As discussed in [6], this assumption states that, without the
KL divergence constraint, some arbitrary diffusion process
can drive the expected cost to infinity. With this assumption,
we present the single-level reformulation for the DR control
problem in the following lemma.

Lemma 1. For any given ϑ > 0, the DR control problem (5)
can be equivalently reformulated as the following single-level
minimization problem

inf
u,ϑ>0

ϑϖ + ϖ logEQ

[
exp

(
1

ϖ
Ju (x(0), 0)

)]
. (8)

Proof. Dualizing the inner maximization problem in (5) with
the ambiguity set (6) as a constraint, we have

sup
P↓D

inf
ϑ↔0

EP
[
Ju (·)

]
≃ ϖD (P↔Q) + ϑϖ (9)

↗ inf
ϑ↔0

ϑϖ + sup
P↓D

EP
[
Ju (·)

]
≃ ϖD (P↔Q) (10)

= inf
ϑ>0

ϑϖ + sup
P↓D

EP
[
Ju (·)

]
≃ ϖD (P↔Q) . (11)

Here, the inequality between (9) and (10) holds due to weak
duality, and the equality between (10) and (11) holds since
the objective function in (10) evaluates to infinity for ϖ = 0
by the assumption (7).

To derive the single-level problem (8), we first establish
strong duality (i.e., the equality) between (9) and (10) by
following [24, Theorem 1, Chapter 8]. It is clear that D in
(9) is a convex set and the objective function in (9) is concave

in P since EP[Ju(·)] is linear in P and D (P↔Q) is convex
in P. Furthermore, we can show the existence of an interior
point P ↑ D: Let P = Q, then the following strict inequality
holds:

D (Q↔Q) =

∫

!
log

dQ
dQ (ω)dP(ω) = 0 < ϑ

for any ϑ > 0. Hence, by incorporating the minimization over
u with (11), the DR control problem (5) becomes equivalent
to

inf
u,ϑ>0

ϑϖ + sup
P↓D

EP
[
Ju (·)

]
≃ ϖD (P↔Q) .

Then, the remainder of the proof amounts to showing

sup
P↓D

EP
[
Ju (·)

]
≃ ϖD (P↔Q) = ϖ logEQ

[
exp

(
1

ϖ
Ju (·)

)]

(12)

for all ϖ > 0. This equality (12), known as the Legendre
duality between the KL divergence and free energy, is already
shown in [25, Section 4.6.3]. This completes the proof.

Note that the reformulation (8) exhibits similarities with
the risk-sensitive control problem [5]. In fact, if we consider
ϖ as a parameter, the problem (8) is equivalent to the risk-
sensitive control problem. This shows the intimate relation-
ship between DR control and risk-sensitive control. A low
value of the robustness parameter ϑ in (8) favors a high value
of ϖ. In particular, as ϑ converges to 0, the problem becomes
equivalent to the risk-neutral control problem. Conversely, a
higher value of ϑ corresponds to a smaller value of ϖ. Specif-
ically, DR control can be viewed as risk-averse control with
an alternative parameter ϑ > 0 since the parameterization of
ϑ excludes risk-seeking behaviors, i.e., ϖ < 0.

While the connection between risk-sensitive control and
DR control has been shown in several papers [6], [7], they
have focused on discrete-time settings. More importantly, it
remains an open question on how to determine the risk-
sensitive parameter ϖ. In the literature, the selection of ϖ
often involves a trial-and-error process where policies with
different values of ϖ are tested in the actual environment
until the resulting policy aligns with the modeler’s risk
profile. However, such experimentation can be costly in
safety-critical tasks. On the other hand, as will be discussed
in Section IV, our DR control framework offers theoretical
performance guarantees in data-driven settings, guiding the
selection of the robustness parameter ϑ based on available
data. This choice corresponds to an appropriately selected ϖ
in the risk-averse control framework.

IV. DATA-DRIVEN APPROACH

In this section, we explore the application of the DR
control framework in a data-driven context. Specifically, we
discuss the construction of the approximate diffusion process
and the corresponding probability law Q using available data.
We introduce an additional assumption in this section: the
drift in the true diffusion process is time-invariant, i.e.,

dω = µdt+ dw. (13)
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While the DR control problem (5) discussed in Section III
can accommodate a time-variant diffusion process (2), the
assumption (13) enables us to construct an approximate diffu-
sion process in a data-driven manner and establish theoretical
performance guarantees for the DR control policy, as we will
discuss in this section.

In the absence of the true diffusion process (13), we
assume that the controller merely has access to N sequences
of historical disturbance terms collected over time interval
”t > 0 denoted as {”ω(i)(k”t)}Kk=1, →i = 1, 2, . . . , N ,
where K = T/”t is the number of empirical disturbances
for each sequence. Subsequently, we can construct the ap-
proximate diffusion process

dω̂ = µ̂dt+ dw, where µ̂ =
1

NK”t

N∑

i=1

K∑

k=1

”ω(i)(k”t)

(14)
and dw is a Brownian disturbance under the probability law
Q. Consequently, we can employ (14) as a nominal diffusion
process in the ambiguity set P ε(Q) defined in (6), rendering
a data-driven DR control model.

Performance Guarantees
We provide the finite sample guarantee of our DR control

policy. The ambiguity set P ε(Q) centered at Q of the ap-
proximate diffusion process (14) can be viewed as a random
object in a sense that different realizations of the empirical
disturbance terms {”ω(i)(k”t)}Kk=1, →i = 1, 2, . . . , N , may
result in a different approximate diffusion process. Intuitively,
more data would provide a more reliable estimate of the
true diffusion process (13). We can establish the following
generalization bound by leveraging measure concentration
theory and Girsanov’s theorem [26].

Proposition 1. Consider Pω and Q as the probability laws of
the true and approximate diffusion processes, given by (13)
and (14), respectively. Then, for any given value of the robust
parameter ϑ , we have

Pω
↑ P ε(Q) w.p. at least 1≃ 2p exp

(
≃
ϑN
⇐
p

)
, (15)

where p is the dimension of the diffusion process.

Proof. Suppose Pω
↑ P ε(Q) for any given value of ϑ. This

implies

D (Pω
↔Q) =

∫

!
log

dPω

dQ (ω)dPω(ω) ↗ ϑ. (16)

Applying Girsanov’s Theorem [26, Theorem 8.6.5], the KL
divergence in (16) is equivalent to

D (Pω
↔Q) = EPω

[
≃

∫ T

0
µ↑dw +

1

2

∫ T

0
↔µ̂≃ µ↔2ds

]
,

where µ̂ is defined in (14). Since w ↑ Rp is a Brownian
disturbance under Pω, we can rewrite (16) as

T

2
↔µ̂≃ µ↔2 ↗ ϑ. (17)

For any time step size ”t > 0, we know that the empir-
ical disturbances ”ω(i)(k”t), for all i = 1, 2, . . . , N , and
k = 1, 2, . . . ,K, are i.i.d. Gaussian samples drawn from
N (”tµ,”tI). Therefore, using Hoeffding’s inequality [27]
and union bound, we have

Pr

[
T

2
↔µ̂≃ µ↔2 ↗ ϑ

]
↓ 1≃ 2p exp

(
≃
ϑN
⇐
p

)
.

Proposition 1 provides a lower bound on the probability
that the unknown Pω is contained in P ε(Q) for a fixed ϑ.
Similarly, for any fixed ϱ ↑ (0, 1), we can obtain the smallest
value of ϑ(ϱ) that guarantees Pω

↑ P ε(Q) w.p. 1 ≃ ϱ : by
setting ϱ = 2p exp

(
≃ϑN/

⇐
p


in (15), we can rewrite (15)
as

D (Pω
↔Q) ↗ ϑ(ϱ) =

⇐
p

N
log

(
2p

ϱ

)
(18)

w.p. at least 1≃ ϱ.
If Pω generated by the true stochastic process (13) is indeed

contained in the ambiguity set, the optimal value of the DR
control problem serves as an upper bound on the true cost of
implementing the DR control policy in the real environment.
Finally, using (18), we propose the following finite sample
guarantee for our DR control policy.

Theorem 1. Suppose that ĴN and ûN (x(t), t), →t ↑ [0, T ],
represent the optimal value and the optimal policy of the DR
control problem (5) with ambiguity set P ε(ϖ)(Q) where we
set ϑ(ϱ) =

⇐
p/N log (2p/ϱ) for a fixed value of ϱ ↑ (0, 1)

as in (18). Then, we have

EPω

[
JûN (x(0), 0)

]
↗ Ĵ

N (19)

w.p. at least 1≃ ϱ.

Proof. The claim immediately holds from (18) since

EPω

[
JûN (x(0), 0)

]
↗ inf

u
sup

P↓Pε(Q)
EP

[
Ju (x(0), 0)

]
,

whenever Pω
↑ P ε(Q).

Theorem 1 provides valuable guidance for modelers on
choosing ϑ(ϱ) that guarantees a prescribed confidence level
1≃ϱ prior to real-world implementation of the control policy.
Furthermore, given that ϑ is at most O(1/N) as shown in
(18), we can adjust its value at a rate of 1/N as more
empirical data becomes available.

Remark 1. The equivalence between risk-sensitive control
and H-infinity control in the linear quadratic Gaussian
(LQG) setting was initially noted in [28]. However, they
highlighted the equivalence between two Riccati equations
from the two different controls without any consideration of
relative entropy. As demonstrated in the proof of Proposi-
tion 1, Girsanov’s theorem transforms the ambiguity set (6)
into the uncertainty set (17) concerning the unknown drift
µ, bounded by the robustness parameter ϑ. This implies
the equivalence between our DR control and the nonlinear
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generalization of H-infinity control, hence, expanding upon
the earlier observation.

V. SOLUTION SCHEME

A. Decomposition
Using the equivalence between the risk-sensitive control

and the DR control shown in Section III, we can decompose
the reformulated DR control problem (8) into two minimiza-
tion problems as follows: the master problem is

inf
ϑ>0

ϑϖ + g(ϖ), (20)

and the subproblem is

g (ϖ) = inf
u

ϖ logEQ

[
exp

1
ϖ
Ju (x(0), 0)

]
. (21)

Note that the master problem (20) is merely an univariate
optimization problem over ϖ > 0 which can be solved by
various methods. Then, for a fixed ϖ, the subproblem (21)
becomes the risk-sensitive control problem where the expec-
tation of the exponentiated cost function Ju(·) is evaluated
under Q.

B. Risk-Sensitive Path Integral Control
To efficiently solve the subproblem (21), we utilize the

risk-sensitive path integral control framework proposed in
[29]. They demonstrated that the standard (i.e., risk-neutral)
path integral method [8] can be generalized to risk-sensitive
control under the same assumption. In this section, we briefly
restate their main results for clarity and completeness. Further
details and derivations can be found in [29].

Solving the risk-sensitive control problem (21) involves
setting up the following second-order partial differential
equation (PDE) known as the stochastic Hamilton-Jacobi-
Bellman (HJB) equation

≃ωtV
ϑ(x(t), t) = inf

u


ωxV

ϑ↑(f +Gu+!µ̂)

+
1

2
tr

ω2
xV

ϑ!!↑

+ q +

1

2
u↑Ru

+
1

2ϖ

!↑ωxV
ϑ

2

(x(t), t)

(22)

with boundary condition V
ϑ(x(T ), T ) = ε(x(T ), T ). Taking

derivative with respect to u on the right-hand side in (22),
one can derive the optimal control

u(x(t), t) = ≃R↗1G(x(t), t)↑ωxV
ϑ(x(t), t). (23)

Substituting (23) into (22), we have

≃ ωtV
ϑ(x(t), t) =


ωxV

ϑ↑(f +!µ̂) + q

+
1

2
tr

(
ω2
xV

ϑ

(
1

ϖ
!!↑

≃GR↗1G↑
))

(x(t), t).

(24)

Note that the HJB equation (24) is generally nonlinear in
V
ϑ(·) due to the last term on the right-hand side. The

conventional solution method is to solve the HJB equation
backward in time over the entire time horizon [0, T ] for
all x(t). This recursive backward evaluation suffers from
the curse of dimensionality, becoming intractable as the
dimension of the state space increases.

Risk-sensitive path integral control can be used as an
alternative solution approach to the backward recursion for
the special case of (24) where there exists ϖ↘ that satisfies
the equation

ϖ↘G(x, t)R↗1G(x, t)↑ = !(x, t)!(x, t)↑. (25)

Note that the equality (25) implies that the HJB equation
(24) becomes linearizable since the nonlinear term in V

ϑ(·)
disappears if ϖ = ϖ↘. In a one-dimensional case, (25) trivially
holds, while, in a higher dimensional space, it may impose
constraints on the choice of the control dependent cost matrix
R. Therefore, in this paper, we make the assumption that ϖ
satisfying (25) always exists. Therefore, if a chosen ϖ for the
subproblem (21) coincides with ϖ↘, the HJB equation (24) is
immediately linear. Otherwise, we can utilize a log transfor-
mation of the value function, defined as:

V
ϑ(x(t), t) = ≃

1

ϖ≃
log (#(x(t), t)) , (26)

where ϖ≃ = ϖ/(ϖ↘ϖ≃1). This transformation renders the HJB
equation linear in terms of #(·). Subsequently, relying on
the well-known Feynman-Kac lemma [16], we can derive the
solution to the linearized HJB equation using the path integral
control framework with the dynamic (1) being affine in
control and disturbance, and the quadratic control cost in (3)
as defined earlier. This framework enables the computation
of the value function using all possible forward trajectories
of the uncontrolled dynamics, i.e., dx(t) = f(x(t), t)dt +
!(x(t), t)dω(t), as follows:

V
ϑ(x(t),t) = ϖ≃ logEQ

[
exp

(
1

ϖ≃
J0 (x(t), t)

)]
, (27)

where J0 (·) = ε (x(T ))+
∫ T
t q (x(s)) ds represents the cost

of an uncontrolled trajectory. Furthermore, as demonstrated
in [30], taking the derivative of #(·) with respect to x yields
the optimal control for the problem (3) at time t, as follows:

u (x(t), t) dt =

R↗1G↑
c (GcR

↗1G↑
c )

↗1 (x(t), t)
EQ[exp(J0/ϑ

→)!cdw(t)]
EQ[exp(J0/ϑ→)] .

(28)

Here, Gc(·) ↑ R(n↗l)→p and !c(·) ↑ R(n↗l)→k represent
submatrices of the control transition and diffusion matrices
G(·) and !(·), respectively. These submatrices correspond
to the directly actuated states denoted as xc(t) ↑ Rl within
the state vector x(t) = [xc(t), xp(t)]↑ where l ↗ n without
loss of generality. The remaining part of the states, xp(t),
represents non-directly actuated states.
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Algorithm 1: DRPI
Input: x(0): Initial state;
f(·),G(·),!(·): System dynamics;
Gc(·)/!c(·): Submatrix for control
transition/diffusion matrix;
q(·),ε(·)/R: State/Control cost;
µ̂(·): Estimated drift term;
ϑ: Robustness parameter;
M : Number of sample trajectories;
”t: Step size
Output: Control input u(k) for k = 0, 1 . . . ,K ≃ 1

1 for k ⇒ 0 to K ≃ 1 do

2 Sample M trajectories of disturbance
{ε(i)(ς)}Mi=1 for ς = k, k + 1, . . . ,K ≃ 1

3 for i ⇒ 1 to M do

4 Initialize the i-th cost J (i)
0 ⇒ 0

5 for k≃ ⇒ k to K ≃ 1 do

6 x(i)(k≃ + 1) =
x(i)(k≃) + f(x(i)(k≃), k≃)”t+
!(x(i)(k≃), k≃)(µ̂(x(i)(k≃), k≃)”t+
ε(i)(k≃)

⇐
”t )

7 if k≃ < K ≃ 1 then

8 J
(i)
0 + = q(x(i)(k≃ + 1), k≃ + 1)

9 else

10 J
(i)
0 + = ε

(
x(i)(K),K)



11 ϖ̂ ↑ argmin
ϑ>0

ϑϖ + ϖ≃ log


1

M

M∑

i=1

exp


J

(i)
0

ϖ≃



12 for i ⇒ 1 to M do

13 r(i) = exp


J

(i)
0

ϖ̂

 M∑

j=1

exp


J

(j)
0

ϖ̂



14 uk ⇒

R↗1G↑
c (GcR

↗1G↑
c )

↗1(x(k), k)
M∑

i=1

r(i)
!cε(i)(k)

⇐
”t

15 Send u(k) to the controller
16 Update the current state x(k + 1)

C. Numerical Method

The numerical implementation of the PIC requires two
types of approximation, namely, time discretization and sam-
pling trajectories. First, we can approximate the continuous-
time dynamic system (1) using the Euler-Maruyama
method [31]:

x(k + 1) =x(k) + f(x(k), k)”t+G(x(k), k)u(x(k), k)”t

+!(x(k), k)”ω(k)

for k = 0, 1, . . . ,K ≃ 1, where time step size ”t > 0
determines the total number of time steps, i.e., K = T/”t
and ”ω(k) = µ(k)”t + ε

⇐
”t is the discrete-time dif-

fusion process where ε ⇑ N (0, I). Subsequently, we can

approximately compute the optimal control for the discrete-
time version as we estimate the expectation in (28). This
approximation involves utilizing a collection of M uncon-
trolled sample trajectories {x(i)(k)}Kk=1 for i = 1, . . . ,M
generated via the Monte-Carlo method as follows:

u(x(k), k) =

R↗1G↑
c (GcR

↗1G↑
c )

↗1(x(k), k)
∑M

i=1 exp
(
J (i)

0 /ϑ→
)
!c

ω↑
!t

∑M
j=1 exp

(
J (j)

0 /ϑ→
) ,

where J
(i)
0 = ε(x(i)(K),K) +

K↗1
s=k q(x(i)(s), s)”t is a

cost associated with the i-th trajectory {x(i)
}.

The proposed Distributionally Robust Path Integral (DRPI)
Algorithm 1 makes use of the risk-sensitive path integral
control to compute the optimal value of the subproblem
g(ϖ) (21) for any ϖ > 0. For the master problem (20), we
can employ various line search methods in line 11 since
it is an univariate optimization. Note that, in line 11, we
reuse the costs J

(i)
0 for i = 1, 2, . . . ,M , to optimize over

ϖ without sampling new trajectories. Hence, the scheme
efficiently solves the master problem.

Remark 2. For the special case where the stochastic con-
trol problem is convex, g(ϖ) becomes convex since it is
a partial minimization of the convex function over u. In
this case, we can solve the master problem in polynomial
time by a binary search over ϖ while g(ϖ) is solved by the
path integral method for each ϖ. If we further simplify the
problem to the case where the dynamic is linear and the
cost function is quadratic in both x and u, the subproblem
g(ϖ) becomes the well-known linear exponential-of-quadratic
Gaussian (LEQG) control problem, which can be analytically
solved by the modified backward Riccati equation [28].

VI. NUMERICAL EXPERIMENTS

In this section, we demonstrate the effectiveness of our
DRPI scheme. To reflect limited data availability, we start
each simulation run with an initial estimate µ̂ using only a
single data point ”ω(1). Here we set the maximum time step
to K. Then, for each time step k = 1, 2, . . . ,K, we refine µ̂
as we have access to a newly observed empirical disturbance
term ”ω(k), as follows:

µ̂ ⇒ µ̂+
”ω(k)/”t≃ µ̂

k
, k = 1, 2, . . . ,K.

As our estimate µ̂ improves with the increasing number
of available data, we adjust ϑ ⇒ 1/k for each time step
k = 1, 2, . . . ,K, based on the finite sample guarantees in
Section IV.

We compare DRPI with risk-neutral and risk-averse path
integral control. Risk-neutral path integral control (RN-PIC)
amounts to DRPI with ϑ fixed at 0: as mentioned in Sec-
tion III, if ϑ = 0, the ambiguity set (6) only includes the
empirical probability law Q, letting the inner maximization
disappear in (5). Hence, RN-PIC ignores errors in the simu-
lator model.
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On the other hand, the drawback of risk-averse path
integral control (RA-PIC) is the absence of a finite sample
guarantee for a specified risk parameter ϖ, thereby lacking
a clear method for determining ϖ in advance. To reflect this
limitation, for RA-PIC, we parameterize ϖ = a · 10b where
a ↑ {1, 2, . . . , 9} and b ↑ {≃2,≃1, 0, 1, 2}, and conduct
experiments for each candidate value of ϖ to find the best-
performing risk parameter.

A. Double Integrator Model
Consider the following double integrator model for a

particle robot in a 2D plane as follows:

x(k + 1) =





px(k + 1)
py(k + 1)
h(k + 1)
v(k + 1)



 = x(k) +





0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0



x(k)”t

+





0 0
0 0
1 0
0 1





[
uh(k)”t+”φh(k)
uv(k)”t+”φv(k)

]
.

(29)

Here, the states px(k) and py(k) represent positions in
the horizontal and vertical directions, while h(k) and v(k)
represent linear velocities in the corresponding directions.
The control inputs uh(k) and uv(k) denote the acceleration
in the horizontal and the vertical direction, respectively. The
true disturbance ω(k) = [φh(k), φv(k)]↑ is a Brownian
disturbance with unknown drift. Given initial state x(0) =
[≃3.5, 2.5, 0.0, 0.0]↑, the objective is to design an optimal
control policy u↘(x(k), k) = [u↘

h(x(k), k), u↘
v(x(k), k)]

↑

for the robot to arrive at the target position [p↘x(k), p
↘
y(k)] =

[0.0, 0.0] as soon as possible, while avoiding any collisions
with both the inner square obstacle and the outer square
boundary as shown in Figure 1(a).

B. Unicycle Model
The second model is an unicycle model of a robot that can

move forward and change its orientation in the 2D plane, but
cannot move directly sideways as follows:

x(k + 1) =




px(k + 1)
py(k + 1)
pϑ(k + 1)





= x(k) +




cos(ϖ) 0
sin(ϖ) 0

0 1




[
uv(k)”t+”φv(k)
uϱ(k)”t+”φϱ(k)

]
.

(30)

Here, the states px(k) and py(k) represent positions in
the horizontal and vertical direction, respectively, and pϑ(k)
represent the orientation of the unicycle. Control inputs uv(k)
and uϱ(k) represent forward velocity and the rate of change
of the orientation, respectively.

Similar to the first experiment, the true Brownian distur-
bance ω(k) = [φv(k), φϱ(k)]↑ is unknown and the objec-
tive is to design an optimal control policy u↘(x(k), k) =

RN-PIC RA-PIC DRPI
Fig. 1(a) double integrator model

RN-PIC RA-PIC DRPI
Fig. 1(b) unicycle model

Fig. 1: The simulation results depict 100 trajectories for RN-
PIC (left), RA-PIC (center), and DRPI (right). The simula-
tions are conducted for two models: (a) the double integrator
model and (b) the unicycle model. The initial positions are
represented by blue octagons, while the target positions are
denoted by orange stars. Trajectories are color-coded: deep
blue trajectories collide with either inner or outer boundaries,
whereas green trajectories represent successful simulations.

[u↘
v(x(k), k), u

↘
ϱ(x(k), k)]

↑ for the robot to navigate to the
target position [px(k), py(k)] = [0.0, 0.0], without any
collision as shown in Figure 1(b).

C. Experimental Design

For both the double integrator and unicycle models, we
consider quadratic control-dependent cost with the weight
matrix R = 10↗3I ↑ R2→2 and a nonlinear state-dependent
cost function q(x(k)) as follows:

q (x(k)) = c1 ·↔x(k)≃x↘
↔2+c2 ·qo (x(k))+c3 ·qb (x(k)) .

(31)
Here, the obstacle cost qo(·) and the boundary cost qb(·)
are indicator functions that take the value 1 if the robot hits
the obstacle and the boundary, respectively. The coefficient
parameters in equation (31) are set to c1 = 10↗2, c2 =
c3 = 102. In the event of a collision with the inner or outer
squares, the current simulation is immediately terminated and
recorded as a failure.

We conducted 100 simulations for each model and
recorded the trajectory for each simulation and the arrival
times for the successful ones. The results summarized in
Table I and Figure 1 show that the DRPI scheme offers
significant advantages over both RN-PIC and RA-PIC, which
include a higher success rate, faster arrive time on average,
and more consistent and predictable performance due to
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lower variability. In addition, it is worth noting that we only
present the RA-PIC instance with the best performing ϖ while
the majority of other instances of RA-PIC show significantly
worse performances than DRPI. This demonstrates optimiz-
ing the risk parameter in real-time is indeed advantageous.

TABLE I: Performance of Different Schemes

Model Scheme
Success

Rate (%)

Arrive Time (s)

Mean Std. Dev. 95 pct.

Double
Integrator

RN-PIC 66 21.30 12.63 44.42
RA-PIC 85 18.47 10.32 37.30

DRPI 94 7.65 1.91 10.72

Unicycle
RN-PIC 19 25.89 11.13 44.52
RA-PIC 88 7.41 4.28 14.41

DRPI 89 3.40 0.99 4.96

VII. CONCLUSION

We introduced a novel data-driven approach to robustify
policies for a broad class of stochastic control problems in the
absence of the true diffusion process. Notably, we established
an interesting connection between the DR control and the
risk-sensitive control. Our theoretical results offered valuable
insight into selecting the robust parameter, making simulator-
based controllers more practical when dealing with unknown
system dynamics. Furthermore, our proposed DRPI algorithm
showcased outstanding performance. Future research avenues
may include exploring extensions of our framework to more
complex systems in various application domains.
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