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Fig. 1. The sociotechnical stack is a conceptual framework for analyzing sociotechnical problems. It maps
social impacts (left) to layers of a traditional technical stack (right). Here, non-consensual intimate media
(NCIM) social impacts are analyzed and mapped to corresponding layers in the technical stack. Darker arrows
indicate a more direct connection from social impact to stack layer.

Non-consensual intimate media (NCIM) involves sharing intimate content without the depicted person’s
consent, including “revenge porn” and sexually explicit deepfakes. While NCIM has received attention in legal,
psychological, and communication fields over the past decade, it is not sufficiently addressed in computing
scholarship. This paper addresses this gap by linking NCIM harms to the specific technological components that
facilitate them. We introduce the sociotechnical stack, a conceptual framework designed to map the technical
stack to its corresponding social impacts. The sociotechnical stack allows us to analyze sociotechnical problems
like NCIM, and points toward opportunities for computing research. We propose a research roadmap for
computing and social computing communities to deter NCIM perpetration and support victim-survivors!
through building and rebuilding technologies.

10ur choice of the term victim-survivor reflects that someone has been violated (victim), but is recovering or has recovered
(survivor). We adopt these terms and definitions from sexual-abuse activism communities.
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1 Introduction

Content warning: This paper talks about online sexual abuse.

Non-consensual intimate media (NCIM) is the unauthorized creation, sharing, or distribution of
sexual content containing someone’s body or likeness. This form of online abuse usually targets
women, who constitute about 90% of all cases [1, 33, 53]. NCIM cases can be varied, ranging from
sexually explicit deepfakes, to covert recordings, to sextortion (See Fig. 2). NCIM is common—studies
suggest 1 in 6 adults have had their intimate content shared without consent [77, 81]. NCIM is also
deeply traumatic—almost all victim-survivors experience severe anxiety and depression. About
half seriously consider ending their own lives, and in some cases, women and girls commit suicide
to escape emotional pain and social shame [26, 33, 53]. While there is widespread agreement
that NCIM is harmful and some agreement that it should be regulated, there is less consensus on
how to do so [22, 23, 28, 35]. The law is evolving to recognize NCIM, but access to legal recourse
is limited and cannot prevent continued re-distribution. Victim-survivors may request content
removal directly from platforms, but these efforts are typically laborious, emotionally taxing, and
frequently futile due to the diverse jurisdictions governing online platforms [28, 66].

Effectively addressing NCIM requires both sociotechnical and computing research. Sexual abuse
and patriarchal socio-historical conditions have enabled power and domination of others, typically
women, via sex and intimacy. However, new technology has weaponized this at an unprecedented
scale.

This paper highlights the essential links between NCIM and its enabling technical components.
Drawing on existing surveys and interviews with more than 400 victim-survivors, we identify a
critical gap: technologies, including social media platforms, file formats, and content recommenda-
tion algorithms, do not merely enable but actively create NCIM at scale. To systemically analyze
this, we introduce a conceptual framework called the sociotechnical stack. In software engineering
and computer science, a “tech stack” refers to a layered structure of technologies used to build
systems, like the TCP/IP protocols in computing networking. We extend this concept to include
social impacts, integrating the technical and social dimensions of systems. Our analysis shows how
certain layers, such as a content recommendation algorithm, can unintentionally promote NCIM.
The sociotechnical stack illustrates the ways our digital environment facilitates risks and harms for
NCIM victim-survivors, including the non-consensual creation of sexual content via generative Al
and unauthorized redistribution of privately shared intimate media. We propose a roadmap for
sociotechnical research to address NCIM and alleviate risks for victim-survivors.

This paper’s main contributions are:

e The sociotechnical stack conceptual framework: Intended for analyzing social computing
issues, the sociotechnical stack framework breaks down complex sociotechnical problems
into specific technical components that contribute to social impacts and harms.

e A sociotechnical analysis of NCIM: This analysis sheds light on how various elements of
the technical stack facilitate NCIM. We identify gaps in the current research on NCIM and
demonstrate how adopting a sociotechnical perspective can help address these issues.
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e A research agenda for NCIM: Finally, we propose important areas for further computing
research on NCIM, at different layers of the sociotechnical stack.
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Fig. 2. Non-consensual intimate media (NCIM) creation, obtainment, and distribution.

2 Overview of NCIM

The essence of NCIM revolves around the concept of consent—or its absence. Defined as permission
to engage in specific activities, consent in sexual contexts means agreeing to engage in particular
sexual acts. However, consent transcends mere agreement; it is a dynamic practice influenced
by societal norms and power dynamics [92]. The concept of consent, both within and beyond
sociotechnical studies, is complex, nuanced, and frequently debated. The debate extends into how
consent is obtained, maintained, and revoked; for example, affirmative consent requires ongoing,
explicit agreement from all parties, emphasizing a “yes means yes” standard over the traditional
“no means no” [47, 99]. However, this approach has been criticized for not capturing non-verbal
cues and ignoring the complexities of sexual power dynamics [57, 96].

Violations of consent can happen at many points in the lifecycle of NCIM. Critical moments in
NCIM include content creation (e.g., filming through covert cameras or using generative Al models
to “nudify” someone), obtainment (e.g., with media initially sent during intimate messaging), and
distribution (e.g., unauthorized sharing via direct messages or public online platforms) (see Fig.
2). Even content initially shared consensually within private contexts can lead to NCIM if shared
beyond intended bounds. The impact ranges from isolated incidents to widespread distribution,
affecting victim-survivors differently. For instance, sharing a photo with a friend may breach
privacy, though without the intent to harm the subject, while uploading to a “revenge porn” site is
a deliberate act of injury.

NCIM’s prevalence is extensive and likely underreported, compounded by technical challenges
in detection and social stigma that deter reporting. One 2017 survey found that 5% of respondents
admitted to non-consensually sharing intimate photos [33]. This almost certainly undercounts
people who consume NCIM online. A 2014 study estimated around 11,000 websites hosted non-
consensual content—a figure that has likely grown [19, 33, 53]. These sites range in character and
include those dedicated to photos of “up skirts” (photos taken up a person’s legs in public); contests
(e.g., which user-uploaded photos get the most likes); trades (treating victim-survivors like baseball
cards); or solicitations (in which users ask for photos of someone); and many others [21, 33, 66].
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The consequences of NCIM are severe, and a significant majority of victims experience emotional
and social repercussions: 93% of NCIM victims experience considerable emotional distress, 82%
encounter disruptions in their social and professional lives, 42% seek psychological treatment, and
51% have contemplated suicide [36, 53]. Many face ongoing harassment, including the exposure
of their personal information and intimate media online. Such actions not only perpetuate their
trauma but also lead to a profound sense of powerlessness against the continual resharing of their
content [20, 21, 33, 53, 66].

Addressing NCIM through legal channels has proven challenging, with systemic biases often
discouraging victim-survivors from pursuing lawsuits. Many victims refrain from reporting due to
past failures of systemic protection and potential for further harm [12, 21, 89]. The financial burden
of civil lawsuits further restricts access to justice, leaving many without recourse. The emotional
and social impact of NCIM deeply affects how victims are perceived and treated across various
societal dimensions, including in employment and legal settings [21, 33, 53, 83].

3 Related Work

Next, we review NCIM scholarship and related CSCW research in greater detail. Despite overlap
with established sociotechnical research domains like content moderation, online harassment, and
digital consent, current research often falls short in tackling the unique challenges presented by
NCIM. Likewise, NCIM work in law, privacy, psychology, usable cybersecurity, and communication
offers important insights; however, they usually have limited engagement with NCIM’s techni-
cal underpinnings. We outline these gaps as significant opportunities for addressing NCIM as a
sociotechnical issue.

3.1 Legal lenses of NCIM

A few prominent U.S. legal scholars have strongly advocated for more robust protections against
the non-consensual sharing of intimate content. This advocacy has contributed to the proposal
and enactment of NCIM laws at the state level in nearly all states [7, 17, 20, 91]. Legal protections
stipulate that the victim must be identifiable from the material, the material was intended to remain
private, and that consent for its distribution was not given [21]. Dissemination of sexually explicit
material is typically a misdemeanor if the image was taken or accessed consensually but then
distributed non-consensually. If the images were obtained non-consensually, criminal charges could
also include a felony for unlawful surveillance. More recently, Congress established a private right
of action, enabling individuals whose intimate images were disclosed non-consensually to file a
federal lawsuit against the discloser [14, 27].

Although these laws mark significant progress in combating NCIM, there are still substantial
hurdles. Laws in a vacuum cannot immediately halt widespread dissemination, prevent personal
information from appearing on abusive websites, or assuage emotional trauma. Civil lawsuits
are very expensive, prohibitively so for those who do not have ready access to lawyers and high
retainer fees. In criminal cases, victim-survivors may also not trust the legal systems in the domain
of sexual harms [12, 20, 82]. Beyond these laws, the primary alternative for redress is the Digital
Millennium Copyright Act (DMCA), which enables copyright owners to request the takedown
of infringing content [20, 45]. However, this approach is only viable if the victim took the photo
themselves and can prove it—for instance, by providing a link to a publicly accessible version of
the content, a method more suited for creative works than to intimate content. It also requires that
the website be responsive to copyright takedown requests; many are not.
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3.2 Empirical studies of NCIM

Empirical psychology studies, including surveys and interviews, offer crucial insights into the
prevalence and impact of NCIM [101]. Psychological research has explored the extent of victimhood—
how common NCIM is [74], the impacts of this violation on mental health [5, 102], and the factors
that contribute to the perpetration of NCIM [24, 86].

Communication and gender studies scholarship frequently apply feminist theories to analyze
NCIM as a form of gendered violence, aligning it with other abuses targeted at women and gender
minorities [13, 49, 69]. Previous research has detailed the range of harms experienced by victim-
survivors, including emotional, economic, practical, social, and psychological impacts [32, 44, 51, 83].
Studies have also examined attitudes towards NCIM, particularly people’s allocation of blame
between victim-survivors and perpetrators [49]. Research has also addressed the factors leading to
NCIM perpetration. Content analyses of revenge porn websites have highlighted the significant
role of the performance of masculinity in the illicit sharing of content [31], as well as reporting
mechanisms for NCIM on technological platforms [28].

Despite the valuable insights provided by these studies, they often are limited to the hu-
man/social/societal aspects of the issue. Moreover, while they offer detailed descriptions and analy-
ses of the problem, there is a notable lack of focus on developing solutions for victim-survivors. This
gap highlights the opportunity for research that interrogates technological strategies to mitigate
NCIM’s impact.

3.3 Challenges in addressing NCIM

3.3.1 Privacy and cybersecurity. Privacy and cybersecurity research characterizes NCIM as a
significant privacy challenge. Previous studies have examined safe sexting practices [25, 41], at-
titudes toward security in intimate partner sharing [73], and defenses against intimate partner
violence [15, 37, 97], such as cyberstalking and blackmailing. This body of research underscores the
complex social dynamics involved in sharing intimate content and managing threats like intimate
partner violence [38, 61, 97].

The concept of contextual integrity in information management suggests that once information
is shared, individuals become co-managers of that information [71]. From this perspective, NCIM
represents a mismanagement of co-managed information. Privacy research has also led to the
development of systems designed to enhance visual privacy online. This research includes managing
social media photos to obtain consent programmatically [72], photography in public spaces [9], and
preventing unwanted screen photography, screenshotting, and screen-recording [4, 46, 55, 104, 105].

Despite these advancements, research specifically addressing the unique concerns of NCIM
remains scarce. Traditional computer science and security approaches often overlook issues related
to misogyny and the abuse of women and girls [98, 101]. To address this gap, our work focuses
on the specialized privacy needs of victim-survivors when using technologies, exploring how
better-designed systems can support their rights and well-being.

3.3.2 Content moderation. Online social platforms are a central locus point for NCIM harms,
including doxxing, harassment, and privacy invasions [5, 22, 53]. While Social Computing frequently
speaks to online harassment and content moderation, current policies and practices often fail to
adequately address NCIM issues.

Research has shown that platforms struggle to protect users from online harassment, with
policies often being inconsistent and responses vague [6, 54]. Implementing generic solutions has
proven impractical, leading many users to distrust the platforms’ ability to effectively manage
online harassment [84, 85]. In response, individuals and communities have developed various
strategies to mitigate abuse. These include creating collective blocklists [42, 54], classifying and
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labeling harassment [6], sharing anti-harassment tools through networks [68], employing auto-
moderators or third-party bots [100], and enhancing the visibility of community norms [64]. Despite
these efforts, managing online harassment remains a significant emotional burden, particularly for
marginalized groups [100].

However, despite the critical importance of content moderation for NCIM, there is a notable
absence of studies on how content moderation are applied to NCIM in reality.

3.3.3 Technical interventions for consent. In CSCW research, consent is crucial for developing
systems that support sexual intimacy and well-being [48, 58, 70, 93, 106]. Consent in technology
is also vital for ensuring agreement, access, and autonomy among users, their data, and other
entities in the digital landscape [62]. However, existing systems addressing non-consensual content
are limited in both scope and capabilities. Currently, the few systems in place primarily utilize
hashing algorithms to focus on a subset of content types, including copyright infringement and
child sexual abuse material. These algorithms convert content into a unique string, functioning
as a one-way identifier. This means that while anyone can generate the hash from the original
content, reconstructing the original from the hash is nearly impossible. This technique is widely
used on platforms like YouTube and Twitter to identify and prevent copyright infringement. As
another example, one well-known system, PhotoDNA, is used by many platforms to detect and
block the distribution of illegal or unauthorized online content, including terrorism and child
pornography [34].

StopNClI is a rare system developed specifically for NCIM. It is a hashing-based system initially
adopted by Meta to block unauthorized intimate photos from being uploaded to their platforms.
Although StopNClII represents a significant step forward, it is similarly severely limited by its de-
pendence on platform participation. Other platforms like WhatsApp and Telegram have introduced
features that prevent screenshots and alert senders about attempts, which may deter unauthorized
content captures [1].

Despite these developments, systems to combat NCIM are limited. There are significant opportu-
nities for system-building work to address NCIM at its roots. Specifically, we propose expanding on
existing work to develop more robust systems tailored to the unique challenges of NCIM, enhancing
both detection and prevention capabilities.

4 The sociotechnical stack

We introduce the sociotechnical stack, an analytic device spanning social and technical realms,
which allows us to pinpoint how technological components contribute to social problems. The
sociotechnical stack is an extension of the conventional “technology stack” or “tech stack,” which
is an abstraction used to describe the components that build an application—from hardware at the
bottom, through the operating system, to the user interface at the top. See Figure 1 and Section 6
for further details. The sociotechnical stack integrates technical artifacts with social impacts, where
each layer, while achieving a technical goal, also facilitates subsequent social impacts given specific
contexts. This framework is particularly crucial in contexts with high societal importance like
NCIM, where each layer in the stack plays a role in perpetuating harm, illustrating how technical
design decisions can have profound social consequences.

The hierarchical nature of the “stack” metaphor suggests that solutions could be applied at various
levels. Addressing an issue like NCIM at a lower layer—such as hardware—can potentially resolve
it at higher layers like the network or user interface. This holistic view encourages comprehensive
solutions that move across the stack. As a conceptual framework, the sociotechnical stack is
adaptable to specific system designs. For instance, in distributed computing, the stack might
emphasize the network’s role in task completion. In a decentralized architecture, the stack might
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focus on enhanced user control over content by allowing users rather than platforms to decide
on content removal. The decentralized approach could empower users, or communities of users
operating as nodes, to manage intimate content but might complicate efforts to control illicit
redistribution. At any level and with any technical design choice, the sociotechnical stack lens
demonstrates the need to tailor technical stack components to prioritize social impacts on users.

The sociotechnical stack concept can extend beyond NCIM to address other social computing
challenges where important social impacts are shaped and mediated by multiple layers of the
stack. Take the problem of disinformation as a case study. Disinformation is information that is
deliberately false or misleading, often perpetuated as a campaign for political purposes [40, 103]. A
sociotechnical stack analysis could identify how layers of the sociotechnical stack enable the sharing
and spread of disinformation. At the hardware level, there could be provenance of content capture
and distribution (e.g. a photograph taken at a protest). At the storage level, there could be databases
of prominent disinformation campaigns that would enable cross-platform collaboration. As with
NCIM, a substantial challenge is in developing criteria and policies to agree on what qualifies as
disinformation [103]. At the network and algorithm levels, there could be trusted or trustworthiness
protocols to deter well-known disinformation campaigns (e.g., Russian trolls in American political
campaigns [40]). At the application level, there could be cross-platform coordination in content
moderation, rather than requiring that each platform detect and verify disinformation on its own,
an expensive task. Finally, at the user interface level, there could be procedures to deter sharing
disinformation content, while preserving speech and privacy rights.

A sociotechnical stack analysis could be applied to other problem domains, ranging from bias
in large language models to building accessible interfaces to surveillance with facial recognition
technologies. The sociotechnical stack approach is useful for domains with large-scale social impacts
that are shaped by design choices up and down the stack. Though this paper focuses on the problem
of NCIM, Figure 3 provides a template for a visual sociotechnical stack analysis in other domains.

Social Impacts Sociotechnical Stack Technical Stack
User Interface

&3 Features or settings that users
directly interact with
Applications
Rules that govern the platform &
application code that powers it
Algorithms
{®) Models and and other processes to
create, locate, recommend
Networks
®® Connect devices and exchange
® data

Storage & 0S
Databases & code that manages
application programs etc

Hardware

Physical components

Fig. 3. The conceptual framework sociotechnical stack maps social impacts to the layers of the technical stack
that facilitates or enables them. We share downloadable versions in PowerPoint and Keynote.

2A link to the template for reuse is available here for PowerPoint and Keynote.
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5 Data Sources

Narratives provide critical insights into the technical mechanisms that facilitate and perpetuate
NCIM. To gather evidence and deepen our understanding of NCIM, we review prior works for
firsthand accounts of victimization, utilizing interviews, quotes, and vignettes. We then employ a
reflexive inductive thematic approach to explore sociotechnical themes in these narratives, aiming to
connect the technological components with the lived experiences of victim-survivors. We address
the significant gap identified in previous sections: the lack of focus on the technologies that enable
these violations [101]. We address this gap by analyzing how technologies translate into the lived
harms of victim-survivors, posing questions such as “How did technology facilitate the emergence
of these experiences?” and “How did technology itself deliver these harms?”

To develop our vignette collection, we performed a literature review focusing on qualitative
research related to non-consensual intimate imagery (NCIM). Using the search terms “image-based
sexual abuse”, “online sexual abuse”, “sexting”, “revenge pornography”, “intimate partner violence”,
and “non-consensual intimate imagery”, we searched ACM Digital Library, ProQuest Research
Library, PsycINFO, and Communication & Mass Media Complete databases. The first author selected
studies rich in interview data and first-person accounts that detail the impact of NCIM, prioritizing
narratives that provide deep and personal insights into harms. This includes interview studies
that documented direct quotes from victim-survivors, and reports that contain stories and quotes
from victim-survivors. We excluded the majority of legal reviews and quantitative studies due to
the lack of focus on personal narratives. We developed hierarchical codes of the interview text in
the published articles. The hierarchical codes later became the themes detailed in Section 6. The
selected articles were reanalyzed to highlight how specific technologies facilitated and created these
narratives and harms. The result is a focused yet rich sample of victim-survivor experiences that
illustrate how technology directly enabled NCIM. The sources for the vignettes and quotes are:

e An interview study of 75 victim-survivors’ experiences with NCIM [50, 66]

o A report drafted for legislators for stronger NCIM laws, including a survey on 361 victim-
survivor experiences conducted by the Cyber Civil Rights organization [36, 53]

e An interview study of 18 victim-survivors focused on mental health [5]

e An interview study with 18 adults who have experienced sextortion [102]

e A report on activists’ and sex workers’ experiences in social media content moderation [8]

e A report containing deepfake abuse survivor testimonies [26]

e An interview study on sex-workers’ privacy management strategies [65]

5.1 Vignettes

This section contains vignettes and quotes to illustrate the interplay of the sociotechnical stack’s
layers, enhancing our understanding of how each component contributes to NCIM harms. Vignettes
are selected for their ability to explore these interactions in depth and serve as comprehensive
illustrations of the sociotechnical stack in action. Vignettes draw out connections between multiple
layers, offering a holistic view of the sociotechnical dynamics at play. They serve as emblematic
victim-survivor experiences and will be referred to by their icons and will be used in subsequent
analysis in Sections 6 and 7. Technology interactions are highlighted in the vignettes through
underlining to emphasize these elements. Quotes in subsequent sections will provide more direct
mappings to specific layers of the sociotechnical stack.

¥ “She and her ex-boyfriend had exchanged intimate photos throughout their three-year relation-
ship, but she had never thought that he would use them to destroy her life ... her pictures were on
over 200 websites and she had been inundated with unwelcome sexual propositions from men who
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had seen them. The pictures had also been sent to her boss and a co-worker. [She] spent the next
few months trying to explain the situation to her employer, her family, her friends, and colleagues,
and to plead with porn sites and search engines to remove her material. Even after removing the
photos, within two weeks her material was up on 300 websites. At that point, [she] gave up trying
to change her search results, and started the process to change her name. She couldn’t see any
other way to escape the material that was following her everywhere, jeopardizing her career, her
psychological health, and her relationship.” [36]

@¢ “Her ex-husband brought her to a hotel room and drugged her. She had no memory of what
happened, but later found out that he and another man had raped her. She divorced him shortly
after, and seven months later he sent a video containing footage of the rape to the school board
where she worked. She was fired from her job as a school superintendent immediately after the
video was sent to her colleagues, and the police were still investigating the rape at the time of the
interview.” [5]

@ “[She] found deepfake videos of herself on various 4chan threads, alongside information about
her college, name, and local area ... At first [she] started receiving a bunch of Snapchat notifications
from people adding me ...and someone replied that someone posted my Snapchat on 4chan.” [26]

6 NCIM Along the sociotechnical stack

This section examines how each layer of the sociotechnical stack enables NCIM harms and shapes
the experiences of victim-survivors. To illustrate the complex interactions and downstream social
consequences at each layer, we incorporate victim-survivor quotes and vignettes from sources
mentioned in Section 5.

Interactions within the sociotechnical stack require all layers to work in concert, much like
how searching an online catalog involves the user interface, network instruction delivery, and
database queries. Similarly, harms facilitated by the sociotechnical stack are distributed across
its multiple layers. Thus, the focus of our analysis is not to isolate harms to a specific layer but
to identify key technical components within each layer that lead to specific social outcomes. We
aim to highlight how changes at any single layer can influence the entire system, potentially
mitigating or exacerbating NCIM harms. This approach allows us to provide a comprehensive
view of the sociotechnical dynamics at play, offering insights into how technological design and
implementation can be altered to reduce the incidence and impact of NCIM.

6.1 User interface

The user interface (UI), as the top level of the technical stack, enables direct interaction and
manipulation by users. It encompasses the visible elements of applications and includes features
and settings that users can adjust. Crucially, the UI can facilitate NCIM harms by enabling loss
of control over intimate media once sent, setting social media profiles to public by default, and
allowing visible social networks to be used for malicious purposes.

6.1.1 Loss of control over content after sent. Online sharing of media results in the transfer of
possession to the recipient, who can permanently save the content through various methods such
as screenshots or screen recordings [78, 79, 88]. Sharing intimate media, however, requires careful
consideration of trust and reciprocity, as senders must navigate intimacy and negotiate trust [41].
This aspect of Ul design often lacks mechanisms to prevent the unauthorized sharing of intimate
media, despite the trust placed by the sender. A poignant example is provided by a victim-survivor’s
testimony:
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“T sent this photo of my breast to this particular person. And they asked for more and more
and more. I sent these pictures ... to this guy who I'd been seeing for months and months ...
That’s when he told me that he showed three of his friends what I'd sent him.” [50]

This quote underscores the ease with which trust can be violated and the profound impacts of such
breaches, highlighting the need for enhanced protections.

6.1.2  Visible social networks. Victim-survivors often see their social networks used against them.
On many platforms, social networks are publicly visible. Perpetrators exploit these visible connec-
tions, using publicly available information to tarnish reputations. The following account illustrates
the misuse of visible social networks for intimidation and harassment:

“He told me he would take what [intimate photos] he had and show all my friends and
put them on MySpace and all that and send them to other people in town.” [102]

This narrative not only highlights the direct threats faced by victim-survivors but also reflects a
broader theme of exploitation that permeates many NCIM incidents, where personal and profes-
sional networks are abused to extend harm. Similarly, the perpetrator in & emailed her intimate
photos to numerous contacts within her social and professional networks; @84 had videos sent to
her work colleagues.

6.1.3 Default publicness. Default publicness in social media design privileges “a heteronormative
assumptive posture of public expression” [18]. This makes personal information easily accessible
and users readily reachable, sometimes directly enabling harassment. Online abuse among NCIM
victim-survivors is prevalent and widespread; forty-nine percent report being harassed or stalked
online by users who have seen their material [53]. As a result, many victim-survivors are compelled
to create new online identities to escape harassment and feel safe [50]. The public display of even
basic personal information poses a safety threat [10, 66, 67]. This exposure often leads to anxiety
among victim-survivors, who fear unsolicited contact such as “Getting messages on Facebook from
people I'd never met, telling me I had a nice body” [50]. Many view subsequent online experiences
as threatening, further isolating NCIM victim-survivors [66]. The anxiety about being contacted
via social media is profound, leading some to withdraw completely:

“Tdon’t really have an online presence anymore because I'm just so terrified of ... people
contacting me because they’ve seen these pictures.” [66].

These accounts highlight the need for a critical re-evaluation of privacy and consent mechanisms
within UI design to better protect individuals from the far-reaching consequences of NCIM.

6.2 Applications

The application layer of the sociotechnical stack includes video hosting sites, social media platforms,
mobile applications, and online forums. It consists of the rules, policies, and code that enable these
platforms [63]. This layer can facilitate NCIM harms through mechanisms such as impersonation
and by providing a space for knowingly hosting non-consensual content.

6.2.1 Impersonation. The lack of stringent account verification on platforms facilitates abuse,
including the creation of fake accounts, impersonation, and falsified posts. These tactics can be
used maliciously to harm others, as illustrated by the following case:

“They were a couple and she sent him photos, and then when they split up he set up a
Facebook account with her name and he uploaded the photos to screw with her ... from
here and from the surrounding towns, it always tends to become public knowledge.” [75]
This quote highlights how social media platforms can be exploited to falsify identities, leading to
significant social damage and public humiliation.
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6.2.2  Abusive platforms. Platforms such as Reddit, Discord, 4chan, and Telegram are known to host
forums and groups that are notorious for creating and sharing non-consensual sexual content [26].
These platforms often serve as venues for the distribution of NCIM, exploiting their relative
anonymity and community features. @ involve these platforms, showcasing how they facilitate the
sharing of non-consensual content. Traditional content moderation techniques on larger platforms
often prove insufficient, as harmful communities may simply migrate to less moderated platforms
to continue their activities unchecked. This migration poses significant challenges in controlling
the spread of NCIM and underscores the need for robust moderation practices across all platforms,
not just the major ones [95].

6.3 Algorithms

Algorithms include generative Al models for creating new content, recommendation algorithms
that inadvertently promote non-consensual content, and search engine algorithms that facilitate
access to abusive material.

6.3.1 Deepfakes. 2023 saw more deepfakes created than in all previous years combined [26]. The
advent of “nudify” models and their widespread availability have made it easier for perpetrators to
generate and disseminate harmful content. The following quote illustrates the profound distress
experienced by an individual whose altered images were circulated:

“People were messaging me because they found me on a porn website ... my name and
my face were on there ... my school and my hometown were also on there ...oh my God,
these videos had thousands of views on them. Hearing that the next time someone’s in
your hometown, they’re going to fuck you. It’s just terrifying.” [26]

This experience highlights the severe social repercussions of deepfakes, demonstrating how quickly
and extensively damaging content can spread, impacting personal security and mental health.

6.3.2 Content recommendation algorithms. Content recommendation algorithms aim to maximize
views, likes, and shares. However, without mechanisms to discern consensual from non-consensual
content, these algorithms can inadvertently distribute harmful material widely, a frequent issue on
both mainstream and adult platforms. No safeguards currently prevent the circulation of content
that may constitute sexual abuse. For NCIM victim-survivors, this distinction marks the difference
between isolated harm and pervasive abuse.

These algorithms also compromise privacy by recommending accounts. Consider the experience
of a sex worker who tried to maintain separate personal and professional:

‘T wanted a second account with Facebook [for clients to interact with me]. I had a different
email address ...I didn’t want my friends to see it at all, but they were suggested to me
[by Facebook] immediately ... [so] I just deleted it right away.” [65]

This quote illustrates the privacy challenges individuals face due to the invasive nature of content
recommendation algorithms, which can inadvertently expose sensitive aspects of a person’s life to
unintended audiences, leading to potential social and professional harm.

6.3.3 Search engine algorithms. In & the victim-survivor had to undertake the laborious process
of manually requesting search engines to deindex abusive content featuring her. This example
illustrates the critical need for more proactive and victim-centered approaches in search engines to
prevent the easy accessibility and perpetuation of abusive material online.
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6.4 Networking and the internet

Networks connect devices, making online content potentially permanent due to widespread dupli-
cation.

6.4.1  Near-infinite replication and spread. Online content is duplicated for reasons both malicious
and benign. Websites are often archived or automatically cached. Data scrapers harvest content from
sites such as Reddit to boost traffic. Such practices underscore the challenge of online permanency:
once posted, content may never be fully removable.

The internet is involved in most NCIM cases, as images are distributed one-to-one on messaging
applications or broadcast to a wide audience [5]. Completely removing content from the internet is
nearly impossible, a fact of which victim-survivors are painfully aware. These statements poignantly
capture the enduring nature of online content:

“There will never be a day in my entire lifetime that all the images of me could ever be
deleted ...1t’s a crime that doesn’t just happen and then that’s done. It’s something that is
continual, and this could continue for I don’t know how long.” [66]

While victim-survivors strive to control the spread of NCIM, they also grapple with the reality
of the internet’s permanence. A significant 54% fear discovery of the material by their children or
future descendants [53], leading to profound emotional distress and ongoing trauma.

“[It’s become] a hidden obsession to always check my phone...and that’s kind of become
the way that I've coped with it, constantly checking my phone, to the detriment of my
work.” [50]

6.4.2 Broadcasting. Websites facilitate the broadcasting of abusive materials. For instance, a per-
petrator created new websites specifically to harm his ex-girlfriend.

“Her ex-boyfriend posted an eBay auction for a disc containing naked photos of her, which
she successfully had taken down from eBay. However, a year later, he created a porn
website with the naked photos of her, which included her full name, the name of her town,
the name of the college she taught at.” [5]

Despite efforts by victim-survivors to remove content, media is frequently re-uploaded. Even with
some measures in place on eBay to address abuse, the victim-survivor could prevent neither doxxing
nor the public display of the content she attempted to remove. The inherent capabilities of the
internet make it a challenging domain to control [63]. Victim-survivors often feel helpless and
trapped, tormented by the knowledge that their images are “out of [their] control” and “hanging
over” them [66].

6.4.3 Data provenance. Data provenance concerns the origin, migration, and current location
of data, posing critical questions for victim-survivors addressing privacy violations. Individuals
often find themselves involuntarily playing a “guessing game,” forced to construct complex mental
models to discern which social interactions might be safe. This necessity arises from their need to
manage potential negative perceptions among those who may have seen their sexual images, as
they “hyper-analyze all of their social interactions” [66]. The misuse of data extends into the realm
of Al models, where non-consensual media are included in the training sets. This misuse initiates a
new cycle of victimization, with these images being repurposed to develop deepfake models that
facilitate further abuse.

6.5 Storage and OS

6.5.1 Files. A fundamental challenge with digital privacy begins at the level of file design and
storage systems, which currently do not support the revocation of consent. Sexting lacks the privacy
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typically associated with physical intimacy. Despite agreements to keep shared photos private,
digital systems facilitate their unauthorized circulation and duplication. Many people desire their
ex-partners to delete intimate content post-breakup, yet there’s no foolproof method to enforce
such deletion [25].

“T guess it was the thing to do, like you share nudes with your partner or boyfriend, and
we broke up ... We didn’t end on very good terms ... he [sent the photos around the school]
and everyone kind of got my photo during class.” [50]

This quote from a victim-survivor illustrates the lack of control over digital content once shared,
even within trusted relationships. The inability to enforce digital privacy after a relationship sours
shows a critical vulnerability in digital consent, exacerbating the risk of NCIM when intimate photos
are misused. In broader social interactions, consent is often implicitly negotiated and nuanced,
subtleties that current files fail to protect [2, 62].

6.5.2  Price of storage. Perpetrators of NCIM exploit cheap storage for blackmail and abuse [5, 66].
The cost of storing digital content, such as videos and images, is minimal. This affordability means
that once someone obtains a copy of content, they are likely to retain it indefinitely. There are
few incentives for deletion. Unlike digital storage, physical storage incurs costs. Storing physical
photographs in a photo album will ultimately run out of space.

6.6 Hardware

Cameras play a crucial role in NCIM. NCIM may arise from recordings initially made with consent
(intended to remain private) or during acts of sexual assault, as depicted in @M. In other situations,
recordings are made surreptitiously, without the person’s awareness and without other crimes
being committed. For instance, one ex-boyfriend set up covert cameras around the victim-survivor’s
home to film her [5]. Nonetheless, individuals do not consent to the recording because they are not
aware of it. Other times, victim-survivors consented to sexual acts but did not consent to recording:

‘I didn’t realize there was another friend who had managed to video me ... peeked in the
door, stuck a phone or something. He filmed me performing a sexual act on the person and
then put it on Facebook.” [50]

These document violations of consent and the illicit usage of recording devices on a vulnerable
and unaware person.

7 Roadmap for NCIM Research

As the final contribution of this paper, we present a research roadmap for NCIM. This roadmap
builds directly on the gaps identified in our previous analysis, particularly the need for more
computing research. It draws on insights derived from the sociotechnical stack and the narratives
captured in victim-survivor quotes.

We use the sociotechnical stack as a framework to identify and explore potential research
areas to reduce the harms associated with NCIM. By systematically examining each layer of the
sociotechnical stack, we propose targeted interventions that could diminish the technical capabilities
that currently facilitate NCIM. This includes innovating privacy safeguards, enhancing content
moderation frameworks, and developing more robust consent mechanisms within digital platforms.
This research agenda aims to bridge the gap between technical potential and social necessity,
focusing on transforming how social computing and related fields can respond more effectively to
the challenges of NCIM. No technology will eliminate the harms of NCIM; rather, the intent here is
to significantly reduce harms using sociotechnical approaches.
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7.1 Research in user interfaces

7.1.1  Communicating consent. The process of intimate sharing online often lacks explicit, codified
expressions of preferences regarding the handling of content after the fact. More critically, even
when senders stipulate that materials remain private between partners, these preferences are
frequently disregarded. A novel approach could allow senders to specify their preferences at the
interface layer and incorporate protective mechanisms down the stack to enforce preferences at
the recipient’s end. How could people communicate those preferences, and how could they stay
with the media as it moves through various systems?

Possible methods for designing this elicitation include participatory design, which centers on
the needs and desires of the communities involved in the design process, and speculative design,
which promotes creative and radical thinking [3, 80]. Studies at the intersection of human-centered
computing and sexual health have explored how interactions can be designed to support sexual
well-being [11], the mediation of consent through technology [52, 107], and the effects of social
media on sex work and sex-positivity.® Future research can consider the flexibility and contextual
constraints of preference elicitation features. For example, once a privacy preference has been
expressed at the Ul level and is implemented in the application, how can a possible revocation of
prior consent be designed?

7.1.2  Limiting the attack surface. Security research [41, 71] indicates that people use various
strategies to limit the exposure of personally identifiable information during intimate sharing.
There is a need to integrate these insights into the design of platforms to better support privacy. In
the development of messaging platforms, designers may consider elements important to intimate
sharing, such as fostering trust and enabling the creation of private channels [2, 76]. Additionally,
introducing new social sharing modalities can provide users with more flexible, controlled, and
secure options for both sending and receiving content.

7.2 Research in applications

7.2.1 Content moderation and takedowns. Content moderation encompasses a wide range of
activities aimed at mitigating harmful content on platforms, including harassment and misinforma-
tion [43, 94]. Key questions at the intersection of NCIM and content moderation involve identifying
non-consensually shared content, supporting victims in requesting content takedowns, and estab-
lishing regulatory requirements for companies to manage NCIM effectively. While many websites
have community guidelines that regulate user behavior, not all have specific policies addressing
non-consensual content sharing, and even those that do may lack enforcement procedures [28]. The
process for victim-survivors requesting takedowns of NCIM content lacks transparency, leaving
many unsure of the outcomes.

Further research may study how content circulates through online communities. Misogyny
and toxic masculinity are prevalent online and may intensify when combined with graphic and
traumatic imagery [56]. Techniques such as nudging have shown effectiveness in fostering healthier
behaviors in online settings, suggesting potential applications for deterring the spread of NCIM.
However, research also indicates that awareness of the non-consensual nature of sexual content
may heighten toxic masculine behaviors and motivate further consumption [29, 30]. This area
demands careful consideration of the balance between social and antisocial behavior.

7.2.2  Trauma-informed social computing. Those impacted by NCIM may be seeking recovery in a
complex emotional state, requiring support that is trauma-informed [16]. Online experiences that
were previously mundane may now become traumatizing. Research may explore how to design

3https://sexpositivesocialmedia.org
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interfaces that minimize triggering experiences following trauma. This problem is not limited to
NCIM victim-survivors, but extends to individuals who experienced a variety of traumatic events
online, including but not limited to stalking, doxxing, intimate partner violence, and blackmail-
ing [39, 90]. Tseng et al. note that continuity is an important principle for designing interventions
to address IPV; information, relationships, and approaches should be consistent when caring for
IPV victims [98]. This, combined with other types of internet-related trauma, suggests that design
ought to account for usage after traumatic events [16, 87].

7.3 Research in algorithms

7.3.1 Hashing. Hashing algorithms are essential in preventing the spread of NCIM. However, this
is not without limitations. Platform participation is entirely optional, it may be challenging to
detect altered images, and requiring victim-survivors to verify their identity as part of the process
can further infringe on their privacy. Research should strive for more comprehensive solutions that
are effective regardless of platform policies, while accounting for the very real possibility of such
systems being misused themselves, e.g., by perpetrators of intimate partner violence wishing to
eliminate evidence of abuse [38].

7.3.2  Deepfakes. The emergence of sexually explicit Al-generated content presents another dimen-
sion of NCIM harm. Studies indicate that deepfake sexual abuse constitutes a significant portion,
accounting for 96 to 98% of all deepfake content [26, 59, 60]. This alarming prevalence, coupled with
existing inadequacies in legal protections, underscores the urgent need for policy interventions.
Deepfakes pose unique challenges that redefine the boundaries of consent in the creation of media.
Unlike traditional forms of NCIM, deepfakes eliminate the need for physical proximity or explicit
recordings, as perpetrators need only easily accessible benign images or videos from the victim’s
social media profiles. Exploiting default publicness and leveraging advancements in generative Al to
produce nude images, deepfakes facilitate the creation and dissemination of NCIM without consent
or awareness. The distinction between consent and violation in deepfake technology is stark. Unlike
cases where intimate media was initially shared consensually with a partner, deepfakes leave little
room for ambiguity. While not inherently limited to non-consensual content, the most prevalent
uses of deepfake technology are harmful, and necessitate a critical reassessment of its legal status
and the protections afforded to individuals.

7.4 Research in networks

7.4.1  CDNs. Content Delivery Networks (CDNs), such as CloudFlare, have the potential to recog-
nize and refuse hosting NCIM. For example, CDNs may ensure that non-consensual material is not
propagated across their servers. Given the central role of hosts in the online ecosystem—where
a single host can support numerous websites—their influence is pivotal. This power necessitates
caution; it grants hosts substantial control over decisions concerning platform content, potentially
affecting how content is moderated or censored. It is important to prevent censorship of legitimate
expressions while curbing the spread of harmful material.

7.4.2  Consent protocols. Could protocols be utilized to enforce consensual data transmission?
Could we then affirm that the transmission of data—particularly intimate content—is consensual?
This approach could significantly reduce NCIM harms which primarily stem from unauthorized
sharing over networks. However, implementing such a system requires careful governance to
balance the deterrence of non-consensual sharing with the need to maintain the free flow of
knowledge and other beneficial data. Developing media protocols including licensing agreements
could help deter unauthorized use. One challenge here is applying these solutions to emerging
decentralized platforms, where control and enforcement mechanisms are not as straightforward
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as in centralized systems. Research in this area may consider innovative approaches to protocol
design that can operate effectively within different topologies.

7.5 Research in storage and OS

7.5.1 Deterring duplication. Unauthorized duplication of content is a central issue in many NCIM
cases. There are several forms of unauthorized duplication of content, including screenshots repli-
cating intimate details. This prompts the question: could files themselves be designed to embed
mechanisms that verify and protect user consent, akin to how institutions manage document access
on cloud services? Future research in protocols may address duplication prevention measures.
Although it is impossible to fully prevent duplication, introducing barriers and restrictions may mit-
igate some harmful practices: even if protections don’t prevent all harms, barriers may sufficiently
deter a portion of non-consensual screenshots or recordings. Deterrence may even communicate
senders’ privacy preferences.

7.6 Research in hardware

7.6.1 Consensual cameras. Is it feasible to ensure consent is respected by recording devices? For
example, the MacBook webcam is designed with a green light that is hardwired to turn on whenever
the camera is on.* This design helps prevent unauthorized recordings by malware and mitigates
concerns about secret recordings. Meta Ray-Bans are designed with a continuously blinking capture
LED light to signal when the camera is active. If the LED is obscured, the glasses will stop recording,
prompting the user to clear the obstruction.” The LED serves as a transparent indicator to ensure
that people are aware when recording is taking place. Similarly, camera-equipped phones sold in
Japan have a shutter sound that, by industry convention, is not possible to disable.® This privacy
protection was established to avoid surreptitious photos and filming.

The direct wiring of the webcam light ensures the feature cannot be bypassed. Could the camera’s
hardware be programmed to interact with the application layer to ensure consent is obtained?
Could future recording devices be designed to actively seek and respect the consent of the subjects
before recording begins? Hardware solutions like this are particularly impactful because they
operate at the lowest level of the technical stack, embedding privacy protections directly into
the device itself. By implementing these features at a fundamental level, just as data flows up the
technical stack, the benefits may flow up the sociotechnical stack.

8 Conclusion

NCIM is both a technical and sociotechnical challenge, interacting deeply with many social and
computing elements. The roots of sexual abuse and the misogyny that drive NCIM are historical
and pre-date the internet. The sociotechnical approach presented in this paper cannot fully solve the
underlying issues of abuse, nor fully address the shaming and gendered imbalances experienced by
victim-survivors, it offers strategies to reduce the widespread proliferation of harmful content. This
paper addresses the critical gap in how technologies not only facilitate but also generate NCIM at
scale. Through the sociotechnical stack framework, we analyze the interplay between social impacts
and technical elements, highlighting the role of features such as generative Al models in creating
non-consensual content. Our approach demonstrated the practical application of the sociotechnical
stack to dissect the complexities of NCIM, revealing how these technologies influence the creation,
obtainment, and dissemination of content. We present our findings and outline a research roadmap

4https://support.apple.com/en-us/102177
Shttps://about.meta.com/ray-ban-stories-privacy/#built-for-your-privacy
Ohttps://www.engadget.com/2016-09-30-japans-noisy-iphone-problem.html

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 375. Publication date: November 2024.



Sociotechnical Stack: Opportunities for NCIM Research 375:17

of sociotechnical research in NCIM to support victim-survivors, deter perpetrators, and foster
consent in digital interactions.
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