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PRIME NUMBER THEOREM FOR ANALYTIC SKEW PRODUCTS

ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

Abstract. We establish a prime number theorem for all uniquely ergodic, analytic skew
products on the 2-torus T2. More precisely, for every irrational α and every 1-periodic
real analytic g : R → R of zero mean, let Tα,g : T2 → T2 be defined by (x, y) 7→ (x +
α, y + g(x)). We prove that if Tα,g is uniquely ergodic then, for every (x, y) ∈ T2, the
sequence {T p

α,g(x, y)} is equidistributed on T2 as p traverses prime numbers. This is the
first example of a class of natural, non-algebraic and smooth dynamical systems for which
a prime number theorem holds. We also show that such a prime number theorem does not
necessarily hold if g is only continuous on T2.

Introduction

Let X be a compact metric space and T : X → X a continuous map so that (X, T ) is a
topological dynamical system. Given a T -invariant Borel measure ν, following the work of
Bourgain [4] and Wierdl [55], we know that for ν-almost all x ∈ X , the sequence

(1)
1

N

∑

p6N

f(T px) log p

converges, with p traversing prime numbers. However, we are in general lacking a description
of the limit. More importantly, the problem of understanding when convergence in (1) holds
for all x ∈ X remains open.

Whenever (1) converges to a limit for all x ∈ X for any given continuous f : X → R
we will say that a prime number theorem holds for (X, T ). There is at present no clear
understanding for which dynamical systems a prime number theorem should hold. On the
other hand, we have a very precise conjecture, due to Sarnak, for the seemingly related
notion of Möbius disjointness. Sarnak’s conjecture asserts that for any dynamical system
of topological entropy zero,

1

N

∑

n6N

f(T nx)µ(n)→ 0

for all x ∈ X as N → ∞. Sarnak’s conjecture is verified for a vast array of dynamical
systems (see [16]). Meanwhile prime number theorems are established only for a few special
dynamical systems:

• cyclic rotations on Z/dZ (i.e. the Prime Number Theorem in arithmetic progres-
sions),
• rotations on T (i.e. Vinogradov’s [53] theorem),
• nilsystems (i.e. the Green-Tao [23] theorem),
• Rudin-Shapiro sequences (Mauduit-Rivat [40]),
• enumeration systems (Bourgain [5, 6], Green [22]),
• certain finite rank symbolic systems (Bourgain [7], Ferenczi-Maduit [17]),
• automata (Müllner [44]).

1



2 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

One of the reasons for this discrepancy is that we have more tools to address Sarnak’s
conjecture. The number-theoretic tools (e.g. [8], [10], [30], [38], [52]) that are used in the
context of Sarnak’s conjecture rely on the fact that most integers are composite and thus
factor. In particular, these tools completely ignore the behavior on the subsequence of
prime numbers and are therefore inapplicable in the context of establishing a prime number
theorem.

All dynamical systems for which a prime number theorem is currently known are either
algebraic or symbolic. This is, as we will explain later, an important technical advantage.
In this paper we are interested in establishing a prime number theorem for a natural class of
zero entropy smooth dynamical systems that are neither algebraic nor symbolic. Specifically,
we consider analytic skew products (also known as Anzai skew products1), that is, maps
Tα,g : T2 → T2 defined by

Tα,g(x, y) = (x + α, y + g(x))

with α irrational and g : R → R a 1-periodic real-analytic function. The behavior of
these systems can be quite complex: Furstenberg [21] famously showed that Tα,g (with g
analytic) can be minimal without being uniquely ergodic (i.e. the orbits {T n

α,g(x, y)} can be
dense without being equidistributed). Yet, analytic skew products are some of the simplest
(non-algebraic) generalizations of irrational rotations and they can be viewed as random
rotations: at the nth step Tα,g rotates the second coordinate of (x, y) by g({x + nα}) and
the sequence {x+ nα} can be viewed as a source of “deterministic randomness”. We refer
the reader to [35] for further information on Anzai skew products and information on their
importance in ergodic theory. Möbius disjointness of skew products Tα,g received particular
attention: For analytic g, under a modest additional condition, Möbius disjointness for Tα,g
was established by Liu-Sarnak [36], subsequent results lowered this assumption to g analytic
[54], then C∞ [26], then C2+ε [29] and the current best result requires g to be only C1+ε

[12].
We are now ready to state our main result.

Theorem 0.1. Let α ∈ R\Q and let g : R → R be a 1-periodic real-analytic function of
zero mean. If Tα,g is uniquely2 ergodic then for every continuous f : T2 → C and every
(x, y) ∈ T2, as N →∞,

(2)
1

N

∑

p6N

f(T p
α,g(x, y)) log p→

∫

T2

f(β, γ)dβdγ,

where as usual the letter p stands for prime numbers. In fact, the convergence is uniform
in (x, y) ∈ T2.

Since Theorem 0.1 holds for all uniquely ergodic analytic skew-products, we believe that
the rate of convergence in (2) can be arbitrarily slow. We expect that the condition “Tα,g
uniquely ergodic” is also necessary in Theorem 0.1. Such a converse is implicit in our proof
for certain special α’s (for example those α that can be expanded into a continued fraction
[0; q1, q2, . . .] with all the qi’s having a bounded number of prime factors).

1in honour of Anzai [2] who introduced them in the 1950’s.
2In the class of Anzai skew products strict ergodicity is equivalent to unique ergodicity. Moreover, unique

ergodicity implies total unique ergodicity, that is, all-non zero powers remain uniquely ergodic.
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We recall that the system Tα,g is uniquely ergodic if and only if there is no measurable
solution ξ : T→ C with |ξ| = 1 to the equation

(3) e2πikg(x) =
ξ(x)

ξ(x+ α)

for every k ∈ N. This implies that if Tα,g is uniquely ergodic then α is non-diophantine3.
Finally, whenever a measurable solution ξ to the equation (3) with k = 1 exists, we say
that g is a multiplicative coboundary for the rotation by α. We refer the reader to Katok
[31] for a sufficient condition4 in terms of the Fourier coefficients of g that ensures that g is
not a multiplicative coboundary for α.

We have the following immediate corollary of Theorem 0.1.

Corollary 0.2. Let α ∈ R\Q and g : R→ R be a 1-periodic real-analytic function of zero
mean. If for no k ∈ N, kg is a multiplicative coboundary for the rotation by α then for any
continuous f : T→ C and x ∈ T, as N →∞,

1

N

∑

p6N

f
(∑

m<p

g(x+mα)
)

log p→
∫

T

f(u)du.

That is, the sequence {g(x) + g(x+ α) + . . . + g(x + (pn − 1)α)}, n > 1, is equidistributed
(and where pn denotes the n-th prime number).

Let us now turn to a discussion of some of the more technical aspects of Theorem 0.1.
Prime number theorems have been so far established only for dynamical systems (X, T )
that are either algebraic (e.g. translations on nilmanifolds) or symbolic. A fundamental
reason for this is that most of the earlier approaches immediately use Vinogradov’s method
to reduce the problem to that of understanding sums of the form

(Type I)
∑

n6N

f(T dnx) and

(Type II)
∑

n6N

f(T d1nx)f(T d2nx)

for all x ∈ X and continuous f . For fixed d1 and d2 results on type II sums can be obtained
by studying joinings of T d1 and T d2 . Unfortunately, in order to obtain information on
primes (unlike for the Möbius disjointness) the variables d, d1, d2 need to be allowed to
grow at least like a small power of N . For algebraic dynamical systems (e.g. nilsystems)
one has a chance of obtaining such information using joinings. However, for non-algebraic
dynamical systems these methods break down.

For a successful application of Vinogradov’s method one needs to reach a certain nu-
merical threshold in the evaluation of type I and type II sums, for instance d 6 N1/2−ε

and d1, d2 6 N1/3−ε for any given ε > 0 (see e.g. [13]). For Tα,g, in the most optimistic
scenario, we can only obtain information for type I and type II sums with d, d1, d2 that do
not exceed N ε for every fixed ε > 0. This is always insufficient for a successful application
of Vinogradov’s method.

3that is, for any given A > 0 there are only finitely many q such that ‖qα‖ > q−A.
4If g(x) =

∑
m∈Z

ame2πimx is analytic and there is a subsequence {qnk
} of denominators for α such that

‖qnk
α‖/aqn

k
→ 0 then g is not multiplicatively cohomologous to any constant. As Katok’s condition is

stable for multiples of g, it implies the unique ergodicity of Tα,g.
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Instead, we develop a new approach tailored for systems of slow and controlled orbit
growth. The main new idea on the dynamical side is to use the slow orbit growth of the
system to approximate it by a periodic system (with a period being a small power of N) plus
a polynomial phase and then approximate averages along primes by usual ergodic averages.
While the coefficients of the polynomial phase do depend on the point (x, y) ∈ T2, they are
well controlled uniformly over all points (x, y) ∈ T2.

On the number theoretic side, controlling the average behavior of these orbits boils down
roughly to being able to control expressions of the form

(4)
∑

z<q

∑

y<N

sup
β

∣∣∣
∑

p∈[y,y+H]
pq∈[z,z+H′]

e(pqβ) log p− H

ϕ(q)

∑

(a,q)=1
a∈[z,z+H′]

e(aβ)
∣∣∣

with e(x) := e2πix and [0, q − 1] ∋ pq := p mod q, or expressions of the form

(5)
∑

y<N

r∑

v=1

∣∣∣
∑

p∈[y,y+H]
pq≡v mod r

log p− H

r

∣∣∣

with 1 6 r 6 q1−ε. To get a sense of the problem let us focus on (5). A non-trivial estimate
for (5) with q = 1 and r = 1 is equivalent to establishing a prime number theorem in
[y, y+H ] for almost all y 6 N . Following Huxley [27], this is known for H > N1/6+ε and N
sufficiently large with respect to ε > 0, for any fixed ε > 0. For a general q > 1, if we take
r = ⌊q1−ε⌋ and if pq was replaced by p then a non-trivial bound for (5) would correspond to
a hybrid version of Huxley’s theorem in short arithmetic progressions and short intervals.
The latter is completely out of reach, and we are helped to a large extent by the fact that
we have to understand the distribution of pq, rather than p, in arithmetic progressions. Our
argument will share some commonalities with Huxley’s result and in particular, we will be
limited by the condition H/q > N1/6+ε which is the correct analogue of Huxley’s result in
short arithmetic progression and short intervals.

The second important input is an extension of a recent result of Matomäki-Shao [39], on
polynomial phases in short intervals, namely

(6)
∑

N6p6N+H

e
(∑

j6k

αj(p−N)j
)

with αj ∈ R. Their result allows one to take H > N2/3+ε. For our argument to succeed, it
will be crucial to either pass the threshold H/q > N1/6+ε in (5) or the threshold H > N2/3+ε

in (6). Passing either threshold requires one to address the contribution of so-called type
III sums. We believe that it is an interesting feature of this problem that such a natural
number theoretic obstruction appears in it. We end up passing this threshold by slightly
improving the result of Matomäki-Shao using ideas of Heath-Brown which allows one to
barely handle the contribution of these type III sums.

Clearly, in all of our results, it would be interesting to further relax the assumption on the
smoothness of g. However, it turns out that Theorem 0.1 cannot hold for merely continuous
g.

Theorem 0.3. For every α ∈ R \Q there exists a continuous g : T→ T such that the map
T = Tα,g satisfies the following:
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i. T is uniquely ergodic,
ii. T satisfies Sarnak’s conjecture,

iii. T does not satisfy polynomial Sarnak’s conjecture; more precisely, for a continuous
f(x, y) = f̃(y), the sequence { 1

N

∑
n6N f(T n2

(0, 0))µ(n)} has a non-zero accumula-
tion point,

iv. there exists a continuous f(x, y) = f̃(y) such that the sequence

1

N

∑

p6N

f(T p(0, 0)) log p

does not converge.

We recall that the only known (totally) strictly ergodic systems for which a prime number
theorem fails were constructed by Pavlov [46]. His examples are given by some symbolic
constructions (subshifts) whose entropy has not been determined. Note also that iii. gives
a negative answer to polynomial Sarnak’s conjecture (that is, a part of Problem 7.1 in [1]
and Conjecture 2.3 in [14]). Simultenaously and independently of us, a negative answer to
polynomial Sarnak’s conjecture has been obtained in [50] in the class of Toeplitz sub-shifts.

It is an open question to determine whether Theorem 0.1 holds for g which are C∞(T).
Our current proof exploits the fact that if a trigonometric polynomial is large at a point
then it is large at a set of large measure, provided that the degree remains under control.
When g is analytic, we can approximate g sufficiently well by trigonometric polynomials
(of bounded degree), so as to conclude that g inherits the same property. However, such
an approximation is no longer possible if g is only required to be C∞.

Before we turn to a description of our proof, we would like to make a few comments on
possible extensions of this work:

(1) If Tα,g (with α 6∈ Q and g analytic) is minimal but not uniquely ergodic, we are able
to show that the set {T p

α,g(x, y) : p is prime} is dense in T2 for each (x, y) ∈ T2 (the
proof will be published elsewhere). This result resembles a result on the distribution
of prime orbits of the horocycle flow from [49]. It would be interesting to determine
whether the averages

1

N

∑

p6N

f(T p
α,g(x, y)) log p

converge for every (x, y) without any assumption on Tα,g.
(2) A variant of our proof establishes the results of Liu-Sarnak [36] and Wang [54] with-

out using either the DDKBSZ (Daboussi-Delange-Kátai-Bourgain-Sarnak-Ziegler
[8, 10, 11, 30]) criterion or the Matomäki-Radziwi l l theorem [38].

(3) For certain special α’s and under the assumption of the Generalized Riemann Hy-
pothesis it is possible to relax the requirement on the smoothness of g to g ∈ Ck(T2)
for some k > 2. It is unclear to us if the smoothness can be relaxed conditionally on
the Generalized Riemann Hypothesis for all α, and it remains an interesting open
question to determine even conjecturally the optimal smoothness exponent.

(4) It should be possible to extend our work to handle a larger class of rigid systems
for which a direct application of Vinogradov’s method (of type I and II sums) is
ineffectual.



6 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L
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1. Outline of the proof

Let q1 < q2 < . . . be the sequence of denominators of α, i.e. “best rational approxima-
tions” of α so that for all k > 2,

1

2qk+1qk
6

∣∣∣α− ℓk
qk

∣∣∣ 6 1

qk+1qk
,

for some integer valued sequence {ℓk}k∈N. We begin by noticing that since g is real-analytic,
it admits a Fourier expansion

g(x) =
∑

m∈Z
a(m)e(mx)

with |a(m)| 6 e−τm for some τ > 0. For simplicity, we assume that τ = 1. Moreover,
instead of working with g, we can work with

g̃(x) =
∑

n∈Z
gn(x) , gn(x) :=

∑

qn6|m|6log qn+1

qn|m

a(m)e(mx).

Indeed, we show that the maps Tα,g(x, y) and Tα,g̃(x, y) are topologically conjugate, there-
fore, there exists a continuous invertible map H : T2 → T2 such that

T p
α,g(x, y) = H−1(T p

α,g̃(H(x, y)))

for all p > 1. So Theorem 0.1 for Tα,g follows from Theorem 0.1 for Tα,g̃. We assume
therefore without loss of generality that g = g̃. This assumption will be in place throughout
the whole paper. Since the functions eb,c(x, y) := e2πi(bx+cy) are dense in the set of continuous
functions on T2, it suffices to obtain Theorem 0.1 for f(x, y) = eb,c(x, y). We can assume
that c 6= 0 since otherwise the result follows from Vinogradov’s theorem. We will also write
e(x) := e2πix and T = Tα,g.

Given a sufficiently large N > 1, let n ∈ N be the unique integer such that N ∈ [qn, qn+1).
Roughly, we will relate the behavior of

(7)
1

N

∑

p6N

eb,c(T
p(x, y)) log p with

1

ϕ(qk)

∑

(m,qk)=1
m<qk

eb,c(T
m(x, y))

for some qk with k 6 n, depending on N and g, and such that qk →∞ as N →∞.
When qk is prime, the condition (m, qk) = 1 is redundant and the sum on the right-hand

side converges to 0 since T is uniquely ergodic. However, for qk highly composite, the sum
over m could be quite lacunary, and it is not obvious that the unique ergodicity of T is
sufficient to ensure that the sum is o(1). Instead, we show that if qk is replaced by zkqk for
some small zk (i.e. zk 6 log2 qk), then the sum over m can be indeed made to converge to
zero. Therefore, in the actual proof we will be relating the sum over primes to a similar
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sum but with modulus zkqk instead of qk. For simplicity, we will at first ignore this issue in
the outline below and assume that α is chosen so that all the qn are prime. At the end of
the outline, we indicate the changes that are necessary to treat all α. It is enough to show
that for every η > 0 and N sufficiently large (in terms of 1/η),

(8)
∑

p6N

eb,c(T (x, y)) log p≪ η1/2N

for every (x, y) ∈ T2 and every b, c ∈ Z with c 6= 0.
We establish two important types of approximation which we will repeatedly use:

• Given n > 1, let n∗ 6 n be the largest integer such that qn∗ > eqn∗−1/16. Then, for
m 6 qn min(qn+1/qn∗ , eqn/8),

(9) eb,c(T
m(x, y)) ≈ eb,c(T

m mod qn(x, y)).

In particular, if eqn/8 > qn+1 then the above holds for all m 6 qn+1.
• Given any δ > 0, for m 6 q1−δ

n+1 and n sufficiently large with respect to δ, we have

eb,c(T
m(x, y)) ≈ eb,c(T

m mod qn(x, y + Pn(x,m))(10)

= eb,c(T
m mod qn(x, y))e(cPn(x,m)),

where Pn(x,m) is a polynomial of degree 6 ⌊1/δ⌋ and where the second equality
follows simply from the definition of T . The polynomial Pn(x,m) is given by

Pn(x,m) =
∑

16j61/δ

aj(x)mj

with |a1(x)| 6 e−qn/16 and |aj(x)| 6 q−1
n q−j+1

n+1 for all x.

Note that it is sensible to use these in an iterative fashion. For instance, in some scenarios,
we will apply the first approximation twice, and in others, we will first apply the first
approximation, followed by the second.

An important parameter for understanding when to use (9) or (10) is given by n∗ : the
largest integer n∗ 6 n such that qn∗ > eqn∗−1/16. We will typically localize eb,c(T

m(x, y))
into a short interval m ∈ [N,N +H ] for various scales of H . In particular, using that

eb,c(T
m(x, y)) = eb,c(T

m−N(TN(x, y))),

it is enough to understand the behavior of Tm−N , at the price of loosing control on TN(x, y).
If H ≈ qk with k > n∗ then we can appeal to (9) to show that instead of studying Tm−N

it’s enough to understand Tm−N mod qk−1 thus reducing the complexity of the problem.
On the other hand, if H ≈ q1−η

k with k 6 n∗ then we have no choice but to use (10). The
upshot then is that eb,c(T

m−N(x, y)) with m varying in each such interval is approximately a
polynomial phase of degree ≈ 1/η together with a low complexity term (with small period).

We are now ready to discuss the proof of (8) The proof splits into three main cases, de-

pending on whether N ∈ [exp(q
1/2
n ), qn+1), N ∈ [q

6/5+η2

n , exp(q
1/2
n )] or N ∈ [qn, q

6/5+η2

n ]. The

cut-off exp(q
1/2
n ) is rather arbitrary, while q

6/5+η2

n is significant. The case N ∈ [qn, q
6/5+η2

n ]
is further separated into the cases where qn∗ > N2/3−η/5 and qn∗ < N2/3−η/5.
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1.1. The case N ∈ [exp(q
1/2
n ), qn+1). This is the “easy case” and we deal with it by de-

composing the interval [0, N ] into sub-intervals of length H = min(N, q
3/4
n+1) (there is no

specific importance to the exponent 3/4 and anything larger than 2/3 and smaller than 1
would have worked). As a result, it suffices to show that

∑

N ′6p6N ′+H

eb,c(T
p(x, y)) log p≪ η1/2H

for any N ′ 6 N . We write T p(x, y) = T p−N ′
(x′, y′) with (x′, y′) = TN ′

(x, y). Splitting p−N ′

into arithmetic progressions (mod qn) and using (10), we can approximate T p−N ′
(x′, y′) by

T a(x′, y′) and P (x′, p−N ′) of degree 6 5 in p−N ′. In particular, this reduces the problem
to showing that

(11)
∑

06a<qn

eb,c(T
a(x′, y′))

∑

N ′6p6N ′+H
p≡a+N ′ (mod qn)

e(cP (p−N ′))≪ η1/2H.

To understand the short sums over p ∈ [m,m + H ], we can now either appeal to a recent
result of Matomäki-Shao [39] or a slight strenghtening of there-off that we will need later
(Theorem 9.1). Using that the coefficients of P (x′, p−N ′) are small, we can show that the
left-hand side of (11) is equal to

( 1

qn

∑

06a<qn

eb,c(T
a(x′, y′))

)
·

∑

N ′6k6N ′+H

e(cP (k)) +O(ηH)

and the result now follows from trivially bounding the sum over k and using the unique
ergodicity of T to conclude that the sum over a is o(1) as N →∞.

1.2. The case N ∈ [q
6/5+η2

n , exp(q
1/2
n )]. In this case, since m 6 N 6 eqn/16, we can use (9)

to reduce the problem to showing that

(12)
∑

p6N

eb,c(T
pq(x, y)) log p≪ η1/2N,

where q := qn and pq := p mod q ∈ [0, q − 1]. Notice that pq is a simpler object than p

but not by a huge amount since q can be as large as N5/6−cη2 for some c > 0, and trivially
pq = p for q > N .

We will now apply either (9) or (10) to further approximate eb,c(T
pq(x, y)) by simpler

expressions. We split into two sub-cases depending on the relative sizes of qn and qn∗ ,
where n∗ is defined as the largest integer n∗ 6 n such that qn∗ > eqn∗−1/16. Instead of
working with n∗, we could alternatively iterate the approximation (9) several times until
reaching a desirable denominator qn. The use of qn∗ allows to expedite this iteration.

1.2.1. The case qn∗ > q1−η2

n . We decompose pq into short intervals of length H ′ = q
1/3
n and

split pq into residue classes to modulus r := qn∗−1. By the definition of n∗, the modulus
r is tiny compared to qn∗ 6 qn and thus compared to N . Therefore, splitting into residue
classes (mod r) does not increase the complexity of the problem. Thus, to establish (12),
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we will study the expression

1

qH ′

∑

z<q

∑

a6r

∑

p6N
pq∈[z,z+H′]

pq≡a (mod r)

eb,c(T
pq−z(T z(x, y))) log p+O(H ′).

In the above formula, 0 6 pq − y 6 q
1/3
n 6 q

3/8
n∗ for η sufficiently small. Therefore, by (10),

we can approximate the above by

1

qH ′

∑

z<q

∑

a6r

eb,c(T
a(T z(x, y)))

∑

p6N
pq∈[z,z+H′]

pq≡a (mod r)

e(cpqβz) log p

with |βz| 6 e−qn∗−1 and e−qn∗−1 6 η4 provided that N is taken sufficiently large with η since
n∗ →∞ with n→∞. Notice that we can exclude a = 0 from the summation at the price
of an error ≪ N/r which is acceptable (recall that we assume for simplicity that all qi are
prime).

We now bound the above as

1

qH ′

∑

z<q
0<a<r

sup
|β|6η4

∣∣∣
∑

p6N
pq∈[z,z+H′]

pq≡a (mod r)

e(cpqβ) log p− N

ϕ(q)ϕ(r)

∑

(v,q)=1
v∈[z,z+H′]

v≡a (mod r)

e(cvβ)
∣∣∣

+
N

qH ′

∑

z<q

1

ϕ(q)ϕ(r)

∑

0<a<r

eb,c(T
a+z(x, y))

∑

(v,q)=1
v∈[z,z+H′]

e(cvβz).

The second sum is≪ η1/2N for allN sufficiently large with respect to η, by unique ergodicity
applied to the sum over a. The first sum is also ≪ η1/2N but this requires a non-trivial
arithmetic input. To avoid repetition with a later more involved sub-case we skip the
discussion of this number theoretic input. Note that it is important for the argument to
work to have the upper bound |β| 6 η4, since the number theoretic bound cannot hold if
for instance β = 1/2.

1.2.2. The case qn∗ 6 q1−η2

n . In this case, clearly n∗ 6= n, therefore, we have qn 6 eqn−1/16

which means that the approximation (9) is applicable and we can approximate eb,c(T
pq(x, y))

by eb,c(T
pq (mod r)(x, y)), where r := qn−1. In particular, splitting the pq in the sum (12)

into progressions mod r, it suffices to show that
∑

a6r

eb,c(T
a(x, y))

( ∑

p6N
pq≡a mod r

log p
)
≪ η1/2N.

We now bound this as
∑

a6r

∣∣∣
∑

p6N
pq≡a (mod r)

log p− N

r

∣∣∣ +
N

r

∑

a6r

eb,c(T
a(x, y)).

Unique ergodicity shows that the second sum is ≪ η1/2N for all sufficiently large N , and
therefore, it remains to show that the first sum is negligible. Let us now describe the number
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theoretic tools that go into this. In other words, it will suffice to show that, for any given
ε > 0,

(13)
∑

a6r

∣∣∣
∑

p6N
pq≡a (mod r)

log p− N

r

∣∣∣ = o(N)

uniformly in r < q1−ε and q < N5/6−ε.
To illustrate the core difficulties let us assume that r ≈ N5/6−2ε which is the hardest

case. If pq were replaced by p then this would be a q-analogue of Huxley’s theorem on
prime numbers in almost all short intervals. The latter is completely out of reach since it
would require a zero free region for L(s, χ) better than what is currently known. However,
we are helped by the fact that we have to prove this result for pq instead of p. Indeed,
opening (13) into Dirichlet characters, the problem reduces to bounding

∑

a<r

∣∣∣
( 1

ϕ(q)

∑

χ 6=χ0 (mod q)

∑

p6N

χ(p) log p
)
·
( ∑

v<q
v≡a (mod r)

χ(v)
)∣∣∣.

It is important that we do not use the triangle inequality on the sum over χ at this stage.
We separate this expression into two types of characters: the few bad characters χ for which
there is no cancellation in the sum over p and the good characters χ in which we have a
non-trivial amount of cancellations in the sum over p. We bound the contribution of the
bad characters by

1

ϕ(q)
#{χ bad} ·N · sup

χ 6=χ0

∑

a<r

∣∣∣
∑

v<q
v≡a (mod r)

χ(v)
∣∣∣.

Applying the Cauchy-Schwarz inequality, orthogonality of additive characters and the com-
pletion method gives ∑

a<r

∣∣∣
∑

v<q
v≡a (mod r)

χ(a)
∣∣∣≪√rq · d(q) log q

and so we end up with a final bound
√
r

q
· log q ·#{χ bad} ·N

which is acceptable as long as r 6 q1−ε because q ≈ N5/6−ε and there are few bad characters
(fewer than ≪ (logN)A for some large A).

It remains to deal with the contribution of the good characters, that is,
∑

a<r

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0
good

(∑

p6N

χ(p) log p
)
·
( ∑

v<q
v≡a mod r

χ(v)
)∣∣∣.

We find phases θa ∈ R for which the above expression can be re-written as
∑

a<r

eiθa · 1

ϕ(q)

∑

χ 6=χ0
good

(∑

p6N

χ(p) log p
)
·
( ∑

v<q
v≡a mod r

χ(v)
)
.
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In particular, we can re-write this as

1

ϕ(q)

∑

χ 6=χ0
good

(∑

p6N

χ(p) log p
)
·
(∑

v<q

χ(a)c(a)
)

with c(a) = eiθa mod r , where a mod r ∈ [0, r − 1]. Whenever we will use such a trick, we
will say that we “used duality”. We then apply the Cauchy-Schwarz inequality (and the
large sieve on the sum over v) and the problem reduces to showing that

1

ϕ(q)

∑

χ 6=χ0
χ good

∣∣∣
∑

p6N

χ(p) log p
∣∣∣
2

≪A
N2

(logN)A

for some sufficiently large A > 0. This is however now an analogue of Huxley’s result with
the assumption that L(s, χ) has a good zero free region (because we restrict only to “good”
characters χ which is equivalent to assuming that the corresponding L-function L(s, χ) has
an enhanced zero-free region). At this stage, we use the same ideas that go into the proof
of Huxley’s estimate, in particular, his bounds for the frequency of large values of Dirichlet
polynomials. We note that there are no known techniques to us that would allow us to
handle asymptotically the case r > N5/6+ε with ε > 0 fixed and therefore, this is really
the best range that we can obtain given the current techniques (short of assuming some
unproven hypothesis such as, for example, the generalized Lindelöf hypothesis).

1.3. The case N ∈ [qn, q
6/5+η2

n ]. This is the most delicate case which is further split ac-
cording to whether qn∗ > N2/3−η/5 or qn∗ 6 N2/3−η/5. There is an interesting numerological
interaction between these two sub-cases: we find that in order to be able to handle both,
one either needs to lower the exponent 2

3
+ ε in the result of Matomäki-Shao or lower the

exponent 1
6

+ ε in our variants of Huxley’s theorem. In both cases, the bottleneck are
type-III sums which emerge as one crosses this threshold in either problem. We manage to
circumvent the problem of fully dealing with these type-III sums since it is sufficient for us
to cross the threshold 2

3
(or 1

6
) by an η > 0 which tends to zero as N tends to infinity (at

the price of error term that only save O(η)). In particular, we appeal to ideas of Heath-
Brown [25] and bound the contribution of type-III sums using a sieve estimate which is
sufficient since η eventually tends to zero with N (albeit very slowly). We chose to cross
this threshold in the Matomäki-Shao theorem since this is more likely to be useful in the
number theoretic literature.

1.4. The case N ∈ [qn, q
6/5+η2

n ] and qn∗ > N2/3−η/5. We cover [0, N ] with disjoint intervals
of length H = q1−η

n∗ . Thus it’s enough to show that

∑

p∈[N ′,N ′+H]

eb,c(T
p(x, y)) log p≪ η1/2H

for all N ′ 6 N . The hardest case occurs when N ′ ≍ N , and we assume this for simplicity.

Proceeding as in the first case, we decompose N ∈ [exp(q
1/2
n ), qn+1) into residue classes

(mod r) with r := qn∗−1 and use the approximation (10) applied to T p−N ′
. As a result, it
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suffices to bound

(14)
1

r

∑

a<r

eb,c(T
a(TN ′

(x, y)))
∑

p∈[N ′,N ′+H]
p≡a+N ′ (mod r)

e(cPn∗(p))

with Pn∗(p) a polynomial of degree 6 1/η + 1 and with small coefficients (as described in
(10)). At this point, the only difference with the previous case 1.1 is that the length of the
interval, H , is only guaranteed to be > N2/3−η since H = q1−η

n∗ > N (1−η)·(2/3−η/5) > N2/3−η.
If H were > N2/3+η , we could appeal to results of Matomäki-Shao to conclude immediately.
In fact, from the number-theoretic point of view there is a significant difference between
intervals of length N2/3+η and N2/3−η. The latter requires one to handle the contribution
of so-called “type-III” sums, a special case of which is

∑

N6abc6N+H
N1/36a,b,c62N1/3

e(Pn⋆(abc)), H = N2/3−η.

Ideally, one would hope to show that these sums are ≪A H(logN)−A for any A > 0. This
is possible for example for polynomials of degree 1 (see [56]), but for general polynomials of
degree ≍ η−1 we do not know how to obtain such a saving. Instead, we appeal to an idea
of Heath-Brown [25] and use Linnik’s identity to bound the contribution of the type-III
sums using an upper bound sieve. While this gives rise to a much weaker error term of size
O(η log 1

η
·H/ϕ(r)), it allows the degree of the polynomial to be of size 1/η as long as N is

sufficiently large with respect to 1/η. This strengthening of the result of Mätomaki-Shao
then allows us to handle (14) just as in the case 1.1 and we conclude.

1.5. The case N ∈ [qn, q
6/5+η2

n ] and qn∗ 6 N2/3−η/5. Let n′ < n be the largest integer

such that qn′ 6 N5/6−2η2 . Set q := qn′ and H = qN1/6+η2 . Then, since qn∗ < N2/3−η/5 and
qn′+1 > N5/6−2η2 , we have

qN1/6+η2 6 qn′

N5/6−2η2

N2/3−η/5
6 qn′

qn′+1

qn∗

and, moreover, we have qn∗ < N2/3 6 N5/6−2η2 6 qn′+1 and therefore n∗ 6 n′ so that
N5/6−2η2 6 qn′+1 6 eqn′/16 and in particular qN1/6+η2 6 qeq/16. Therefore, on intervals of
length H we can use the approximation (9) and write

(15)
∑

p∈[N ′,N ′+H]

eb,c(T
p(x, y)) log p ≈

∑

p∈[N ′,N ′+H]

eb,c(T
pq−N ′

q(x′, y′)) log p

with (x′, y′) = TN ′
(x, y).

1.5.1. The case qn∗ < q1−η2

n′ . In this case, n∗ < n′ so that and we set r := qn′−1. Applying
the approximation (9) to the right-hand side of (15), we can further reduce pq−N ′

q modulo
r. As a result, it’s enough to understand on average the behavior of

∑

a<r

eb,c(T
a(x′, y′))

∑

p∈[N ′,N ′+H]
pq≡a+N ′

q (mod r)

log p.
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In particular, on each interval [N ′, N ′ +H ], we have

(16)
∑

p∈[N ′,N ′+H]
pq≡a (mod r)

log p ∼ H

r

and we conclude by the unique ergodicity of T that for all sufficiently large N ,
∑

p∈[N ′,N ′+H]

eb,c(T
p(x, y)) log p≪ η1/2H.

Therefore, it is enough to show that the majority of intervals of length H have the property
(16). This in turn follows (by Chebyschev’s inequality) once we can show that for any given
ε > 0 and H 6 N , ∑

x<N

∑

a<r

∣∣∣
∑

p∈[x,x+H]
pq≡a (mod r)

log p− H

r

∣∣∣ = o(HN)

uniformly in 1 6 r < q1−ε and H/q > N1/6+ε as N → ∞. The proof of this estimate is a
slightly more general variant of the estimate according to which

∑

a<r

∣∣∣
∑

p6N
pq≡a (mod r)

log p− N

r

∣∣∣ = o(N)

uniformly r 6 q1−ε and q 6 N5/6−ε as N →∞. Since we discussed the proof of this earlier,
we omit the discussion of the proof of the variant as it is similar.

1.5.2. The case qn∗ > q1−η2

n′ . In this case, we rewrite right hand side of (15) by splitting

pq into short intervals of length H ′ := q1/3. Note that q1/3 6 q
1/2−η2

n∗ since q 6 N and
qn∗ > N2/3 for η sufficiently small. As a result, on each such sum we can apply the
approximation (10) getting that with r := qn∗−1 6 (logN)3,

∑

p∈[N ′,N ′+H]
pq∈[z,z+H′]

eb,c(T
pq−N ′

q(x′, y′)) ≈
∑

a<r

eb,c(T
a(x′, y′))

∑

p∈[N ′,N ′+H]
pq∈[z,z+H′]

pq≡a+N ′
q (mod r)

e(c(pq −N ′
q)βN ′,z,a)

for some β := βN ′,z,a depending on N ′, z and a and such that |β| 6 η4 for all sufficiently
large N . Once we can show that the sum over p is for most z, a and N ′ independent of a,
we can conclude using unique ergodicity on the sum over a. Thus, it suffices to show that
for the majority of N ′, z and v, we have

∑

p∈[N ′,N ′+H]
pq∈[z,z+H′]

pq≡v+N ′
q (mod r)

e(pqβN ′,z,v) =
H

ϕ(q)

∑

(a,q)=1
a≡v (mod r)
a∈[z,z+H′]

e(aβN ′,z,v) +O(η1/2H).

In order to establish this it suffices to show that
∑

y<x

∑

z<q

sup
β∈R

06v<r

∣∣∣
∑

p∈[y,y+H]
pq∈[z,z+H′]

pq≡v (mod r)

e(pqβ)− H

ϕ(q)

∑

(a,q)=1
a≡v (mod r)
a∈[z,z+H′]

e(aβ)
∣∣∣ = o

(xHH ′

r

)
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as N → ∞. Let us now describe some of the ideas that go into this. We express the
condition p ∈ [y, y + H ] using a contour integral and capture the behavior of the pq using
Dirichlet characters. In this way, the problem reduces to obtaining bounds for

∑

y<x

∑

z<q

sup
β∈R

06v<r

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0 (mod q)

( H√
N

∫

|t|6N/H

P (1
2

+ it, χ)yitdt
)
·
( ∑

(a,q)=1
a≡v (mod r)
a∈[z,z+H′]

χ(a)e(aβ)
)∣∣∣.

We notice that expressing the condition a ≡ v (mod r) in terms of additive characters and
using the triangle inequality, we can remove the condition a ≡ v (mod r) and simply take
the supremum over β instead of a supremum over β and 0 6 v < r. Furthermore, the β
now depends only on y and z and thus we can re-write the above as

∑

y<x

∑

z<q

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0 (mod q)

( H√
N

∫

|t|6N/H

P (1
2

+ it, χ)yitdt
)
·
( ∑

(a,q)=1
a∈[z,z+H′]

χ(a)e(aβy,z)
)∣∣∣

for some βy,z depending on y and z. Finally, using duality, we can express the above as

∑

y<x

∑

z<q

eiθy,z · 1

ϕ(q)

∑

χ 6=χ0 (mod q)

( H√
N

∫

|t|6N/H

P (1
2

+ it, χ)yitdt
)
·
( ∑

(a,q)=1
a∈[z,z+H′]

χ(a)e(aβy,z)
)

for some θy,z ∈ R and where

P (1
2

+ it, χ) =
∑

p6N

χ(p) log p

p1/2+it
.

We can now proceed in the same way as before separating the tuples (t, χ) into those which
are bad, that is, P (1

2
+ it, χ) exhibits no cancellations and those which are good, that is,

P (1
2

+ it, χ) is non-trivially small. There are few bad tuples (t, χ) and in order to control
their contribution one needs a non-trivial bound for

∑

z<q

∣∣∣
∑

(a,q)=1
a∈[z,z+H′]

χ(a)e(aβy,z)
∣∣∣.

In order to achieve this, one can use Weyl differencing to eliminate e(aβy,z) at the cost of
now having to estimate a character sum of χ(a)χ(a + h) on average over a ∈ [z, z + H ′].
However, this can be accomplished by using the Weyl bound for character sums involving
χ(a)χ(a + h)χ(a′)χ(a′ + h). It remains to show that the contribution of the “good” (t, χ)
is acceptable. Here, we use duality to re-write the sum as

1

ϕ(q)

∑

χ 6=χ0 (mod q)
y<x

( H√
N

∫
|t|6N/H
(t,χ) good

P (1
2

+ it, χ)yitdt
)
·
(∑

a<q

χ(a)c(a, y)
)

with

c(a, y) :=
∑

16z6q
z∈[a−H′,a]

eiθy,ze(aβy,z).
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We now apply the Cauchy-Schwarz inequality in (y, χ). Then,

∑

y<x

1

ϕ(q)

∑

χ

∣∣∣
∑

a<q

χ(a)c(a, y)
∣∣∣
2

is evaluated using the large sieve and the trivial bound |c(a, y)| 6 H ′. On the other hand,
we evaluate

∑

y<x

1

ϕ(q)

∑

χ 6=χ0

∣∣∣
∫

|t|6N/H
(t,χ) good

P (1
2

+ it, χ)yitdt
∣∣∣
2

by using using orthogonality in yit. This reduces the problem to showing that

∑

χ 6=χ0

∫
|t|6N/H
(t,χ) good

|P (1
2

+ it, χ)|2dt≪A
N

(logN)A

for some large A > 0, and this can be seen as equivalent to obtaining a hybrid version of
Huxley’s theorem (in short arithmetic progression and large moduli). Once again the fact
that we restrict to (t, χ) which are good is crucial since it allows us to act as if we had an
enlarged zero-free region for L(s, χ).

1.6. Extending to the case of general α. Our strategy is to relate sums over primes
to sums over reduced residues modulo qk, as in (7). When the modulus qk of the reduced
residues has few prime factors the sum over reduced residues is easy to estimate using the
unique ergodicity of T . However, this fails if qk is “very” composite. In fact, we don’t know
how to deal with the sums on the right-hand side of (7). Instead, for a given qk, we show
that there exists a prime number pk ∈ [log2 qk, 2 log2 qk]5 such that

(17) lim
k→+∞

min
zk∈{qk,pkqk}

sup
(x,y)∈T2

1

ϕ(zk)

∣∣∣
∑

i6zk
(i,zk)=1

eb,c(T
i(x, y))

∣∣∣ = 0.

Given k, let zk be the integer in {qk, pkqk} that minimizes the sum in (17). We modify our
earlier argument so as to relate at every turn the sum over primes in (7) to the sum over
reduced residues (mod zk) instead of reduced residues (mod qk). This is possible because
the approximations (9) and (10) remain valid if we replace the modulus qk by wqk (for all
w 6 log3 qk simultaneously).

In fact, we establish a stronger version of (17) showing that the convergence to zero holds
uniformly over all divisors of zk:

(18) lim
k→+∞

min
zk∈{qk,pkqk}

max
d|zk

sup
(x,y)∈T2

d

ϕ(d)
· 1

zk

∣∣∣
∑

i6zk
(i,d)=1

eb,c(T
i(x, y))

∣∣∣ = 0.

The proof and the choice of zk splits into several cases based on the relations between
qk−1, qk and qk∗.

5To be more precise, any prime number pk ∈ [log2 qk, 2 log2 qk] with (pk, qk−1) = 1 will work. There
always exists at least one such prime number.
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1.7. The case k∗ = k. In this case, we take zk = qk. We split the interval [0, qk] into

intervals I of length q
1/2−ε
k . Then, by (10), for every n ∈ I with n ≡ a (mod qk−1), we have

eb,c(T
n(x, y)) ≈ eb,c(T

a(xI , yI))e(cβI(n− zI)) with xI , yI , |βI | 6 e−qk−1/16 and zI depending
on the interval I. As a result, for every d|qk, we have

(19)
∑

m∈I
(m,d)=1

eb,c(T
m(x, y)) ≈ e(−czI)

∑

a6qk−1

eb,c(T
a(xI , yI))

∑

m∈I
(m,d)=1

m≡a (mod qk−1)

e(cβIm).

Since |I| > q
1/5
k , |βI | 6 e−qk−1/16, (qk−1, qk) = 1 (because consecutive convergents are co-

prime) and qk−1 6 log100 qk, we can show using some simple sieves that

sup
|β|6e−qk−1/16

∣∣∣
∑

m∈I
(m,d)=1

m≡a (mod qk−1)

e(mβ)− 1

ϕ(qk−1)

∑

m∈I
(m,dqk−1)=1

e(mβ)
∣∣∣≪ ϕ(d)

d
· |I|
eqk−1/1000

.

It is crucial for the validity of this estimate that the supremum over β is restricted to small
β. As a result of this estimate, we can re-write the sum on the left-hand side of (19) as

1

ϕ(qk−1)

∑

m∈I
(m,dqk−1)=1

e(cmβI)
∑

a6qk−1

eb,c(T
a(xI , yI) +O

( 1

qk−1
· ϕ(d)

d
|I|

)
.

The claim now follows from the unique ergodicity of T , because this shows that the sum
over a exhibits cancellations.

1.8. The case k∗ < k. Let a(m) denote the mth Fourier coefficients of g. Further, let
w(k) = log log k. Let pk be a prime number in [log2 qk, 2 log2 qk] co-prime to qk−1. We now
define zk as follows:

Z1. zk := qk if qk−1 6
qk

w(k) log log qk
;

Z2. zk := pkqk if qk−1 >
qk

w(k) log log qk
and qk∗ 6

qk−1

16 log2 qk
;

Z3. zk := pkqk if qk−1>
qk

w(k) log log qk
, qk∗ >

qk−1

16 log2 qk
and max|m|∈[qk∗−1,log qk∗ ]

qk∗−1|m
|a(m)| 6 1

log4 qk
;

Z4. zk := qk if qk−1 >
qk

w(k) log log qk
, qk∗ >

qk−1

16 log2 qk
and

(20) max
|m|∈[qk∗−1,log qk∗ ]

qk∗−1|m

|a(m)| > 1

log4 qk
.

The treatment of cases Z1, Z2 and Z3 is analogous, whereas Z4 uses different methods.

1.9. Cases Z1, Z2 and Z3. As usual, let d|zk. We split the sum
∑

i6zk
(i,d)=1

eb,c(T
i(x, y))

into residue classes mod qk−1. In all the cases Z1, Z2 and Z3 it follows that if ℓ 6 zk,
ℓ ≡ a mod qk−1, then eb,c(T

ℓ(x, y)) ≈ eb,c(T
a(x, y)). This implication is not immediate,
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particularly in the case Z3, but for simplicity we skip the details. We get that the above
sum is approximated by

(21)
∑

a6qk−1

eb,c(T
a(x, y))

( ∑

i6zk
(i,d)=1

i≡a mod qk−1

1
)

Moreover, by the definition of the zk, for every d|zk, it follows that in all the cases

(22)
ϕ(d)zk
qk−1d

→ +∞.

Indeed, in the case Z1 this follows from qk−1 6 qk/(w(k) log log qk) and in the cases Z2 and
Z3, we use that pk > log2 qk and qk > qk−1 to ensure that (22) holds. We then show, using
sieve-methods and by establishing a q-analogue of a result of Friedlander [20, Section 6.10],
that if (22) holds, then

∑

a6qk−1

∣∣∣
∑

i6zk
(i,d)=1

i≡a mod qk−1

1− ϕ(d)zk
qk−1d

∣∣∣ = o
(ϕ(d)zk

d

)
.

Therefore, (21) is equal to

ϕ(d)zk
qk−1d

∑

a6qk−1

eb,c(T
a(x, y)) + o

(ϕ(d)zk
d

)

and the claim follows from unique ergodicity applied to the sum over a.

1.10. The Case Z4. It follows from (20) that we have e−qk∗−1 > e−m > |a(m)| > log−4 qk
for m divisible by qk∗−1 and belonging to [qk∗−1, log qk∗ ]. In particular,

qk∗−1 6 [log log qk]2.

We will show that for H = q
1/2−ε
k∗ > q

1/2−2ε
k (the inequality follows from the assumptions of

this case), we have
∑

u<qk

∣∣∣
∑

ℓ∈[u,u+H]
(ℓ,d)=1

eb,c(T
ℓ(x, y))

∣∣∣ = o
(qkHϕ(d)

d

)
.

This will then imply that (18) holds (by splitting into disjoint intervals of length H and
summing over them). If ℓ ∈ [u, u+H ], ℓ ≡ a+ u mod qk∗−1, then for (xu, yu) = T u(x, y),

eb,c(T
ℓ(x, y)) ≈ eb,c(T

a(xu, yu))e(c(ℓ− u)βu)),

where βu = gk∗−1(x + uα) and gk(x) =
∑

m∈[qk,log qk+1]
qk|m

a(m)e(mx). Thus,

∑

ℓ∈[u,u+H]
(ℓ,d)=1

eb,c(T
ℓ(x, y))
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is approximately
∑

a6qk∗−1

eb,c(T
a(xu, yu))

∑

ℓ∈[u,u+H]
(ℓ,d)=1

ℓ≡a mod qk∗−1

ec((ℓ− u)βu).

If βu > q−ε
k , then since H > q100εk , using some simple sieve estimates, we can show that

∑

ℓ∈[u,u+H]
(ℓ,d)=1

ℓ≡a mod qk∗−1

ec((ℓ− u)βu) = O
(ϕ(d)H

dq2k∗−1

)
.

Summing over a 6 qk∗−1 gives then

∑

ℓ∈[u,u+H]
(ℓ,d)=1

eb,c(T
ℓ(x, y)) = O

(ϕ(d)H

qk∗−1d

)
,

which is enough since qk∗−1 → ∞ as k → ∞. Therefore, the problem reduces to showing
that

{u 6 qk : |βu| 6 q−ε
k } = o(qk),

which, by the definition of βu, is equivalent to

(23) {u 6 qk : |gk∗−1(x+ uα)| 6 q−ε
k } = o(qk),

uniformly over x ∈ T. In order to show (23), we will use our assumption that

sup
x∈T
|gk∗−1(x)| > 1

log4 qk
,

which follows from (20). Since gk∗−1 is a trigonometric polynomial of degree o(log qk), it
follows from a theorem of Nazarov [45, Theorem 1.1] that as k →∞,

Leb(E) = o(1), where E := {x ∈ T : |gk∗−1(x)| 6 q
−ε/2
k }.

Because of the rapid decay of the Fourier coefficients of g, we have

sup
x∈T
|g′k∗−1(x)| → 0

uniformly in x ∈ T. It follows that if I ⊂ T is an interval of length ≈ q
−ε/2
k such that

I ∩ Ec 6= ∅, then, for all x ∈ I, we have |gk∗−1(x)| > q−ε
k . Let {Ii}i6w be a covering of

T with intervals of length ≈ q
−ε/2
k . Since Leb(E) = o(1) as k → ∞ for all but at most

o(w) indices i 6 w, we have Ii ∩ Ec 6= ∅ and therefore, for such i’s for all x ∈ Ii, we have
|gk∗−1(x)| > q−ε

k . Since for each i the number of m 6 qk such that {x + mα} ∈ Ii is by
Denjoy-Koksma inequality equal to qk|Ii| + O(1), we conclude that the cardinality of the
set (23) is bounded from above by

∑

i6w
Ii∩Ec=∅

∑

m6qk
{x+mα}∈Ii

1≪ qk
∑

i6w
Ii∩Ec=∅

|Ii| = o(qk).
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Plan of the paper. The paper splits into two parts. In the first part of the paper we
establish an ergodic theorem along reduced residue classes, which is required for the proof
of our main result Theorem 0.1. Specifically, in Section 2 we establish important properties
of analytic cocycles. In Section 4 and 5 we collect a few number theoretic results on the
distribution of reduced residues to large moduli and twisted by additive phases. In Section
6 we establish the main result of this part of the paper, namely that for uniquely ergodic
skew products, ergodic sums weighted by principal characters converge.

In the second part of the paper we focus on the proof of our main result Theorem 0.1. We
start by stating several crucial results on the equidistribution of primes to high moduli and
in short arithmetic progressions in Section 8, and several results on exponential sums over
primes with polynomial phases in Section 9. In Section 10 we use results from Sections 8,
9, 2 and 6 to prove Theorem 0.1. Finally, in Section 11 we prove Theorem 0.3. We include
below a detailed table of contents.
.
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Notation. We will denote by dr(n) the r-fold divisor function, so that

dr(n) :=
∑

n=n1...nr

1

and, in particular, d(n) := d2(n). The von Mangoldt function Λ(n) is defined as log p
when n = pα with p prime and α > 0 and is defined as zero on all the remaining integers.
The symbol e will denote the modular inverse of e to an appropriate modulus which will
typically be clear from the context.

The symbol f(x) ≪ g(x) will mean that there exists an absolute constant C > 0 such
that |f(x)| 6 C|g(x)| for all x in the domain of definition of f and g. For instance, if f, g
are sequences then this bound will be valid for all positive integers x. When used in a
subscript of a sum or integral, the notation n ∼ A means that A 6 n < 2A.

The Fourier transform of f : R→ R is defined as

f̂(x) :=

∫

R

f(u)e(−xu)du.

The Mellin transform of f : [0,∞)→ R is defined as

f̃(s) :=

∫ ∞

0

f(x)xs−1dx.

Given a real number x, we let ‖x‖ := minn∈Z |x− n|.
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Part 1. Ergodic theorem along reduced residue classes

2. Properties of analytic cocycles

Fix α ∈ T with the sequence of denominators {qn}. For h ∈ C(T) and α ∈ T we use the
following notation:

Sn(h)(x) =

n−1∑

j=0

h(x + jα)

for all n ∈ N. Observe that the cocycle identity Sn+m(h)(x) = Sn(h)(x) + Sm(h)(x + nα)
holds.

Let g be a 1-periodic real-analytic function of zero mean. Expanding in a Fourier series,
we can write g(x) =

∑
m∈Z amem(x), where em(x) := e(mx) (with a0 = 0). Since g is real

analytic and 1-periodic, its Fourier coefficients are decreasing to zero exponentially fast, so
without loss of generality, we can assume that for all m ∈ Z,

(24) |am| 6 e−τ ′|m| with τ ′ <
1

10
.

We start with the following lemma:

Lemma 2.1. If g is not a continuous coboundary (i.e. if there is no continuous solution
ξ : T → S1 to e(g)(x) = ξ(x)/ξ(x + α) for all x ∈ T and where e(g)(x) := e2πig(x)), then

there exists a subsequence {qnk
} such that qnk+1 > e

τ ′qnk
2 for all k > 1.

Proof. We will show that if such a subsequence does not exist, then g is a continuous
coboundary, i.e. assume that for some C ′ > 0 and every s ∈ N,

qs+1 6 C ′e
τ ′qs
2 .

Note first that for m ∈ Z, if s is unique such that |m| ∈ [qs, qs+1), then

(25) ‖mα‖ > ‖qsα‖ >
1

2qs+1
>

1

2C ′ e
− τ ′qs

2 >
1

2C ′ e
− τ ′|m|

2 .

By the Gottschalk-Hedlund theorem, it is enough to show that there exists C > 0 such
that for every k ∈ N,

|Sk(g)(0)| < C.

Notice that for every x ∈ T,

Sk(em)(x) = em(x)
em(kα)− 1

em(α)− 1
,

and therefore, |Sk(em(x)| 6 4
‖mα‖ . By the cocycle identity, the bound on am and (25), it

follows that

|Sk(g)(0)| = |
∑

m∈Z
amSk(em)(0)| 6 4

∑

m∈Z
e−τ ′|m|‖mα‖−1

6

8C ′
∑

m∈Z
e−τ ′|m|/2 := C < +∞.

This finishes the proof. �
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Next, we will show that the only important frequencies of g come from multiples of
denominators. Indeed, for n ∈ N, let

(26) gn(x) :=
∑

|m|∈[qn, log qn+1

τ ′2
]

qn|m

amem(x) and let g̃ :=
∑

n∈N
gn.

Lemma 2.2. The function g − g̃ is a continuous coboundary for α.

Proof. By the Gottschalk-Hedlund theorem the assertion is equivalent to showing that there
exists C > 0 such that for every k ∈ N,

|Sk(g −
∑

n∈N
gn)(0)| < C.

We have |Sk(em)(0)| 6 4
‖mα‖ and therefore,

(27) |amSk(em)(0)| 6 e−τ ′|m| 4

‖mα‖ .

Let n be unique such that |m| ∈ [qn, qn+1). Then either qn|m or

(28) ‖mα‖ > 1

6|m| .

Indeed, if |m| = sqn + r with 1 6 r < qn and s 6 qn+1/qn then either

• s 6 qn+1

3qn
and then ‖rα‖ > 1

2qn
while ‖sqnα‖ < 1

3qn
, so ‖mα‖ > 1

6qn
> 1

6|m| or

• |m| > qn+1/3 and ‖mα‖ > ‖qnα‖ > 1
2qn+1

> 1
6|m|

and (28) follows. Using (28) and (27), we obtain

|amSk(em)(0)| ≪ 1

m2
.

Let now |m| ∈ [ log qn+1

τ ′2
, qn+1). Then (using ‖mα‖ > ‖qnα‖ > 1/(2qn+1)), we have

|amSk(em)(0)| 6 e−τ ′|m| 4

‖mα‖ 6 e−τ ′|m|8qn+1 6

8e−τ ′· log qn+1
τ ′2 qn+1 = 8

1

q
1
τ ′

−1

n+1

6 8
1

|m| 1τ ′−1
≪ 1

m2

in view of (24). Hence, using the definition of gn, we obtain

|Sk(g −
∑

n∈N
gn)(0)| ≪

∑

|m|>1

1

m2
< +∞.

This finishes the proof. �

We call g̃ the reduced form of g. By Lemma 2.2, it follows that it is enough to consider
the case g = g̃, i.e. when g itself is reduced.6 We make this assumption for the rest of

the paper. Note that the functions gn are the same for g and its reduced form.

6When g(x) = g̃(x) + v(x)− v(x + α) with v : T→ R continuous, the map (x, y) 7→ (x, y + v(x) mod 1)
establishes a topological isomorphism between Tα,g and Tα,g̃. More generally, if g and h are multiplicatively
cohomologous with a continuous transfer function, then the skew products Tα,g and Tα,h are topologically
isomorphic.
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Let τ = 1/2 min(τ ′2, τ ′/8). For n ∈ N, let n∗ 6 n be the largest integer such that

(29) qn∗ > eτqn∗−1

and where we set q0 := 0 so as to guarantee that n∗ always exists. Notice that by Lemma
2.1,

(30) n∗ → +∞ as n→ +∞.
We have the following lemma:

Lemma 2.3. Let Kn := qn+1

qn∗
. Then, for every K ∈ {1, . . . , Kn},

(31) sup
x∈T
|SKqn(g − gn)(x)| → 0 as n→ +∞.

If additionally Kn 6 e2τqn then, for every K ∈ {1, . . . , Kn},
(32) sup

x∈T
|SKqn(g)(x)| → 0 as n→ +∞.

Proof. By the cocycle identity, it follows that

SKqn(g − gn)(x) =
K−1∑

i=0

Sqn(g − gn)(x + iqnα).

The statement follows by showing that, uniformly in x ∈ T,

Kn|Sqn(g − gn)(x)| → 0.

Notice that Sqn(g − gn)(x) =
∑

m∈Z
|m|/∈[qn,qn+1]

amSqn(em)(x) and

Sqn(em)(x) = em(x)
em(qnα)− 1

em(α)− 1
.

Moreover, ∣∣∣em(qnα)− 1

em(α)− 1

∣∣∣≪ ‖mqnα‖‖mα‖ 6 min
(
qn,
|m|‖qnα‖
‖mα‖

)
.

Then

Kn|amSqn(em)(x)| 6 Kne
−τ ′|m| min

(
qn,
|m|‖qnα‖
‖mα‖

)
.

Let k ∈ N be unique such that |m| ∈ [qk, qk+1). We will separately consider the cases k < n
and k > n (notice that g − gn has no frequencies which are multiplies of qn). Assume first

that k < n. Then, by (26), |m| = rqk for some r 6
qk+1

qk
(in fact by (26), r 6

log qk+1

τ ′2qk
). It

follows that ‖mα‖ = r‖qkα‖ > r
2qk+1

, and so we get

Kn|amSqn(em)(x)| ≪ Kne
−τ ′|m| |m|‖qnα‖

‖mα‖ 6 2Kne
−τ ′|m| |m|qk+1

qn+1r
.

Therefore,

(33)
∑

|m|∈[qk,qk+1]
qk|m

Kn|amSqn(em)(x)| 6 2
Knqk+1

qn+1

∑

qk|m
|m|e−τ ′|m| 6 2

Knqk+1

qn+1

e−
τ ′qk
2 .
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So, we have

Kn

∑

|m|∈[qk,qk+1]
k<n

amSqn(em)(x) 6
2Kn

qn+1

∑

k6n∗−1

qk+1e
− τ ′qk

2 +
2Kn

qn+1

∑

n>k>n∗−1

qk+1e
− τ ′qk

2 .

By the definitions of n∗ (see (29)), Kn and τ , it follows that

2Kn

qn+1

∑

n>k>n∗−1

qk+1e
− τ ′qk

2 6
2

qn∗

∑

n>k>n∗−1

e−
τ ′qk
4 = o(1)

by (30). Moreover, using the definition of Kn again, and noticing that (29) holds, so qn∗ is
exponentially big with respect to qn∗−1, whence exponentially big with respect to n∗qn∗−1,
we get

2Kn

qn+1

∑

k6n∗−1

qk+1e
− τ ′qk

2 6
2

qn∗

(
qn∗e−

τ ′qn∗−1
2 +

∑

k<n∗−1

qk+1

)
6

2

qn∗

o(qn∗) = o(1)

(recall that the denominators themselves grow exponentially fast). Therefore,

(34) Kn

∣∣∣
∑

|m|∈[qk,qk+1]
k<n

amSqn(em)(x)
∣∣∣ = o(1).

If k > n, then by the definition of Kn and using m > qn+1, we obtain

Kn

∣∣∣amSqn(em)(x)
∣∣∣ 6 Knqne

−τ ′|m| 6 qn+1qne
−τ ′|m| 6 e

−τ ′|m|
4 .

Therefore,

Kn

∣∣∣
∑

|m|∈[qk,qk+1]
k>n

amSqn(em)(x)
∣∣∣ = o(1).

This and (34) finish the proof of (31).
To show (32), it remains to notice that by the bound on the Fourier coefficients, for every

K 6 e2τqn, we have

|SKqn(gn)(x)| 6 Kqn sup
x∈T
|gn(x)| 6 Kqne

− τ ′qn
2 = o(1).

Hence, (32) follows by (31). The proof is finished. �

Let d((x, y), (x′, y′)) = ‖x − x′‖ + ‖y − y′‖ where ‖x‖ := minn∈Z |x − n|. From Lemma
2.3, we deduce the following:

Lemma 2.4. For all n ∈ N, m 6 qn min(qn+1/qn∗ , e2τqn) and z ∈ N, we have

d(Tm(x, y), Tm mod zqn(x, y)) = o(1)

uniformly in (x, y) ∈ T2.

Proof. Notice that the statement follows by showing that for every k 6 min(Kn, e
2τqn),

d
(
T kqn(x, y), (x, y)

)
= o(1)
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uniformly in (x, y). We have, T kqn(x, y) = (x + kqnα, y + Skqn(g)(x)). By Lemma 2.3,
|Skqn(g)(x)| = o(1) (uniformly in x) and, by the bound on k and the definition of Kn,

‖kqnα‖ 6
2k

qn+1
6

2

qn∗

= o(1)

by (30). This finishes the proof. �

The following proposition is crucial for further analysis.

Proposition 2.5. For every δ > 0 there exists nδ ∈ N such that for every n > nδ we can
find a function Pn : T× N→ R such that

Pn(·, k) =

d(δ)∑

j=1

aj(·)kj,

where d(δ) 6
[
1
δ

]
, the functions aj : T→ R satisfy (see (26))

(35) sup
x∈T
|aj(x)| 6 q−1

n q−j+1
n+1 , a1(x) = gn(x), and sup

x∈T
|a1(x)| 6 e−τqn,

and, uniformly for every x ∈ T, m 6 q1−δ
n+1 and w 6 log3 qn,

(36)
∣∣∣Sm(g)(x)− Sm mod wqn(g)(x)− Pn(x,m)

∣∣∣→ 0 as n→ +∞.

Proof. Fix n ∈ N and let m = k̃wqn+a, where k := k̃w 6
q1−δ
n+1

qn
and 0 6 a < wqn. Notice first

that the mean of g′ is zero, hence, by the Denjoy-Koksma inequality, supx∈T |Sqn(g′)(x)| =
o(1). Using a 6 wqn, w 6 log3 qn and the cocycle identity (splitting into sums of length
qn), we get

sup
a6wqn

sup
x∈T
|Sa(g

′)(x)| 6 log3 qn + o(qn) = o(qn),

where the o(qn) terms comes from the last interval of length 6 qn and we use unique
ergodicity to note that sups6qn |Ss(g

′)(·)| = o(qn). Therefore,

|Sa(g)(x)− Sa(g)(x+ kqnα)| 6 2 sup
x∈T
|Sa(g

′)(x)| q
1−δ
n+1

qnqn+1
= o(1).

Hence, by the cocycle identity: Sm(g)(x) = Skqn(g)(x) +Sa(x+ kqnα), it is enough to show

that for k 6
q1−δ
n+1

qn
, we have

|Skqn(g)(x)− Pn(x,m)| = o(1),

where Pn(·, ·) is as in the statement of the proposition. Notice that if we construct Pn(·, ·)
satisfying the assertions of the proposition, then

sup
x∈T
|Pn(x,m)− Pn(x, kqn)| = o(1).

Indeed, by the mean value theorem for j 6 d(δ), (kqn + a)j 6 (kqn)j + d(δ)a(2kqn)j−1,
which implies

d(δ)∑

j=1

aj(·)mj =

d(δ)∑

j=1

aj(·)(kqn)j +

d(δ)∑

j=1

aj(·)Oδ(a(kqn)j−1).
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Remebering that a 6 qn log3 qn, for j = 1, by (35), |a1(·)Oδ(a)| = o(1), and by the same
equation, for every 2 6 j 6 d(δ),

|aj(·)|Oδ(a(kqn)j−1) 6 Oδ

(
q−1
n q−j+1

n+1 qn(log3 qn)mj−1
)

= Oδ

(
(log3 qn)q

−j+1+(1−δ)(j−1)
n+1

)
=

Oδ((log3 qn)q
−δ(j−1)
n+1 ) = o(1),

if n is sufficiently large. Writing

|Sm(g)(x)− Sa(g)(x)− Pn(x,m)|
= |Skqn(g)(x)− Pn(x, kqn) + Sa(g)(x+ kqnα)− Sa(g)(x) + Pn(x, kqn)− Pn(x,m)|,

we see that it is enough to construct Pn(·, ·) satisfying the assertions of the theorem and

such that (uniformly) for every k 6
q1−δ
n+1

qn
and every x ∈ T, we have

(37) |Skqn(g)(x)− Pn(x, kqn)| = o(1).

Notice that by (31) in Lemma 2.3 for every ℓ 6
q1−δ
n+1

qn
(the latter number is 6

qn+1

qn∗
= Kn),

|Sℓqn(g − gn)(x)| = o(1),

and therefore, it is enough to show (37) for g = gn. By the cocycle identity, we have

Skqn(gn)(x) =
k−1∑

i=0

Sqn(gn)(x+ iqnα) = kSqn(gn)(x) +
k−1∑

i=0

(
Sqn(gn)(x+ iqnα)− Sqn(gn)(x)

)
.

We now use Taylor expansion of Sqn(g)(·) up to order d = d(δ) = [1
δ
]:

Sqn(gn)(x + iqnα)− Sqn(gn)(x) =

d−1∑

s=1

Sqn(g
(s)
n )(x)

s!
[i‖qnα‖]s +

Sqn(g
(d)
n )(θi)

d!
[i‖qnα‖]d.

Summing over i ∈ {0, . . . , k − 1}, denoting M(s) :=
∑k−1

i=0 i
s, we get

(38) Skqn(gn)(x) =

kSqn(gn)(x) +

d−1∑

s=1

‖qnα‖sSqn(g
(s)
n )(x)

s!
M(s) +

k−1∑

i=0

Sqn(g
(d)
n )(θi)

d!
[i‖qnα‖]d.

Notice that

(39)
∣∣∣
k−1∑

i=0

Sqn(g
(d)
n )(θi)

d!
[i‖qnα‖]d

∣∣∣ 6M(d)‖qnα‖d · sup
x∈T
|Sqn(g(d)n )(x)|.

We also have

(40) M(s) =
k−1∑

i=0

is =
1

s+ 1
ks+1 +O(ks),

so using k 6
q1−δ
n+1

qn
, we obtain

M(d)‖qnα‖d = O
(
kd+1q−d

n+1

)
= O

(
q−d−1
n q1−δd−δ

n+1

)
= o(1),
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since 1
δ
6 d+1 (by the definition of d), whence 1−δd−δ 6 0. Moreover, since g

(d)
n is smooth

(and has zero mean), it follows by the Denjoy-Koksma inequality that |Sqn(g
(d)
n )(x)| = o(1)

(uniformly in x ∈ T) if n is large enough. So the RHS of (39) is o(1). Plugging this into
(38), we get

(41) Skqn(gn)(x) = kSqn(gn)(x) +
d−1∑

s=1

‖qnα‖sSqn(g
(s)
n )(x)

s!
M(s) + o(1).

Notice that for every s 6 d− 1, using k 6
q1−δ
n+1

qn
, we obtain

ks‖qnα‖s 6 q
(1−δ)s−s
n+1 q−s

n = o(1),

and again by the Denjoy-Koksma inequality, it follows that |Sqn(g
(s)
n )(x)| = o(1) (uniformly

in x ∈ T) if n is large enough. Therefore,

O(ks)
‖qnα‖sSqn(g

(s)
n )(x)

s!
= o(1).

Therefore, using (40), (41) implies that

(42) Skqn(gn)(x) = kSqn(gn)(x) +

d−1∑

s=1

‖qnα‖sSqn(g
(s)
n )(x)

(s+ 1)!
ks+1 + o(1) =

kSqn(gn)(x) +

d−1∑

s=1

‖qnα‖sSqn(g
(s)
n )(x)

qs+1
n (s+ 1)!

[kqn]s+1 + o(1).

Finally, notice that by the 1/qn-periodicity of gn,

|Sqn(gn)(x)− qngn(x)| 6
qn−1∑

j=0

∣∣∣gn(x+ jα)− gn(x + j
pn
qn

)
∣∣∣ = O(qn‖qnα‖),

whence

|kSqn(gn)(x)− kqngn(x)| 6 q1−δ
n+1

qn
O(qn‖qnα‖) = O(q−δ

n+1) = o(1).

We define a1(x) := gn(x), as(x) := ‖qnα‖s−1Sqn (g
(s−1)
n )(x)

qsns!
(for s = 2, . . . , d) and Pn(x,m) :=

∑d
s=1 as(x)ms. Then, by (42),

Skqn(gn)(x) = Pn(x, kqn) + o(1).

It remains to bound the coefficients of Pn(·, ·). Notice that |a1(x)| = |gn(x)| 6 e−τqn, by
the bound on the Fourier coefficients of g. Moreover, for s > 2,

|as(x)| 6 1

qsnq
s−1
n+1

|Sqn(g(s−1)
n )(x)| 6 1

qnq
s−1
n+1

,

since by the Denjoy-Koksma inequality, |Sqn(g
(s)
n )(x)| = o(1). This finishes the proof. �

Proposition 2.5 implies the following corollary:
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Corollary 2.6. For every δ > 0 there exists nδ ∈ N such that for every n > nδ, every
m 6 q1−δ

n+1 and every w 6 log3 qn, we have

d
(
Tm(x, y), Tm mod wqn(x, y + Pn(x,m))

)
= o(1),

uniformly over all (x, y) ∈ T2, where Pn is the polynomial from Proposition 2.5 and degPn 6

[1
δ
].

Proof. Recall that Tm(x, y) = (x+mα, y + Sm(g)(x)). Then notice that since w 6 log3 qn,
‖[m− (m mod wqn)]α‖ = o(1), by the bound on m. It remains to use (36). �

Finally, we state the following general property of (complex) polynomials (see [45]).

Theorem 2.7. [[45, Theorem 1.1]] There exists a global constant C > 0 such that if p(x) =∑n
k=1 ake(λkx), then for every Borel subset E ⊂ I ⊂ T (I is an interval), we have

Leb(E) 6 CLeb(I)
[supE |p(t)|

supI |p(t)|
] 1

n−1
.

3. Simple sieve theoretic lemma

In what follows, dk(n) denotes the kth divisor function
∑

n=n1...nk
1. In particular, d(n) :=

d2(n) denotes the number of 1 6 d 6 n such that d|n.

Lemma 3.1. For d|q and any A > 0, we have

1(n,d)=1 =
∑

e|n
e6z

λe +O
(
d(n)

∑

p|d
p|n

p>(log q)A

1
)

+O
(
d(n)1ω(n)>(log log q)2

)
,

where z = exp(A(log log q)3) and λe is defined by setting λe = µ(e) when p|e =⇒ p 6

(log q)A and p|e =⇒ p|d and ω(e) 6 (log log q)2 and λe = 0 otherwise.

Proof. If n has more than (log log q)2 prime factors or if (n, d) has a prime divisor greater
than > (log q)A then the result trivially follows. Suppose therefore that n has less than
(log log q)2 prime factors and that p|(n, d) =⇒ p 6 (log q)A. In that case, by the usual
inclusion-exclusion,

1(n,d)=1 =
∑

e|n
p|e =⇒ p|d

p|e =⇒ p6logA q

µ(e).

Since n has at most (log log q)2 prime factors, we can write the above as
∑

e|n
p|e =⇒ p|d

p|e =⇒ p6logA q
ω(e)6(log log q)2

e6z

µ(e),

where the condition e 6 z is implied by p|e =⇒ p 6 logA q and ω(e) 6 (log log q)2.
�

To handle the contribution of the divisor function in Lemma 3.1, we will need the following
special case of a result of Shiu.
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Lemma 3.2 (Shiu’s theorem). Let k, ℓ > 0 and ε > 0 be given. Then, for any y > xε,
q 6 y1−ε and (a, q) = 1,

∑

x6n6x+y
n≡a (mod q)

dk(n)ℓ ≪ε
y

ϕ(q)
· (log x)k

ℓ−1.

Proof. This follows from the main theorem of [51]. �

We will also need the following special case of Shiu’s theorem when dealing with reduced
residues in short intervals.

Lemma 3.3. Let x 6 q and y > qε. Then,

∑

x6n6x+y
(n,q)=1

1≪ε
ϕ(q)

q
· y.

Proof. By Shiu’s theorem, the sum is bounded by

y · exp
(∑

p6y

1(p,q)=1 − 1

p

)
≪ y

∏

p6y
p|q

(
1− 1

p

)
.

It remains to notice that
∏

y<p<q(1− 1/p)−1 ≪ε 1 to conclude. �

Lemma 3.4. Let A > 1000 and ε > 0 be given. Then, for any x 6 q, qε 6 y 6 q, r 6 y1−ε

and a 6 r and any d|q,
∑

x6n6x+y
n≡a (mod r)

d(n)
( ∑

p|d
p|n

p>(log q)A

1 + 1ω(n)>(log log q)2

)
≪ y

(log q)A/2
.

Proof. Let f = (a, r). Then n ≡ a (mod r) implies that f |n. Using the inequality d(ab) 6
d(a)d(b), we can bound the above expression by

(43) 6 d(f)
∑

x/f6n6x/f+y/f
n≡a/f (mod r/f)

d(n)
( ∑

p|d
p|n

p>(log q)A

1 +
∑

p|d
p|f

p>(log q)A

1 + 1ω(fn)>(log log q)2

)
.

If the middle term is non-zero then f > (log q)A. In that event, using that there are at
most log q primes p|d (since d 6 q), we bound trivially

∑

p|d
p|n

p>(log q)A

1 +
∑

p|d
p|f

p>(log q)A

1 + 1ω(fn)>(log log q)2 ≪ log q.

This and Lemma 3.2 allow us to bound (43) by (using y 6 q and d(f)≪ε f
ε ≪ (log q)Aε)

≪ log2 q

ϕ(r/f)
d(f) · y

f
≪ log2 q

f 3/4
· y ≪ y

(log q)A/2
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since f > (log q)A. In the remaining cases, where the middle term in (43) is zero, we can
bound the contribution of the first term by

≪ d(f)
∑

p|d
p>(log q)A

∑

x/fp6n6x/fp+y/fp
pn≡a/f (mod r/f)

d(n),

which, by Lemma 3.2, leads to

≪ d(f) log q
∑

p|d
p>(log q)A

( y

pf
+ 1

)
≪ d(f)

f
log q · y

(log q)A−2
+ d(f) log2 q ≪ y

(log q)A−3

because d has at most log q prime divisors and d(f) ≪ε f
ε. Finally, the contribution of

the last term in (43) can be handled by an application of the Cauchy-Schwarz inequality,
Lemma 3.2 and the fact that for any A > 0 and all q sufficiently large,

∑

x/f6n6x/f+y/f
ω(fn)>(log log q)2

1 6
∑

x/f6n6x/f+y/f
ω(fn)>A log log q

1

6 2−A log log q
∑

x/f6n6x/f+y/f

d(f)d(n)≪ d(f)

f
· y(log q)1−A log 2,

using the inequality 2ω(n) < d(n). �

Lemma 3.5. Let z > 1 be given. There exist real coefficients λd with |λd| 6 1 such that

1n prime 6
∑

d|n
d6z

λd

and for any y > z2, x > 1, ∑

n∈[x,x+y]

(∑

d|n
d6z

λd

)
≪ y

log z
.

Proof. This is a standard combinatorial sieve estimate, see e.g [18]. �

We will also need the following simple result.

Lemma 3.6. Let A > 10 and d|q be given and let λe be the same coefficients as in Lemma
3.1. Then, for any v 6 z such that p|v =⇒ p|d and p|v =⇒ p 6 (log q)A,

∑

e6z
v|e

λe
e
≪A

1

ϕ(v)
· ϕ(d)

d
+

1

(log q)A−1
.

If the condition p|v =⇒ p|d or p|v =⇒ p 6 (log q)A does not hold then the sum is empty.
Moreover, for v = 1, we have

∑

e6z

λe
e

=
ϕ(d)

d
+OA

( 1

(log q)A−1

)
.
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Proof. Notice that the claim is trivial if v > (log q)A as it just suffices to notice that

∑

e6z
v|e

λe
e
≪ 1

v

∑

e6exp(A(log log q)3)

1

e
≪A

1

(log q)A−1
.

Therefore, assume now that v 6 logA q. We can further add to the subscript the condition
that p|v =⇒ p|d and p|v =⇒ p 6 (log q)A since otherwise the sum is empty. We notice
that since the condition e 6 z in the definition of λe is extraneous and implied by the other
two conditions, our sum is equal to

∑

p|ev =⇒ p6(log q)A

p|ev =⇒ p|d
ω(ev)6(log log q)2

µ(ve)

ve
.

By Rankin’s bound, ∑

p|e =⇒ p6(log q)A

ω(e)>(log log q)2

1

e
≪A

1

(log q)A
.

Therefore, it remains to estimate

∑

p|ev =⇒ p6(log q)A

p|ev =⇒ p|d

µ(ev)

ev
=
µ(v)

v
·

∑

p|e =⇒ p6logA q
p|e =⇒ p|d
(e,v)=1

µ(e)

e
=
µ(v)

v
·

∏

p|d
p∤v

p6(log q)A

(
1− 1

p

)
.

Notice that since p|v =⇒ p|d and p|v =⇒ p 6 (log q)A, we have
∏

p|d
p∤v

p6(log q)A

(
1− 1

p

)
=

∏

p|d
p6(log q)A

(
1− 1

p

)∏

p|v

(
1− 1

p

)−1

=
∏

p|d
p6(log q)A

(
1− 1

p

) v

ϕ(v)
.

It remains to notice that
∏

p|d
p6(log q)A

(
1− 1

p

)
=
ϕ(d)

d
·
(

1 +O
( 1

logA−1 q

))
=
ϕ(d)

d
+O

( 1

(log q)A−1

)

and the claim follows. �

4. Reduced residues in arithmetic progressions to large moduli

Lemma 4.1. Let (r, q) = 1 and d|q. Suppose that ϕ(d)q/(dr)→∞. Then,

(44)
1

r

∑

a6r

∣∣∣
∑

n6q
(n,d)=1

n≡a (mod r)

1− ϕ(d)

d
· q
r

∣∣∣ = o
(ϕ(d)

d
· q
r

)
.

Proof. Let δ > 0 be given. Fix a large A, say A = 1010. We will show that for all d, q, r
such that ϕ(d)q/(rd) is sufficiently large in terms of 1/δ, the left-hand side of the above
equation is≪ δqϕ(d)/(dr). Let W be a smooth function such that W (x) = 1 for 0 6 x 6 1
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and W is compactly supported in [−δ, 1 + δ] and such that W (k) ≪k δ
−k for all k > 1 (in

particular Ŵ (0) = 1 +O(δ)). Since

∑

a6r

∣∣∣
∑

q6n6(1+δ)q
(n,d)=1

n≡a (mod r)

1
∣∣∣ 6

∑

q6n6(1+δ)q
(n,d)=1

1≪ δ · ϕ(d)

d
· q,

it is enough to show that

1

r

∑

a6r

∣∣∣
∑

n≡a (mod r)

W
(n
q

)
− Ŵ (0) · ϕ(d)

d
· q
r

∣∣∣ = o
(ϕ(d)q

dr

)

as ϕ(d)q/(rd)→∞.
Note that

∑

a6r

∣∣∣
∑

n62q
n≡a (mod r)

d(n)
( ∑

p|d
p|n

p>(log q)A

1 + 1ω(n)>(log log q)2

)∣∣∣

6
∑

n62q

d(n)
∑

p|d
p|n

p>(log q)A

1 +
∑

n6q
ω(n)>(log log q)2

d(n)≪A
q

(log q)A/2

by Lemma 3.4. Therefore, by Lemma 3.1, it is enough to show that

1

r

∑

a6r

∣∣∣
∑

n≡a (mod r)

(∑

e|n
e6z

λe

)
W

(n
q

)
− Ŵ (0) · ϕ(d)

d
· q
r

∣∣∣ = o
(ϕ(d)

d
· q
r

)
.

After an application of the Cauchy-Schwarz inequality, we see that it suffices to show that

∑

a6r

∣∣∣
∑

n≡a (mod r)

(∑

e|n
e6z

λe

)
W

(n
q

)
− Ŵ (0) · ϕ(d)

d
· q
r

∣∣∣
2

= o
(
r ·

(ϕ(d)

d
· q
r

)2)
.

By the definition of λe, we can write the main sum as

(45)
∑

e6z

λe
∑

e|n
n≡a (mod r)

W
(n
q

)
.

We notice that this is

Ŵ (0)
q

r
·
∑

e6z

λe
e

+
∑

e6z

λe

( ∑

e|n
n≡a (mod r)

W
(n
q

)
− Ŵ (0)

q

re

)
.

By Lemma 3.6 and the choice of W ,
∣∣∣Ŵ (0)

q

r
·
∑

e6z

λe
e
− q

r
· ϕ(d)

d

∣∣∣≪ δ · q
r

ϕ(d)

d
.
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By the Poisson summation,

∑

e|n
n≡a (mod r)

Ŵ
(n
q

)
− Ŵ (0) · q

re
=

q

re

∑

ℓ 6=0

e
(
− ℓae

r

)
Ŵ

(qℓ
re

)
.

(Note that (d, r) = 1 since d|q and λe 6= 0 implies that e|d. Therefore, e is well defined.)
We find that it remains to show

(46)
1

r

r∑

a=1

∣∣∣q
r

∑

e6z

λe
e

∑

ℓ 6=0

e
(
− ℓae

r

)
Ŵ

(qℓ
re

)∣∣∣
2

= o
((ϕ(d)

d
· q
r

)2)
.

Upon expanding the square and executing the summation over a, this is equal to

q2

r2

∑

e1,e26z

λe1λe2
e1e2

∑

ℓ1,ℓ2 6=0
ℓ1e2≡ℓ2e1 (mod r)

Ŵ
(qℓ1
re1

)
Ŵ

(qℓ2
re2

)
.

Recall that z = exp(A(log log q)3) ≪ε q
ε for any ε > 0. Due to the rapid decay of Ŵ

we can truncate the sum over ℓ1 at re1q
−1+ε at the price of a completely negligible error

term of size ≪A q−A. Likewise, we can truncate the sum over ℓ2 at re2q
−1+ε. It follows

that |ℓ1e2| 6 re1e2q
−1+ε 6 rq−1+4ε 6

√
r, and similarly, |ℓ2e1| 6

√
r. It follows that the

condition ℓ1e2 ≡ ℓ2e1 (mod r) implies ℓ1e2 = ℓ2e1. We write this as ℓ1/e1 = ℓ2/e2 = h/f
with (h, f) = 1 and f 6 qε. This way we get

q2

r2

∑

(h,f)=1
f6qε

f |d

∣∣∣Ŵ
(qh
rf

)∣∣∣
2

·
(∑

f |e

λe
e

)2

.

We notice that owing to the decay of Ŵ ,

∑

(h,f)=1

∣∣∣Ŵ
(qh
rf

)∣∣∣
2

≪ rf

q
.

Therefore, using Lemma 3.6, the part of the sum with f 6 (log q)A/2 is bounded by

≪ q2

r2

∑

f6(log q)A/2

f |d

rf

q
·
( 1

ϕ(f)

ϕ(d)

d

)2

≪ q

r

∑

f |d

1

ϕ(f)
· f

ϕ(f)
·
(ϕ(d)

d

)2

≪ q

r
· ϕ(d)

d
.

On the other hand, the part of the sum with f > (log q)A/2 is bounded by

(47) ≪ q

r

∑

f>(log q)A/2

p|f =⇒ p|d
p|f =⇒ p6(log q)A

f |d

µ2(f)

f

(∑

e

λfe
e

)2

,

the condition µ2(f) being implied from the definition of λe as equal to either µ(e) or 0.
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We now notice that
∑

e λfe/e≪
∏

p|d(1 + 1/p)≪ ∏
p6log q(1 + 1/p)≪ log log q and that

moreover, ∑

f |d
p|f =⇒ p6logA q

µ2(f)≪ 2ω(d;logA q),

where ω(d; y) denotes the number of distinct prime factors of d that are 6 y. Since ω(d, y) 6
log y

log log y
, we conclude that the above expression is ≪ε logε q for any fixed ε > 0. Therefore,

(47) is

≪A
q

r
· 1

(log q)A/2
.

This shows that (46) is

≪A
q

r
· ϕ(d)

d
= o

((q
r
· ϕ(d)

d

)2)
,

finishing the proof.
�

5. Additive exponentials along reduced residues

In order to prove the remaining lemma, we will mostly appeal to the following result.

Lemma 5.1. Let A > 1000. Let d 6 q and r 6 logA q with 0 6 a < r. Let δ > 100ε > 0.
Then, for H > qδ, q−ε 6 |β| 6 e−τr and all y 6 q, we have

(48)
∣∣∣

∑

(n,d)=1
n∈[y,y+H]

n≡a (mod r)

e(nβ)
∣∣∣≪A,δ

H

eτr/2
· ϕ(d)

d
+

H

(log q)A
.

Proof. We start by introducing a smooth function W such that W (x) = 1 for [(log q)−A, 1−
(log q)−A] and W is compactly supported in [0, 1] with W (k)(x)≪k (log q)Ak for all x ∈ R.
Then, with a loss of ≪ H(log q)−A, we can express the left-hand side of (48) as

∑

(n,d)=1
n≡w (mod r)

W
(n− y

H

)
e(nβ).

We express the condition n ≡ w (mod r) using additive characters. Therefore, it is enough
to bound

sup
06w<r

∣∣∣
∑

(n,d)=1

W
(n− y

H

)
e
(
n
(w
r

+ β
))∣∣∣.

Using Lemma 3.1, we write

1(n,d)=1 =
∑

e|n
e6z

λe +O(d(n)1ω(n)>(log log q)2) +O
(
d(n)

∑

p|d
p|n

p>(log q)A

1
)

with z = exp(A(log log q)3) and λe the same sieve coefficients as in Lemma 3.1. The
contribution of the error term is negligible by Lemma 3.4. It therefore suffices to bound

∑

e6z

λe
∑

n

W
(ne− y

H

)
exp

(
2πin

(ew
r

+ eβ
))
.
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By the Poisson summation, the inner sum is equal to
∑

ℓ

∫

R

W
(ex− y

H

)
exp

(
2πix

(ew
r

+ eβ
))

exp(−2πixℓ)dx.

After a change of variable (ex− y)/H ←→ x (and writing d instead of e to avoid clashes of
notation), this is equal to

(49)
∑

d6z

λd ·
H

d

∑

ℓ

e
(y
d

(dw
r

+ dβ − ℓ
))
Ŵ

(H
d

(dw
r

+ dβ − ℓ
))
.

To analyze this, write

(50)
∣∣∣β +

w

r
− a

v

∣∣∣ 6 1

vQ

with Q = Hq−3ε/4, v < Q and (a, v) = 1.
Suppose first that qε < v < Hq−3ε/4. In that case since (50) is ≪ H−1q−ε/4, and since

d 6 qε/2, we get
∣∣∣dβ +

dw

r
− da

v

∣∣∣ 6 qε/4

H
.

However, since qε 6 v 6 Hq−3ε/4 and d 6 qε/2, for any integer ℓ,
∣∣∣da
v
− ℓ

∣∣∣ > q3ε/4

H
.

Therefore, combining the above two inequalities,
∣∣∣dβ +

dw

r
− ℓ

∣∣∣ > q3ε/4

H

and thus, (49) is negligible by the fast decay rate of Ŵ (since d 6 qε/2). Therefore, there
remains the case of v < qε. Notice that writing w/r − a/v = t/(rv) for some t ∈ Z, we see
from (50) that if t 6= 0 then

|β| ≍ |t|
rv
.

Also, if t = 0 then we would have |β| ≪ H−1q3ε/4 but this is impossible since we assume
that q−ε 6 |β|. So, in particular, t 6= 0 and it holds that |β| ≍ |t|/(rv). Since we also have
|β| 6 e−τr, it follows from the previous equation that v > eτr/r.

If (49) is non-negligible, that is, if there exists an integer ℓ such that
∣∣∣dβ +

dw

r
− ℓ

∣∣∣ 6 qε

H
,

then combining this with (50), we get
∣∣∣da
v
− ℓ

∣∣∣ 6 2qε

H

and since v 6 qε and (a, v) = 1, this implies that v|d.
Conversely, if v|d then (49) is equal to

H

d
· e
(
− y

(w
r

+ β − a

v

))
Ŵ

(
H
(w
r

+ β − a

v

))
+O(q−ε/4)
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(with the main term coming from ℓ = ad/v). Therefore, it remains to estimate

H
∑

d6z
v|d

λd
d

and Lemma 3.6 shows that this is

≪A
H

ϕ(v)
· ϕ(d)

d
+

H

(log q)A/2
≪ H

eτr/2
· ϕ(d)

d
+

H

(log q)A/2

as needed.
�

As a fairly immediate consequence of Lemma 5.1, we obtain:

Lemma 5.2. Let (r, q) = 1, d|q. Then, for H > q1/5 and r 6 (log q)100, we have

sup
|β|6e−τr

∣∣∣
∑

n∈[y,y+H]
(n,d)=1

n≡a (mod r)

e(nβ)− 1

ϕ(r)

∑

n∈[y,y+H]
(n,rd)=1

e(nβ)
∣∣∣≪ ϕ(d)

d
· H

eτr/2
+

H

(log q)200

for every y 6 q. Moreover, for every A > 1000, q > 1, H > q1/10, y 6 q and q′ 6 q2,

(51)
∑

n∈[y,y+H]
(n,q′)=1

1 =
Hϕ(q′)

q′
+OA

( H

(log q)A

)
.

Proof. Suppose first that q−ε 6 |β| 6 e−τr. In this case, the result follows from Lemma 5.1
which shows that both terms are individually bounded by

H

eτr/2
· ϕ(d)

d
+

H

(log q)200
.

Suppose now that |β| 6 q−ε. Cutting into intervals I = [x, y] ⊂ [0, q] of length qε/4, it
remains to show that

∣∣∣
∑

n∈I
(n,d)=1

n≡a (mod r)

e((n− x)β)− 1

ϕ(r)

∑

n∈I
(n,rd)=1

e((n− x)β)
∣∣∣≪ ϕ(d)

d
· H

eτr/2
+

H

(log q)200
.

Since |(n− x)β| 6 q−3ε/4 for all n ∈ I = [x, y], it suffices in fact to show that

(52)
∣∣∣

∑

n∈I
(n,d)=1

n≡a (mod r)

1− 1

ϕ(r)

∑

n∈I
(n,rd)=1

1
∣∣∣≪ ϕ(d)

d
· H

eτr/2
+

H

(log q)200
.

By Lemma 3.1 and Lemma 3.4, the first term on the left-hand side is for any A > 0 equal
to

(53)
∑

e6v

λe
∑

n∈I
n≡a (mod r)

e|n

1 +O
( |I|

(log q)A

)
,

where z = exp(A(log log q)2) and λe the same coefficients as defined in Lemma 3.1.
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Since λe is supported on integers such that p|e =⇒ p|d, we have (e, r) = 1. It follows
that (53) is, by Lemma 3.6, equal to

|I|
r

∑

e6v

λe
e

+ O
( |I|

(log q)A

)
=
|I|
r
· ϕ(d)

d
+O

( 1

(log q)A−1

)
.

Like-wise a computation (based on Lemma 3.1, Lemma 3.4 and Lemma 3.6) reveals that

1

ϕ(r)

∑

n∈I
(n,rd)=1

1 =
1

ϕ(r)
· ϕ(rd)

rd
· |I|+O

( |I|
(log q)A−1

)
=
|I|
r
· ϕ(d)

d
+O

( |I|
(log q)A−1

)
.

Choosing A = 300, we therefore obtain (52). The bound (51) follows in an identical manner
by inserting the sieve weight of Lemma 3.1 and appealing to Lemma 3.4 and Lemma 3.6.

�

We also have the following corollary (in which we do not assume that (r, q) = 1):

Corollary 5.3. Let r 6 (log q)50 and H ′ > q1/3. Then, for every y 6 q and every
(a, (r, q)) = 1, we have

(54) sup
|β|6e−τr

∣∣∣
∑

(m,q)=1
m≡a (mod r)
m∈[y,y+H′]

e(mβ)− 1

ϕ(r)

∑

(m, rq
(r,q)

)=1

m∈[y,y+H′]

e(mβ)
∣∣∣≪

(r, q)

ϕ((r, q))
· ϕ(q)

q
· H

′

eτr/2
+

H ′

(log q)100
.

Proof. The corollary is a simple consequence of Lemma 5.2. Notice that if a 6 r is such
that (a, (r, q)) = 1, then (m, q) = 1, m ≡ a (mod r) is equivalent to (m, q

(r,q)
) = 1, m ≡ a

(mod r). Therefore, for every β ∈ R,
∑

(m,q)=1
m≡a (mod r)
m∈[y,y+H′]

e(mβ) =
∑

(m, q
(r,q)

)=1

m≡a (mod r)
m∈[y,y+H′]

e(mβ).

It remains to use Lemma 5.2 for q′ = q
(r,q)

, d = q′ and r′ = r (notice that (q′, r′) = 1). �

6. Ergodicity of weighted sums

In this section we prove the following result which is also of independent interest.

Proposition 6.1. For every uniquely ergodic T = Tα,g, and every n ∈ N sufficiently large,
there exists

pn ∈ [log2 qn, 2 log2 qn] ∩ P 7

such that

(55) lim
n→+∞

min
zn∈{qn,pnqn}

max
d|zn

sup
(x,y)∈T2

d

znϕ(d)

∣∣∣
∑

k6zn
(k,d)=1

f(T k(x, y))
∣∣∣ = 0.

for every f ∈ C(T2) with zero mean.

7The set on the RHS is always non-empty by the PNT. We denote by P the set of primes.
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Proof. It is enough to show (55) for f = eb,c, b, c ∈ Z. We will consider several cases:
I. n∗ = n. This implies that qn > eτqn−1 . In this case, we will show (55) with zn = qn.

Given a small ε > 0, let H ∈ [1
2
q
1/2−ε
n , q

1/2−ε
n ] ∩ Z be such that qn−1|H (this assumption

is only to simplify the notation below) and let Ii = [iH, (i + 1)H) for i = 0, . . . , [ qn
H

] − 1.

Notice that the interval [[ qn
H

]H, qn] has length 6 H , and since dH
qnϕ(d)

= o(1) for every d|qn, 8

it can be ignored. We have

(56)
∑

k6zn
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn−1

[qn/h]−1∑

i=0

∑

k∈Ii
(k,d)=1

k≡a mod qn−1

eb,c(T
k(x, y)) +O(H).

Let zi = iH (then qn−1|zi). Then k ∈ Ii implies that |k − zi| 6 q
1/2−ε
n . Let (xi, yi) :=

T zi(xi, yi). By Corollary 2.6 with qn and qn−1, m = k− zi, δ = 1/2 + ε and w = 1, it follows
that

T k(x, y) = T k−zi(xi, yi) = T k mod qn−1(xi, yi + Pn−1(xi, k − zi)) + o(1),

where Pn−1 is a polynomial of degree at most 1 (since δ = 1/2 + ε). Therefore, by Propo-
sition 2.5, Pn−1(xi, k − zi) = (k − zi)βi, where

(57) |βi| 6 e−τqn−1 .

Using this, we get

(58)
∑

k∈Ii
(k,d)=1

k≡a mod qn−1

eb,c(T
k(x, y)) = eb,c(T

a(xi, yi))
∑

k∈Ii
(k,d)=1

k≡a mod qn−1

ec((k − zi)βi)+

o(
∑

k∈Ii
(k,d)=1

k≡a mod qn−1

1),

where o(·) does not depend on d. The last term after summing over i and a 6 qn−1 is of

order o( qn
d
· ϕ(d)) = o(ϕ(d)qn

d
), and hence will be ignored. Let

hi,a :=
∑

k∈Ii
(k,d)=1

k≡a mod qn−1

ec((k − zi)βi)

and let

vi =
1

ϕ(qn−1)

∑

(m,dqn−1)=1
m∈Ii

ec((m− zi)βi).

Summing (58) over a 6 qn−1 (and recalling that we ignore the last term), we get

(59)
∑

k∈Ii
(k,d)=1

eb,c(T
k(x, y)) = vi

∑

a6qn−1

eb,c(T
a(xi, yi)) +O

( ∑

a6qn−1

|hi,a − vi|
)
.

8We recall that ϕ(d) > d/(eγ log log d + 3/ log log d) for d > 2.
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Notice that by (51) with q′ = dqn−1 6 q2n (and remembering that |Ii| > q
1/3
n ),

|vi| 6
1

ϕ(qn−1)

∑

(m,dqn−1)=1
m∈Ii

1 =
1

ϕ(qn−1)
O
(ϕ(dqn−1)H

dqn−1

)
= O

(ϕ(d)H

dqn−1

)
,

where we use that (d, qn−1) = 1 (since d|qn and (qn, qn−1) = 1). So, by unique ergodicity,

|vi
∑

a6qn−1

eb,c(T
a(xi, yi))| = o

(ϕ(d)H

d

)
.

Now, n = n∗ and (57) allow us to use Lemma 5.2 with r = qn−1 which after summing over
a 6 qn−1 6 log50 qn, gives

∑

a6qn−1

|hi,a − vi| 6
ϕ(d)

d

H

eτqn−1/2
qn−1 +

Hqn−1

(log qn)200
= o

(ϕ(d)H

d

)
.

Using this and summing (59) over i, we get

∑

k6qn
(k,d)=1

eb,c(T
k(x, y)) =

qn
H
o
(ϕ(d)H

d

)
= o

(ϕ(d)qn
d

)
.

This finishes the proof of I (with an arbitrary pn in the required interval).
II. n∗ < n. Notice that by the definition of n∗, qn < eτqn−1. Let w : N → N be a function
that goes slowly to +∞, say, w(n) = log log logn.
II.a. qn−1 6

qn
w(n) log log qn

. In this case, we will show (55) with zn = qn. We split

(60)
∑

k6qn
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn−1

∑

k6qn
k≡a mod qn−1

(k,d)=1

eb,c(T
k(x, y)).

By Lemma 2.4 with n−1 in place of n (and noticing that n∗ = (n−1)∗) and z = 1, noticing
that by assumptions qn 6 min( qnqn−1

qn∗
, eτqn−1), we get k ≡ a mod qn−1 implies that

(61) d(T k(x, y), T a(x, y)) = o(1).

Notice that for every d|qn,

ϕ(d)qn
qn−1d

>
qn

qn−1 log log d
>

qn
qn−1 log log qn

> w(n)→ +∞,
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since we are in II.a case. Therefore, by Lemma 4.1 for q = qn and r = qn−1, (61), and
unique ergodicity, we obtain

∑

k6qn
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn−1

eb,c(T
a(x, y))[

∑

k6qn
k≡a mod qn−1

(k,d)=1

1] + o
(ϕ(d)qn

d

)
=

ϕ(d)qn
d

1

qn−1

∑

a6qn−1

eb,c(T
a(x, y)) +O

( ∑

a6qn−1

∣∣∣
∑

k6qn
k≡a mod qn−1

(k,d)=1

1− ϕ(d)qn
qn−1d

∣∣∣
)

+ o
(ϕ(d)qn

d

)
=

o
(ϕ(d)qn

d

)
.

This finishes the proof in this case.

II.b. qn−1 >
qn

w(n) log log qn
and qn∗ 6

qn−1

16 log2 qn
. In this case, we will show (55) with zn = pnqn

for some pn ∈ [log2 qn, 2 log2 qn]∩P. Namely, let pn ∈ [log2 qn, 2 log2 qn]∩P be any number
such that (pn, qn−1) = 1. To see that such a pn exists, notice that by the prime number
theorem

(62)
∏

p∈[log2 qn,2 log2 qn]∩P
p >

(
log2 qn

) log2 qn
4 log log qn

=
(

log qn

)log3/2 qn
> qn > qn−1

(recall that (pn, qn−1) > 1 implies that pn|qn−1). By the bounds of pn, pnqn < epn, so

(63) qn−1 6 qn =
zn
pn

6
zn

log zn
.

Note that (pn, qn−1) = (qn, qn−1) = 1, implies (zn, qn−1) = 1. Since we are in case II.b.,
zn = pnqn 6 4qn log2 qn 6

qnqn−1

qn∗
. Moreover, zn 6 4qn log2 qn 6 e2τqn−1 (since qn 6 eτqn−1).

Therefore, we can use Lemma 2.4, with n − 1 in place of n, z = 1 to get that for every
k 6 zn 6 qn−1 min( qn

qn∗
, e2τqn−1), k ≡ a mod qn−1, we have

(64) d(T k(x, y), T a(x, y)) = o(1).

Notice that by the bounds on pn, zn = pnqn > qn log2 qn > qn log3/2 zn. So, for every d|zn,
in view of (63),

ϕ(d)zn
qn−1d

>
zn

qn−1 log log d
>

zn
qn−1 log log zn

> log1/2 zn → +∞.

We split

(65)
∑

k6zn
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn−1

∑

k6zn
k≡a mod qn−1

(k,d)=1

eb,c(T
k(x, y)).
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By Lemma 4.1 for q = zn and r = qn−1, (64) and unique ergodicity, we get

(66)
∑

k6zn
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn−1

eb,c(T
a(x, y))[

∑

k6zn
k≡a mod qn−1

(k,d)=1

1] + o
(ϕ(d)qn

d

)
=

ϕ(d)zn
qn−1d

∑

a6qn−1

eb,c(T
a(x, y)) +O

( ∑

a6qn−1

∣∣∣
∑

k6zn
k≡a mod qn−1

(k,d)=1

1− ϕ(d)zn
qn−1d

∣∣∣
)

+ o
(ϕ(d)zn

d

)
=

o
(ϕ(d)zn

d

)
.

This finishes the proof in this case.

II.c. qn−1 >
qn

w(n) log log qn
, qn∗ >

qn−1

16 log2 qn
and (see (26))

(67) max
|m|∈[qn∗−1,

log qn∗

τ ′2
]

qn∗−1|m

|am| 6
1

log4 qn
.

Let pn ∈ [log2 qn, 2 log2 qn] ∩ P be any number such that (pn, qn−1) = 1 (analogously to
(62), we show that such pn exists). Let zn := pnqn. By Lemma 6.3, we get that for
k 6 zn 6 2qn log2 qn, k ≡ a mod qn−1,

d(T k(x, y), T a(x, y)) = o(1).

The proof follows now the same lines as the proof of II.b., i.e. we repeat (65) and (66).
II.d. qn−1 >

qn
w(n) log log qn

, qn∗ >
qn−1

16 log2 qn
and (see (26))

max
|m|∈[qn∗−1,

log qn∗

τ ′2
]

qn∗−1|m

|am| >
1

log4 qn
.

We then take zn := qn. If m is a number reaching the max above, then e−τ ′qn∗−1 > e−τ ′m >

|am| > 1
log4 qn

, and this implies that

(68) qn∗−1 6 [log log qn]2.

Moreover, by (26), since am is a Fourier coefficient of gn∗−1, by bounding the L2 norm by
the supremum norm, we obtain

(69) sup
x∈T
|gn∗−1(x)| > 1

log4 qn
.

Let H := q
1/2−ε
n∗ > q

1/2−ε
n−1 /(16 log2 qn)1/2−ε > q

1/2−3/(2ε)
n−1 > q

1/2−2ε
n by our choice of w. In

this case, we will show (55) with zn = qn. We will show that

(70)
∑

u<qn

∣∣∣
∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y))

∣∣∣ = o
(qnHϕ(d)

d

)
.
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Then (55) will follow, since by the above we can split [0, qn] (up to error 6 H) into disjoint
intervals {Ii} (of length H) satisfying

∣∣∣
∑

k∈Ii
(k,d)=1

eb,c(T
k(x, y))

∣∣∣ = o
(Hϕ(d)

d

)
.

The result then follows by summing over i. Let us show (70). Let k ∈ [u, u+H ], k ≡ a+ u

mod qn∗−1. Note that k−u 6 H = q
1/2−ε
n∗ , so by Corollary 2.6 with n replaced by n∗, w = 1

and δ = 1/2 + ε, and denoting (xu, yu) = T u(x, y), we obtain

T k(x, y) = T k−u(xu, yu) = T a(xu, yu + (k − u)βu) + o(1),

as deg Pn∗−1 6 1 by our choice of δ. Moreover, by Proposition 2.5,

(71) βu = gn∗−1(x + uα).

Using this and decomposing into residue classes mod qn∗−1, we get

(72)
∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y)) =

∑

a6qn∗−1

eb,c(T
a(xu, yu)[

∑

k∈[u,u+H]
(k,d)=1

k≡a mod qn∗−1

eb,c((k − u)βu)] + o(
∑

k∈[u,u+H]
(k,d)=1

1).

Notice that if (a, (qn∗−1, d)) > 1, then the above sum is empty. If (a, (qn∗−1, d)) = 1 and

(73) |βu| >
1

qεn
,

then q−ε
n < |βu| < e−τqn∗−1 (see (35)) and since H > q

1
2
−2ε

n > q100εn , by Lemma 5.1 with
r = qn∗−1 and q = qn, we get

∣∣∣
∑

k∈[u,u+H]
(k,d)=1

k≡a mod qn∗−1

eb,c((k − u)βu)
∣∣∣ = o

(ϕ(d)H

dq2n∗−1

)
,

where the proper bound 1
(log qn)A

= o
(

ϕ(d)

dq2
n∗−1

)
for the second summand on the RHS in (48)

follows from (68). Hence, summing over a 6 qn∗−1, using (72) and (51) (which applies since

H > q
1/2−2ε
n > q

1/10
n ), we get

∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y)) = o

(ϕ(d)H

dqn∗−1

)
+ o

(ϕ(d)H

d

)
= o

(ϕ(d)H

d

)
.

So, by (73),

∑

u<qn

∣∣∣
∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y))

∣∣∣ =
∑

u:|βu|6 1
qεn

∣∣∣
∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y))

∣∣∣ + o
(qnϕ(d)H

d

)
.
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Since for a fixed u, ∣∣∣
∑

k∈[u,u+H]
(k,d)=1

eb,c(T
k(x, y))

∣∣∣ 6 H

d
· ϕ(d),

equation (70) follows by showing
∣∣∣{u 6 qn : |βu| 6 q−ε

n }
∣∣∣ = o(qn).

This however follows by (69), (71) and Lemma 6.2. This finishes the proof of II.d. and
hence also the proof of Proposition 6.1. �

Lemma 6.2. Fix ε > 0. Let n∗ < n and assume that

(74) sup
x∈T
|gn∗−1(x)| > 1

log4 qn
.

Then (uniformly) for every x ∈ T,
∣∣∣{u 6 qn : |gn∗−1(x+ uα)| 6 q−ε

n }
∣∣∣ = o(qn).

Proof. Notice first that gn∗−1 is a complex polynomial whose number of terms is at most

2 log qn∗

qn∗−1
= o(log qn). Let E := {x ∈ T : |gn∗−1(x)| < q

−ε/2
n }. Then, by (74) and Theo-

rem 2.7,

(75) Leb(E) 6 C
[ log4 qn

qεn

]1/o(log qn)
= o(1),

since ε > 0 is fixed and n grows. Notice that if z ∈ Ec and |z′−z| 6 1

q
ε/2
n

, then (remembering

that sup |g′j| → 0 due to the exponential decay of the coefficients of g)

|gn∗−1(z
′)− gn∗−1(z)| 6 sup

θ∈T
|g′n∗−1(θ)|

1

q
ε/2
n

= o
( 1

q
ε/2
n

)
,

and so |gn∗−1(z
′)| > 1

qεn
. Decompose T into disjoint intervals {Ii}ℓi=1 of equal length ∼ 1

q
ε/2
n

.

By the above, if Ii ∩ Ec 6= ∅, then

inf
z∈Ii
|gn∗−1(z)| > q−ε

n .

Let J := {i : Ii ∩Ec 6= ∅}. By (75), |J | = ℓ− o(ℓ). By the Denjoy-Koksma inequality, for
every i 6 ℓ and every x ∈ T,∣∣∣

∑

m6qn

χIi(x+mα)− qnLeb(Ii)
∣∣∣ 6 2,

which implies that ∣∣∣
∑

m6qn

χIi(x+mα)
∣∣∣ > q1−ε/2

n − 2.

Therefore, and since |Ii| ∼ 1

q
ε/2
n

, so ℓ = [q
ε/2
n ], we obtain

∣∣∣{u 6 qn : |gn∗−1(x+ uα)| > q−ε/2
n } > (ℓ− o(ℓ))q1−ε/2

n = qn − o(qn).

This finishes the proof of Lemma 6.2. �
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Lemma 6.3. Let n be such that n∗ < n, qn−1 > q
1/2
n and

(76) sup
|m|∈[qn∗−1,

log qn∗

τ ′2
]

qn∗−1|m

|am| 6
1

log4 qn
.

Then, for every m 6 10qn log2 qn,

d(Tm(x, y), Tm mod qn−1(x, y)) = o(1),

uniformly over m and (x, y) ∈ T2.

Proof. It is enough to show that for every k 6
10qn log2 qn

qn−1
,

d(T kqn−1(x, y), (x, y)) = o(1),

uniformly over k and (x, y) ∈ T2. Notice that

‖kqn−1α‖ 6
10qn log2 qn

qn−1

1

qn
= o(1),

since qn−1 > q
1/2
n . Therefore, we only need to show that for k 6

10qn log2 qn
qn−1

, we have

|Skqn−1(g)(x)| = o(1).

Recall that g = g̃ =
∑

ℓ>1 gℓ. Clearly, by the cocycle identity, we have

sup
x∈T
|Skqn−1(g)(x)| 6 k sup

x∈T
|Sqn−1(g)(x)| 6 k

∑

ℓ>1

sup
x∈T
|Sqn−1(gℓ)(x)|.

But by the definition of n∗ (see (29)), for s ∈ [n∗, n] the interval [qs−1, log qs/(τ
′2)] is empty

as
log qs
τ ′2

<
τqs−1

τ ′2
<

(1/2)τ ′2qs−1

τ ′2
=

1

2
qs−1.

Therefore, there are no frequencies in [qn∗ , qn] (gℓ = 0 for ℓ ∈ [n∗, n]). Moreover, for the
frequencies at least qn, we apply the exponential decaying rate of Fourier coefficients to
obtain ∑

ℓ>n

|Sqn−1(gℓ)| = qn−1O(e−τqn),

and, clearly,
10qn log2 qn

qn−1
· qn−1o(e

−τqn) = o(1).

It follows that it is enough to show that

10qn log2 qn
qn−1

∑

ℓ<n∗

sup
x∈T
|Sqn−1(gℓ)(x)| = o(1).

Recall that for every m ∈ Z,

(77) Sqn−1(em)(x) = em(x)
em(qn−1α)− 1

em(α)− 1
.

Moreover,

(78)
∣∣∣em(qn−1α)− 1

em(α)− 1

∣∣∣≪ ‖mqn−1α‖
‖mα‖ 6 min

(
qn−1,

m‖qn−1α‖
‖mα‖

)
.
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We will separately consider the cases Sqn−1(gn∗−1(·)) and
∑

ℓ<n∗−1 |Sqn−1(gℓ)(x)|. Let first
ℓ < n∗ − 1 and let |m| ∈ [qℓ, qℓ+1]. Then

|Sqn−1(em)(x)| 6 |m|‖qn−1α‖
‖mα‖ 6

2|m|qℓ+1

qn
.

Notice that since ℓ + 1 < n∗, it follows by the definition of n∗ and n∗ < n that qℓ+1 6

qn∗−1 6 [log qn∗ ]2 6 [log qn−1]
2. Therefore,

|amSqn−1(em)(x)| 6 2|mam|
log2 qn−1

qn
6 e−τ |m|/2 log2 qn−1

qn
.

So, since qn−1 > q
1/2
n ,

10qn log2 qn
qn−1

|amSqn−1(em)(x)| 6 10e−τ |m|/2 log4 qn
qn−1

≪ e−τm/2 1

q
1/2
n−1

.

Therefore,

10qn log2 qn
qn−1

∑

ℓ<n∗−1

sup
x∈T
|Sqn−1(gℓ)(·)| = O(q

−1/2
n−1 ) = o(1).

Notice that we did not use (76) in this case. It remains to bound

sup
x∈T
|Sqn−1(gn∗−1)(x)|.

Let |m| ∈ [qn∗−1, qn∗ ]. Notice that by (77) and (78),

|Sqn−1(em)(x)| 6 2|m|qn∗

qn
.

Using (76), |am| 6 e−τ |m| and n∗ < n,

|amSqn−1(em)(x)| 6 2|m||am|1/4|am|3/4
qn−1

qn
6 e−τ |m|/8 qn−1

qn log3 qn
.

Therefore,

10qn log2 qn
qn−1

|amSqn−1(em)(x)| 6 10e−τ |m|/8 1

log qn
.

Summing over |m| ∈ [qn∗−1, qn∗ ] gives

10qn log2 qn
qn−1

Sqn−1(gn∗−1)(x) = o(1).

This finishes the proof. �

Part 2. Equidistribution along primes

7. Number theoretic lemma

Here, we will collect a number of standard lemmas that will be frequently used in the
upcoming sections. We also collect a number of more mundane lemmas that would otherwise
obstruct the flow of the argument.
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Lemma 7.1 (The hybrid large sieve). Let D(s, χ) =
∑

n6N a(n)χ(n)n−s. Then,

(79)
∑

χ (mod q)

∫

|t|6T

|D(1
2

+ it, χ)|2dt≪ (ϕ(q)T +N)
∑

n6N
(n,q)=1

|a(n)|2
n

.

Proof. This is [41, Theorem 6.4]. �

Lemma 7.2 (Classical large sieve). Let D(χ) =
∑

n6N a(n)χ(n). Then,
∑

χ (mod q)

|D(χ)|2 ≪ (ϕ(q) +N)
∑

n6N
(n,q)=1

|a(n)|2.

Proof. This is [41, Theorem 6.2]. �

Lemma 7.3 (Mean-value theorem). Let D(s) =
∑

n6N αnn
−s be a Dirichlet polynomial.

Then, ∫

|t|6T

|D(it)|2dt≪ (T +N)
∑

n6N

|αn|2.

Proof. Let Φ be a smooth non-negative function such that Φ(x) ≫ 1 for |x| 6 1 and

supp Φ̂ ⊂ [−1, 1]. Then,∫

|t|6T

|D(it)|2dt 6
∫

R

|D(it)|2Φ
( t
T

)
dt =

∑

n,m

αnαmT Φ̂
(
T log

n

m

)
.

Writing n = m + h, we obtain that the contribution of terms with |h| > N/T is zero.
Therefore, the above is equal to

≪ T
∑

n6N

|αn|2 + T
∑

0<h<N/T

∑

n6N−h

|αn| · |αn+h|

and applying the inequality |αnαn+h| 6 |αn|2 + |αn+h|2, we obtain

T
∑

n6N

|αn|2 + T
(N
T

+ 1
)∑

n6N

|αn|2

which gives the claim. �

Lemma 7.4 (Vaughan’s identity). For n > z > 1,

Λ(n) =
∑

d|n
d6z

µ(d) ln
n

d
−

∑

dc|n
d,c6z

µ(d)Λ(c) +
∑

dc|n
d>z,c>z

µ(d)Λ(c).

Proof. See [28, Proposition 13.4]. �

Lemma 7.5 (Heath-Brown identity). For any integer k > 1,

−ζ
′

ζ
(s) =

k∑

j=1

(−1)j
(
k

j

)
ζ(s)j−1ζ ′(s)M(s)j − ζ ′

ζ
(s) · (1− ζ(s)M(s))k,

where

M(s) =
∑

n6z

µ(n)

ns
.
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Proof. This is a trivial consequence of the binomial theorem. �

Lemma 7.6 (Linnik identity). We have

−
∑

k

(−1)k

k
· d⋆k,z(n) =

1

α
· 1n=pα

n>z
,

where d⋆k,z(n) counts the number of representations of n as n1 . . . nk with ni such that
p|ni =⇒ p > z and ni > 1 for all i = 1, . . . , k.

Proof. Let P (s) =
∏

p6z(1− p−s). Consider then

log(ζ(s)P (s)) = log(1− (1− ζ(s)P (s))) = −
∑

k

(−1)k

k
· (1− ζ(s)P (s))k.

The lemma follows on comparing the coefficients of the Dirichlet polynomials on the left-
hand side and the right-hand side. �

Lemma 7.7. Let E be a subset of tuples of the form (t, χ) with |t| 6 x and χ a char-
acter (mod q). Let D(s, χ) =

∑
n6x a(n)χ(n)n−s be a Dirichlet polynomial such that∑

n6x
|a(n)|2

n
≪ (log x)500. Then, for ϕ(q) 6 H 6 x,

1

ϕ(q)

∑

χ 6=χ0

∑

y<x

∣∣∣
∫

|t|6x
(t,χ)6∈E

D(1
2

+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
∣∣∣
2

≪ H2 log x

ϕ(q)

∑

χ 6=χ0 (mod q)

∫
|t|6(x/H)(log x)1000

(t,χ)6∈E

|D(1
2

+ it, χ)|2dt+
H2x

ϕ(q)(log x)500
.

Proof. This result is essentially standard and is implicit for instance in [38, Lemma 14].
We will repeat the proof here for the convenience of the reader. We start by splitting y
into dy-adic intervals 100H < 2−L−1x 6 y 6 2−Lx with 0 6 L 6 log x and the interval
[0, 100H ]. We will first handle the contribution coming from the y ∈ [2−L−1x, 2−Lx] and
then discuss the remaining (easier) case of y ∈ [0, 100H ].

First notice that

(y +H)s − ys
s

=
y

2H

∫ 3H/y

H/y

ys · (1 + u)s − 1

s
du

− y +H

2H

∫ 2H/(y+H)

0

(y +H)s · (1 + u)s − 1

s
du.

Using this identity, we see that
∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ)·(y +H)s − ys
s

ds
∣∣∣≪

∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ)ys · (1 + u)s − 1

s
ds
∣∣∣

+
∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ)(y +H)s · (1 + v)s − 1

s
ds
∣∣∣ , s = 1

2
+ it

for some |u|, |v| ≪ H/y ≪ 2LH/x. The treatment of the second term involving (y + H)s

is identical because after a change of variable y 7→ y −H , the variable y is still localized in
an interval of length H starting at a point≫ H , since 2−L−1x > 100H . For this reason, we
will omit this term from further discussion.
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It remains therefore to bound

(80)
∑

L

1

ϕ(q)

∑

χ 6=χ0

∫

R

∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ)ys · (1 + u)s − 1

s
ds
∣∣∣
2

Φ
( y

2−Lx

)
dy , |u| ≪ 2LH

x

with Φ some smooth non-negative function such that Φ(x) > 1 for all x ∈ [1/2, 1] (notice
that this expression is an upper bound for the sum over y < x). Expanding the square,
interchanging the integral signs and using the bound

(1 + u)s − 1

s
≪ min

(H2L

x
,

1

1 + |t|
)
,

we conclude that the integral over y in (80) is

≪
∫

|t|6x
(t,χ)6∈E

∫
|u|6x

(u,χ)6∈E
|D(1

2
+ iu, χ)D(1

2
+ it, χ)|

×min
(H2L

x
,

1

1 + |t|
)

min
(H2L

x
,

1

1 + |u|
)∣∣∣

∫

R

y1+it−iuΦ
( y

2−Lx

)
dy

∣∣∣dtdu.

By the integration by parts, this is

≪ 2−2Lx2
∫

|t|,|u|6x
(t,χ),(u,χ)6∈E

|D(1
2

+ iu, χ)D(1
2

+ it, χ)|

×min
(H2L

x
,

1

1 + |u|
)

min
(H2L

x
,

1

1 + |t|
)
· dtdu

1 + |t− u|2 .

Using the inequality 2ab 6 a2 + b2 (applied to each of the D(·) min(. . .)) then gives the
bound

≪ 2−2Lx2
∫

|t|6x
(t,χ)6∈E

|D(1
2

+ it, χ)|2 ·min
(H222L

x2
,

1

1 + |t|2
)
dt.

The part of the integral with |t| 6 (x/H)(log x)1000 gives after summing over L and χ, a
contribution which is

≪ H2 log x

ϕ(q)

∑

χ 6=χ0 (mod q)

∫
|t|6(x/H)(log x)1000

(t,χ)6∈E

|D(1
2

+ it, χ)|2dt.

It therefore remains to bound the part with |t| > (x/H)(log x)1000 which is

(81) ≪
∑

06L6log x

2−2Lx2 · 1

ϕ(q)

∑

χ 6=χ0 (mod q)

∫

|t|>(x/H)(log x)1000
|D(1

2
+ it, χ)|2 · dt

1 + |t|2 .

Dissecting the range t over dy-adic intervals, we see that

1

ϕ(q)

∑

χ (mod q)

∫

|t|>(x/H)(log x)1000
|D(1

2
+ it, χ)|2 · dt

1 + |t|2

≪ H2

x2
· 1

(log x)2000

∑

R

2−2R · 1

ϕ(q)

∑

χ (mod q)

∫

|t|∼2R(x/H)(log x)1000
|D(1

2
+ it, χ)|2dt
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by the large sieve, the assumptions on the coefficients of D(·) and by ϕ(q) 6 H , this is

≪ 1

ϕ(q)

H2

x2
· 1

(log x)2000
·
∑

R

2−2R ·
(ϕ(q)2Rx

H
(log x)1000 + x

)
(log x)500

≪ H2

ϕ(q)x
· 1

(log x)500
.

This shows that (81) is

≪ H2x

ϕ(q)(log x)500

as required.
Finally, it remains to deal with the contribution of y ∈ [0, 100H ]. This is sligtly easier

and so we will be briefer. First, it suffices to use
∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ) · (y +H)s − ys
s

ds
∣∣∣
2

≪

∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ) · (y +H)s

s
ds
∣∣∣
2

+
∣∣∣
∫

|t|6T
(t,χ)6∈E

D(s, χ) · y
s

s
ds
∣∣∣
2

,

where s = 1
2

+ it. Once again we can focus on the second term involving ys since the
treatment of the first term with (y + H)s is similar because after the change of variable
y + H 7→ y, the variable y still belongs to an interval of length ≫ H ending at a point
which is ≫ H .

Therefore, it remains to estimate

1

ϕ(q)

∑

χ 6=χ0

∫

R

∣∣∣
∫

|t|6x
(t,χ)6∈E

D(s, χ) · y
s

s
ds
∣∣∣
2

Φ
( y

100H

)
dy

with Φ a smooth, non-negative, compactly supported function such that Φ(x) > 1 for
x ∈ [0, 1]. Expanding the square, we get

(82)
1

ϕ(q)

∑

χ 6=χ0

∫
|t|,|u|6x

(t,χ),(u,χ)6∈E

D(1
2

+ it, χ)
1
2

+ it

D(1
2

+ iu, χ)
1
2
− iu

∫

R

y1+it−iu · Φ
( y

100H

)
dydtdu.

By the integration by parts,
∫

R

y1+it−iuΦ
( y

100H

)
dy ≪ H2

1 + |t− u|2 .

Therefore, (82) is

≪ H2

ϕ(q)

∑

χ 6=χ0

∫
|t|6x

(t,χ)6∈E
|D(1

2
+ it, χ)|2 · dt

1 + |t|2 .

Using that H 6 x, we can now bound this by

≪ H2

ϕ(q)

∑

χ 6=χ0

∫
|t|6x(log x)1000/H

(t,χ)6∈E

|D(1
2

+ it, χ)|2dt+
H2

ϕ(q)

∫

(log x)10006|t|6x

|D(1
2

+ it, χ)|2 · dt

1 + |t|2 .
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Splitting the second term into dy-adic intervals 2L 6 |t| 6 2L+1 and applying the hybrid
large sieve, we see that the contribution of the second term is

≪ H2

ϕ(q)

∑

(log x)100062L

2−2L
(
ϕ(q)2L + x

)
· (log x)500 ≪ H2(log x)−500 +

H2x

ϕ(q)
· (log x)−1500

and this is sufficient. �

Lemma 7.8 (Cancellations in Dirichlet polynomials over almost primes). Let A > 10 be

given. Let χ be a character of conductor 6 (logN)A and t be such that (logN)A
2
6 |t| 6

NA. Then, uniformly in 1 6 w 6
√
N ,

∣∣∣
∑

n∼N
p|n =⇒ p>w

µ(n)χ(n)

n1/2+it

∣∣∣≪
√
N

(logN)A
and

∣∣∣
∑

n∼N
p|n =⇒ p>w

χ(n)

n1/2+it

∣∣∣≪
√
N

(logN)A
.

In addition,
∣∣∣
∑

p∼P

χ(p) log p

p1/2+it

∣∣∣≪
√
P1χ=χ0

1 + |t| +

√
P

(logP )A
.

Proof. The third bound follows from the Korobov-Vinogradov zero-free region [42, Chapter
9, Notes] and contour integration as in [37, Lemma 2]. We will only describe the proof of
the first bound, since the proof of the second one is identical.

Let ε ∈ (0, 1
1000

). The proof splits into two cases.

Case 1: w > exp((logN)2/3+ε. By Ramaré’s identity,

∑

n∼N
p|n =⇒ p>w

µ(n)χ(n)

n1/2+it
=

∑

w<p6
√
N

µ(p)χ(p)

p1/2+it

∑

q|m =⇒ q>w
m∼N/p
(m,p)=1

µ(m)χ(m)

m1/2+it
· 1

ω⋆(m;w)
,

where

ω⋆(m;w) =
∑

w6p6
√
N

1.

We partition p into dy-adic range w 6 P 6
√
N and we express the condition mp ∼ N

using a contour integral so that the above expression can be re-written as

∑

w6P6
√
N

1

2πi

∫

|u|6(logN)3A

∑

N/4P6m62N/P

µ(m)χ(m)

m1/2+iu+it

∑

p∼P
p∤m

µ(p)χ(p)

p1/2+it+iu
· N

σ+iudu

σ + iu
, σ :=

1

logN

+O
( √

N

(logN)A

)
.

We now conclude by using
∑

p∼P
p∤m

χ(p)

p1/2+it+iu
≪

√
P

(logN)5A

and the trivial bound on the Dirichlet polynomial over n.
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Case 2: w < exp((logN)2/3+ε). On the other hand, if w 6 exp((logN)2/3+ε) then we
notice that

∑

n∼N
p|n =⇒ p>w

µ(n)χ(n)

n1/2+it
=

∑

n∼N
ω(n)6(logN)1/100

µ(n)χ(n)

n1/2+it

∑

d|n
p|d =⇒ p6w

d6N1/100

µ(d) +O
( √

N

(logN)A

)
,

where the condition d 6 N1/100 is implied from the fact that d has at most (logN)1/100

prime factors, and all of them are less than w. Interchanging the sum over d and n, and
trivially bounding the contribution of the integers n with more than (logN)1/100 prime
factors, we get that the first sum is equal to

∑

p|d =⇒ p6w

d6N1/100

µ(d)χ(d)

d1/2+it

∑

n∼N
(n,d)=1

µ(n)χ(n)

n1/2+it
+O

( √
N

(logN)A

)
≪A

√
N

(logN)A

and this is ≪A

√
N/(logN)A using cancellations in the sum over n.

�

Recall that pq := p mod q, so pq ∈ [0, q − 1].

Lemma 7.9. For any ε > 0 and intervals I ⊂ [0, N ], J ⊂ [0, q] such that |I| > q ·N5ε and
|J | > qε, we have

∑

p∈I
pq∈J

log p≪ε
|J |
q
· |I|.

Proof. Since I ⊂ [1, N ], we have
∑

p∈I
pq∈J

log p≪ logN
∑

p∈I
pq∈J

1.

It will therefore suffice to prove the bound
∑

p∈I
pq∈J

1≪ε
|J |
q
· |I|

logN
.

We separate the proof into two cases. First, consider the case where |J | > q3/N2−4ε. Let
λd denote the sieve coefficients coming from Lemma 3.5 so that

1p∈I 6
∑

d6z

λd

with z = N ε. Therefore, ∑

p∈I
pq∈J

1≪
∑

n∈I
nq∈J

(∑

d|n
d6z

λd

)
.

Opening the later sum in characters, we find that it is equal to

1

ϕ(q)

∑

χ (mod q)

(∑

n∈I
χ(n)

(∑

d|n
d6z

λd

))
·
(∑

a∈J
χ(a)

)
.
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We notice that by the Polya-Vinogradov inequality, for χ 6= χ0,∑

n∈I
χ(n)

(∑

d|n
d6z

λd

)
=

∑

d6z

λdχ(d)
∑

n∈I/d
χ(n)≪ z

√
q log q.

Moreover, by the large sieve,

1

ϕ(q)

∑

χ (mod q)

∣∣∣
∑

a∈J
χ(a)

∣∣∣≪
√
|J |.

Therefore, the contribution of the non-principal characters is

≪ z
√
q log q

√
|J |.

Finally, the contribution of the principal character is

≪
( 1

ϕ(q)

∑

n∈J
(n,q)=1

1
) ∑

n∈I
(n,q)=1

(∑

d|n
d6z

λd

)
≪ |J |

q

∑

n∈I

(∑

d|n
d6z

µ(d)
)
≪ |J |

q
· |I|

log z

by Lemma 3.5 and Lemma 3.3. This gives a final bound of the form

≪ε
|J |
q
· |I|

logN
+N ε√q log q

√
|J | ≪ε

|J |
q
· |I|

logN

by our assumption that |J | > q3/N2−4ε.
Let us now consider the case |J | < q3/N2−4ε in which case necessarily N 6 q2. We cover

the interval I with ≪ |I|/q disjoint intervals I1, . . . , Ik ⊂ [0, 2N ] of length q. On each such
sub-interval we notice that ∑

p∈Ij
pq∈J

1 =
∑

p∈I⋆j

1,

where I⋆j is an interval of length |J |. Since N 6 q2 and |J | > qε, it follows by the Brun-
Titchmarsh theorem that ∑

p∈I⋆j

1≪ε
|J |

logN
.

Summing back over all Ij , this gives the required bound. �

8. Hybrid Huxley’s results

In this section we will prove the following “hybrid” version of Huxley’s theorem.

Theorem 8.1. Let ε, ξ ∈ (0, 1
1000

). Suppose that H/q > x1/6+ε and H 6 x. Then, for

r 6 q1−ξ with (r, q) = 1, we have

∑

y<x

r∑

v=1

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)

log p− H

r

∣∣∣≪ε,ξ
Hx

(log x)100
.

Moreover, if H = x then
r∑

v=1

∣∣∣
∑

p∈[0,H]
pq≡v (mod r)

log p− H

r

∣∣∣≪ε,ξ
H

(logH)100
.
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Notice that taking r = 1 recovers the original result of Huxley in almost all short intervals.
On the other end, taking H = x and thinking of pq as p, one would recover a version of
Huxley’s theorem in arithmetic progressions to large moduli. We notice that such a version
of Huxley’s theorem (with p in place of pq) cannot be proven for arbitrary moduli q using
the current technology (because of the weakness of the zero-free region for L(s, χ)) and we
heavily exploit the fact that we are looking at the distribution in residue classes of pq := p
(mod q) ∈ [0, q − 1] instead of p.

Using a rather similar proof, but with different input on the character sums, we will also
prove the following variant of Theorem 8.1.

Theorem 8.2. Let ε ∈ (0, 1
1000

) be given. Suppose that (H/q) > x1/6+ε and H 6 x. Then,

for q1/2−1/10 > H ′ > q1/100, we have

∑

y6x

∑

z<q

sup
β∈R

06v<r

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)
pq∈[z,z+H′]

e(pqβ) log p− H

ϕ(q)

∑

(a,q)=1
06a<q

a≡v (mod r)
a∈[z,z+H′]

e(aβ)
∣∣∣≪ε

xHH ′

(log x)100
.

Moreover, if H = x then

(83)
∑

z<q

sup
β∈R

06v<r

∣∣∣
∑

p6H
pq≡v (mod r)
pq∈[z,z+H′]

e(pqβ) log p− H

ϕ(q)

∑

(a,q)=1
06a<q

a≡v (mod r)
a∈[z,z+H′]

e(aβ)
∣∣∣≪ε

HH ′

(log x)100
.

Remark 8.3. Notice that the result is non-trivial only for r 6 (log x)100.

We will be helped to a very large extent by the fact that we are working with pq instead
of p. This has roughly the effect of a convolution, and off-loads the problem of obtaining
cancellations in

∑
p6x χ(p) log p onto the problem of obtaining cancellations in

∑
n χ(n)

which is substantially easier. Theorem 8.2 can be thought of as the analogue (for pq instead
of p) of the Fourier Uniformity problem for primes in the Huxley range. The latter remains
an outstanding challenge.

8.1. Lemma on large values of Dirichlet polynomials. We say that a set S consisting
of tuple (t, χ) is well-spaced if whenever (t, χ), (t′, χ) ∈ S we have either t = t′ or |t−t′| > 1.

Lemma 8.4. Let D(s, χ) =
∑

n6N a(n)χ(n)n−s. Let

G =
∑

n6N

|a(n)|2
n

.

Let S be a set of well-spaced tuples (t, χ) such that for each (t, χ) ∈ S we have |t| 6 T , χ
(mod q) and |D(1

2
+ it, χ)| > V. Then |S| ≪ (log qT )2 · (GNV −2 +G3NqTV −6).

Proof. This is [24, Lemma 10.2]. �

Lemma 8.5. Let D(s, χ) =
∑

n f(n)χ(n)n−sV (n/N) with either f(n) = 1 or f(n) = log n
and V a fixed smooth, compactly supported in [0,∞), function. Let A > 0 and assume that
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N 6 (qT )A. Let S be a collection of well-spaced tuples (t, χ) with |t| 6 T and χ 6= χ0

(mod q). Then,
∑

(t,χ)∈S
|D(1

2
+ it, χ)|4 ≪A (qT )(log qT )6.

Proof. Notice that

D(s, χ) =
1

2πi

∫

(1/ logN)

L(s + w, χ)Ṽ (w)Nwdw,

where Ṽ (w) :=
∫∞
0
V (x)xw−1dx is the Mellin transform of V . By Holder’s inequality and

the decay of Ṽ , for all A > 0,

|D(s, χ)|4 ≪A

∫

R

∣∣∣L
(
s+

1

logN
+ iu, χ

)∣∣∣
4

· du

1 + |u|A .

Therefore, it remains to show that for |u| 6 (qT )ε, for any ε > 0,

(84)
∑

(t,χ)∈S
|L(1

2
+ it+

1

logN
+ iu, χ)|4 ≪ (qT ) · (log qT )6.

In order to do this notice that by sub-harmonicity,

|L(1
2

+ it +
1

logN
+ iu)|4 6 1

|D|

∫∫

D

|L(1
2

+ it+
1

logN
+ x+ iy + iu, χ)|4dxdy,

where D is a disk of radius 1/ log(qT ). Therefore, (84) is bounded by

(log(qT ))2
∫ 2/ log(qT )

−2/ log(qT )

∑

χ (mod q)

∫ T+(qT )ε

−T−(qT )ε
|L(1

2
+ it + x, χ)|4dtdx.

The result now follows from [41, Theorem 10.1]. �

Lemma 8.6. Let D(s, χ) =
∑

n f(n)χ(n)n−sV (n/N) with either f(n) = 1 or f(n) = log n
and V a fixed, smooth, compactly supported function. Let S be a set of well-spaced (t, χ)
such that for (t, χ) ∈ S we have |t| 6 T , χ 6= χ0 (mod q) and |D(1

2
+ it, χ)| > V Let A > 0

and assume that N 6 (qT )A. Then,

|S| ≪A qT (log qT )6 · V −4.

Proof. This is an immediate consequence of Lemma 8.5. �

Lemma 8.7. Let {a(n)} be a sequence of complex numbers. Suppose that |a(n)| ≪ dr(n)(1+
logn) for some r > 2 and all n > 1. Let E = E(A;T ; q; x; ε) be the set of well-spaced tuples
(t, χ) with |t| 6 T and χ (mod q) for which

sup
(qT )ε6M6x

(log x)A

M1/2

∣∣∣
∑

n6M

a(n)χ(n)n−1
2
−it

∣∣∣≫ 1.

Then, |E(A;T ; q; x; ε)| ≪ (log x)32r
2/ε2+8A/ε+4.
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Proof. Let R denote the cardinality of E(A;T ; q; x; ε). By the pigeonhole principle, there
exists a (qT )ε 6 N = 2k 6 x and a subset E ′ ⊂ E of cardinality ≫ R/ log x such that for
all (t, χ) ∈ E ′,

sup
(qT )ε6u6N

∣∣∣
∑

n6u

a(n)χ(n)n−1/2−it
∣∣∣≫

√
N

(log x)A

for all (t, χ) ∈ E ′. Let k be the smallest integer > 3/ε. Let βn denote coefficients such that

βn =
∑

n=n1...nk

a(n1) . . . a(nk).

Note that |βn| ≪ε drk(n)(1 + log n)k because |a(n)| 6 dr(n)(1 + log n). Moreover,
∣∣∣
∑

n6u

a(n)χ(n)n−1/2−it
∣∣∣
k

=
∣∣∣
∑

n6uk

βnχ(n)n−1/2−it
∣∣∣.

And in particular,

Nk/2

(log x)Ak
< sup

u<N

∣∣∣
∑

n<uk

βnχ(n)n−1/2−it
∣∣∣ = sup

u<Nk

∣∣∣
∑

n<u

βnχ(n)n−1/2−it
∣∣∣.

Let M = Nk so that M > (qT )εk > (qT )3. It suffices therefore to estimate the number of
tuples (t, χ) for which

sup
u<M

∣∣∣
∑

ℓ<u

βℓχ(ℓ)ℓ−1/2−it
∣∣∣ >

√
M

(log x)Ak
.

Notice that the supremum over u 6 M can be easily removed using a contour integral,
i.e. writing for some small δ > 0,

∑

n6u

βnχ(n)n−1/2−it =
1

2πi

∫ 1/ logM+iMδ

−1/ logM−iMδ

( ∑

n6M

βnn
−sχ(n)n−1/2−it

)
· u

s

s
ds+O(M1−δ+o(1)),

so that √
M

(log x)Ak
≪

∫ Mδ

−Mδ

∣∣∣
∑

n6M

βnn
−sχ(n)n−1/2−it

∣∣∣ · dv

1 + |v| , s =
1

logM
+ iv.

Let T be the set of tuples (t, χ) for which the above holds, so that |T | ≫ R/ log x and

(85)
R

log x
·
√
M

(log x)Ak
≪

∑

(t,χ)∈T

∫ Mδ

−Mδ

∣∣∣
∑

n6M

γnn
−1/2−it−ivχ(n)

∣∣∣ · dv

1 + |v|

for some coefficients |γn| ≪ |βn| ≪ drk(n)(1 + log n)k. We find phases θt,χ,v ∈ R so that the
right-hand side can be re-written as

∑

(t,χ)∈T

∫ Mδ

−Mδ

eiθt,χ,v
∑

n6M

γnn
−1/2−it−ivχ(n) · dv

1 + |v| =

∑

n6M

γnn
−1/2

∫ Mδ

−Mδ

∑

(t,χ)∈T
eiθt,χ,vn−it−ivχ(n) · dv

1 + |v| .
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By Cauchy’s inequality and the bound |γn| 6 drk(n)(1 + (logn)k), the above is

≪
(

(log x)(rk)
2+2k

)1/2

·
( ∑

n6M

∣∣∣
∫ Mδ

−Mδ

∑

(t,χ)∈T
eiθt,χ,vn−it−ivχ(n) · dv

1 + |v|
∣∣∣
2)1/2

.

Expanding the square in the right-hand side, we get

(86)

∫ Mδ

−Mδ

∫ Mδ

−Mδ

∑

(t,χ)∈T
(t′,χ′)∈T

∑

n6M

n−i(t−t′)−i(v−u)χ(n)χ′(n) · dv

1 + |v| ·
du

1 + |u| .

By the Poisson summation, the above is bounded by

M
∑

(t,χ)∈T
(t′,χ)∈T

∫ Mδ

−Mδ

∫ Mδ

−Mδ

1

1 + |t− t′ + v − u| ·
du

1 + |u| ·
dv

1 + |v| +Oε((qT )1/2+1/100R2)

≪MR(log T )3

since M > (qT )3 and R 6 Tq by a trivial bound. Plugging this into (85), we obtain

R

log x
·
√
M

(log x)Ak
≪ε (log x)(rk)

2/2+k+3 ·
√
M
√
R.

Simplifying this inequality, yields

R≪ (log x)2 · (log x)2(rk)
2+2Ak+2 6 (log x)32r

2/ε2+8A/ε+4.

�

8.2. Hybrid Huxley’s theorem on a typical set of characters. In this section we will
establish a result of Huxley type on the set of (t, χ) lying outside of the exceptional set
defined in the corollary below. The exceptional set defined in the lemma below is no longer
required to be well-spaced.

Corollary 8.8. Let ε, A,B, T, q, x > 0 be given. Let V be a smooth function, compactly
supported in [1, 2] with V (k)(y) ≪k (log x)Bk for all k > 1 and y ∈ R. Let EV (A;T ; q; x; ε)
be the set of (t, χ) with |t| 6 T and χ (mod q) for which there exists an (qT )ε < N < x
(allowed to depend on (t, χ)) such that either

(87)
∣∣∣
∑

n

µ(n)χ(n)

n1/2+it
· V

( n
N

)∣∣∣ >
√
N

(log x)A
or

∣∣∣
∑

n

f(n)χ(n)

n1/2+it
· V

( n
N

)∣∣∣ >
√
N

(log x)A

with f(n) = 1 or f(n) = logn. Then,

∑

χ

∫

(t,χ)∈EV (A;T ;q;x;ε)

1 dt≪B (log x)32/ε
2+8A/ε+4+2B.

Proof. First notice that

∑

n

a(n)χ(n)

n1/2+it
· V

( n
N

)
=

1

2π

∫

R

∑

N6n62N

a(n)χ(n)

n1/2+it+iu
· Ṽ (iu)N iudu,
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where Ṽ (s) :=
∫
R
V (y)ys−1dy is the Mellin transform of V . Second, the Mellin transform

Ṽ (iu) has rapid decay and already for |u| > (log x)2B it is bounded by ≪A,ε,B (log x)−A.
Therefore, one can restrict to |u| 6 (log x)2B. Consequently,

∑

χ

∫

(t,χ)∈EV (A;T ;q;x;ε)

1dt≪ (log x)2B
∑

χ

∫

(t,χ)∈E(A;T ;q;x;ε)

1 dt,

where E(A;T ; q; x; ε) is the set of those (t, χ) at which either

∣∣∣
∑

N6n62N

µ(n)χ(n)

n1/2+it

∣∣∣ >
√
N

(log x)A
or

∣∣∣
∑

N6n62N

f(n)χ(n)

n1/2+it

∣∣∣ >
√
N

(log x)A

for some N ∈ [(qT )ε, x]. Let

(88) MN(s, χ) =
∑

n6N

µ(n)χ(n)n−s and Di,N(s) =
∑

n6N

fi(n)χ(n)n−s

with f1(n) = 1 and f2(n) = log n. Note that if for instance the left-hand side of (87) holds

then either |MN (1
2

+ it)| ≫
√
N(logN)−A or |M2N (1

2
+ it)| ≫

√
N(logN)−A.

Cover [−T, T ] by intervals I of unit length. For each interval I and character χ, let (tI , χ)
denote the tuple that maximizes

(89) max(|D1,N |, |D2,N |, |MN |, |D1,2N |, |D2,2N |, |M2N |)(12 + it, χ)

as t ranges over I and χ ranges over all characters (mod q). In the very unlikely case that
there are two or more choices for tI , we pick one arbitrarily. Therefore, for each I and χ
there is a unique (tI , χ) that maximizes (89).

Let T be the subset of {(tI , χ) : I, χ (mod q)} for which (89) is ≫
√
N(logN)−A. Then,

∑

χ

∫

t∈E(A;T ;q;x;ε)

dt 6
∑

I

∑

(tI ,χ)∈T

∫

t∈I
dt≪ |T |.

Taking every other interval I, we can separate T into a union of two well-spaced sets T1∪T2.
Applying Lemma 8.7 to T1, T2, establishes the result. �

The following lemma is a hybrid version of Huxley’s theorem to large progressions and
short intervals, under (essentially) the assumption of a good prime number theorem. This
latter assumption is encapsulated in our requirement that (t, χ) 6∈ EV (A;T ; q; x; ε), where
EV (A;T ; q; x; ε) is the same set as in Corollary 8.8.

Lemma 8.9. Let x > 1 be given. Let

P (s;χ) =
∑

p

χ(p) log p

ps
·W

(p
x

)

with W a smooth function such that W (k)(y) ≪k δ
−k for all k > 1 and y ∈ R with δ 6

(log x)750, and W supported in [1, 2]. Let T = 2x(log x)1000/H and ε ∈ (0, 1
10000

) be given.

Suppose that (H/q) > x1/6+ε and H 6 x. Let A > 4000/ε be given. Then,

(90)
∑

χ 6=χ0 (mod q)

∫
(t,χ)6∈E(A;T ;q;x;ε/1000)

|t|6T/2

|P (1
2

+ it, χ)|2 dt≪ x

(log x)A/2
,
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where E(A;T ; q; x; ε/1000) is the same set as the set EW (A;T ; q; x; ε/1000) defined in Corol-
lary 8.8.

Proof. Applying Heath-Brown’s identity with k = 3 and z = (H/q)2−3ε/4 > (2x)1/3, so
that the coefficients of (1 − ζ(s)M(s))k are zero on integers n ∈ [1, 2x], allows us to write
P (1

2
+ it, χ) as a linear combination of Dirichlet polynomials of the form

∑

n1,...,ni62x
n4,...,nj6(H/q)2−3ε/4

µ(n1) . . . µ(ni)f(n4)

(n1 . . . ni · n4 . . . nj)1/2+it
W

(n1 . . . ni · n4 . . . nj

x

)

with 1 6 i 6 3, 4 6 j 6 6 and f(n) = 1 or f(n) = log n. Let V be a partition of unity, that
is, a smooth compactly supported function with support in [1, 2] and such that

1 =
∑

N∈N
V
( n
N

)

for all integers n > 1 and with N running along a set of integers N such that |N ∩
[−X,X ]| ≪ logX for any X > 100. We introduce such a partition of unity on each of the
variables n1, . . . , nj. Finally, we separate variables in W (n1 . . . ni · n4 . . . nj/x) by opening
W as a Mellin transform. As a result, we can bound |P (1

2
+ it)| as a linear combination of

at most (log x)100 expressions of the form

(91)

∫

R

|W̃ (iu)| · |
∏

i∈I
Ni(

1
2

+ iu+ it)|du

with I a subset of {1, . . . , 6} and with

Ni(s, χ) :=
∑

n∼Ni

fi(n)χ(n)

ns
· V

( n

Ni

)
, fi(n) = logn or fi(n) = 1 , 1 6 i 6 3

Ni(s, χ) :=
∑

n∼Ni

µ(n)χ(n)

ns
· V

( n

Ni

)
, 4 6 i 6 6.

and where Ni ∈ N are such that N1, N2, N3 6 x and N4, N5, N6 6 (H/q)2−3ε/4.

Finally, since Ŵ (u) decays rapidly starting with |u| > (log x)751, integrating (91) over t
and applying the Cauchy-Schwarz inequality allows us to remove the integration over u, at
the price of increasing the integration over |t| 6 T/2 to integration up to |t| 6 T (since
T/2 > (log x)1000 > (log x)751 always).

These preliminary transformations allow us to bound (90) by

(92) (log x)1000 sup
N4,N5,N66(H/q)2−3ε/4

N1,N2,N36x

∑

χ 6=χ0

∫
(t,χ)6∈E(A;T ;q;x;ε/1000)

|t|6T

|(N1 . . . N6)(
1
2

+ it, χ)|2dt,

where Ni ∈ N and Ni(s, χ) are as above. We will now obtain a satisfactory bound for each
of the possible cases.
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8.2.1. A first reduction. Suppose first that there exists an Ni with (xq/H)ε/1000 < Ni <
H/q. In that case write N1 . . . N6(s, χ) as Ni(s, χ)R(s, χ) and apply an L∞ bound on
Ni(s, χ) and the large sieve on R(s, χ). This shows that the contribution of such a term is

≪ (log x)2000 · Ni

(log x)2A
·
(xq
H
· (log x)1000 +

x

Ni

)
≪ x

(log x)2A−3000

and therefore, this is acceptable provided that A is sufficiently large. Thus, it remains to
deal with a Dirichlet polynomial of the form M(s, χ)(

∏
i∈I Ni)(s, χ), where I is a subset

of {1, . . . , 6} and M(s, χ) is of length at most (xq/H)3ε/500 and Ni are the same Dirichlet
polynomials as before, but they have length > H/q.

8.2.2. The large values argument. Let Tj,σ be the set of (t, χ) 6∈ E such that for t ∈ Tj,σ,

|Nj(
1
2

+ it, χ)| ≍ N
σ−1

2
j , |Ni(

1
2

+ it, χ)| ≪ N
σ−1

2
i

for all i 6= j. Notice that since (t, χ) 6∈ E , we have σ 6 1− A log log x
log x

.

Moreover, by the pigeonhole principle, there exist 1 6 j 6 6 and 1
2
6 σ 6 1 − A log log x

log x

such that (92) is bounded by

(93) ≪ (log x)1001
∑

χ 6=χ0 (mod q)

∫
|t|6x(log x)1000/H

(t,χ)∈Tj,σ

|M(1
2

+ it, χ)
∏

i∈I
Ni(

1
2

+ it, χ)|2dt,

where I is a subset of {1, . . . , 6}.
8.2.3. The case Nj 6 (H/q)2−ε/2 and σ 6 3

4
. In this case, we bound the expression (93)

by an L∞ bound applied to Nj(s, χ) and an L2 bound applied to the remaining Dirichlet
polynomials. This shows that the contribution of this case is

≪ N
1/2
j · (log x)2000 ·

(qx
H

+
x

Nj

)
≪ (log x)2000 ·

(H
q

)1−ε/4

· xq
H

+ (log x)2000 · x

N
1/2
j

and therefore, we see that this is ≪ x1−ε/100 which is completely sufficient.

8.2.4. The case Nj 6 (H/q)2−ε/2 and σ > 3
4
. In this case, we bound (93) by

(94) (log x)2000 ·M · (x/M)2σ−1 · |Tj,σ|,
where M 6 (xq/H)3ε/500 is the length of the Dirichlet polynomial M(s, χ) and where,
without loss of generality, we can assume that the set Tj,σ is well-spaced (by first bounding
the integral over this set by the local maxima). By Lemma 8.4 applied to the Dirichlet
polynomial Nj(s, χ)g with g ∈ N, this is

(95) ≪M · (x/M)2σ−1 · (log x)3002 ·
(
N

(2−2σ)g
j +

xq

H
·N (4−6σ)g

j

)
.

We choose g so that

x
( q
H

)2

xε/24 6 Ng
j 6 x1−ε/24 and Ng+1

j > x1−ε/24.

Such a choice is possible since Nj 6 (H/q)2−ε/2 6 (H/q)2x−ε/12.
We now find that the first term in (95) is

≪ (log x)3002 ·MNg
j

( x

MNg
j

)2σ−1

≪ x

(log x)A/2
,
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since the maximum is attained at σ = 1− A log log x
logx

and x/MNg
j ≫ xε/1000.

The contribution of the second term is (bounding by the value at σ = 3
4

and σ = 1)

≪ (log x)3002 ·
(x2q
H
·N−2g

j +
x3/2q

√
M

H
N

−g/2
j

)
≪ x1−ε/1000,

where in the first expression we used that N2g
j > Ng+1

j > x1−ε/24 and in the second the

inequality x1+ε/24 · (q/H)2 6 Ng
j and the fact that

√
Mx−ε/48 6 x−ε/500.

8.2.5. The case Nj > (H/q)2−ε/2 and σ 6 3
4
. In this case, Nj(s, χ) must correspond to a

polynomial with smooth coefficients (since all the Dirichlet polynomials with non-smooth
coefficients are of length 6 (H/q)2−3ε/4). In particular, we bound (93) in the same way as
in (94) but now apply the stronger bound

|Tj,σ| ≪ (log x)10 · xq
H
·N2−4σ

j

which is a consequence of Lemma 8.6. This gives us the bound

≪ (log x)3010 · xq
H
·M(x/M)2σ−1 ·N2−4σ

j .

Since σ 6 3
4
, we get (evaluating the above at σ = 1

2
and σ = 3

4
)

≪ (log x)3010 · xq
H
·
(
M +M(x/M)1/2 ·N−1

j

)
≪ x1−ε/100 +

√
Mx3/2 ·

( q
H

)3−3ε/4

and since H/q > x1/6+ε and M 6 x3ε/500, the above is ≪ x1−ε/100 + x1−2ε.

8.2.6. The case Nj > (xq/H)1/2+ε. In this case, Nj must once again correspond to a smooth
Dirichlet polynomial. In particular, writing the Dirichlet polynomial M(s, χ)

∏
i∈I Ni(s, χ)

as Nj(s, χ)R(s, χ) and applying the Cauchy-Schwarz inequality, we can bound (92) as

≪ (log x)2000 ·
( ∑

χ 6=χ0 (mod q)

∫

|t|6x(logx)1000/H

|Nj(
1
2

+ it, χ)|4dt
)1/2

×
( ∑

χ 6=χ0 (mod q)

∫

|t|6x(logx)1000/H

|R(1
2

+ it, χ)|4dt
)
.

By the large sieve and Lemma 8.5, this is

≪ (log x)4000 ·
(xq
H

)1/2

·
(xq
H

+
( x

Nj

)2)1/2

≪ x1−ε/100

since Nj > (xq/H)1/2+ε.

8.2.7. The case (H/q)2−ε/2 < Nj < (xq/H)1/2+ε and σ > 3
4
. We apply the bound of (94)

and then use Lemma 8.4 applied to Nj(s, χ)2 to see that (93) is

≪ M(x/M)2σ−1 · (log x)3002 ·
(
N

2(2−2σ)
j +

xq

H
·N2(4−6σ)

j

)
.

The contribution of the first term is

≪MN2
j ·

( x

N2
jM

)2σ−1

· (log x)3002 ≪ x

logA/2 x
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since MN2
j 6 x1−1/12 and σ 6 1 − A log log x

log x
. On the other hand, since Nj > x1/3−ε, the

contribution of the second term is maximized at σ = 3
4
, and thus is

≪M(x/M)1/2(log x)3002 · xq
H
·N−1

j ≪
√
Mx3/2(log x)3002 ·

( q
H

)3−ε/2

and since H/q > x1/6+ε and M 6 (xq/H)3ε/500, this is ≪ x1−ε which is more than enough.
�

8.3. Lemma on character sums. We will also need a number of results on character
sums. For the proof of Theorem 8.1 we will need the following lemma which is a consequence
of Poisson summation and the large sieve for additive characters. The proof is a little bit
laborious due to our choice of using sharp cut-offs.

Lemma 8.10. For any χ 6= χ0 (mod q) and (r, q) = 1, we have

(96)
r∑

v=1

∣∣∣
∑

a<q
a≡v (mod r)

χ(a)
∣∣∣≪ (rq)1/2 · d(q) log q.

Remark 8.11. Notice that this is essentially optimal as the best error term that we expect
for the sum over a is

√
q/r.

Proof. Let χ⋆ mod e be a primitive character inducing χ, so that q = ef . Therefore,
∑

a<q
a≡v (mod r)

χ(a) =
∑

a<q
(a,f)=1

a≡v (mod r)

χ⋆(a) =
∑

d|f
µ(d)χ⋆(d)

∑

a<q/d
da≡v (mod r)

χ⋆(a).

Therefore, (96) is bounded by

6
∑

d|f

r∑

v=1

∣∣∣
∑

a<q/d
da≡v (mod r)

.χ⋆(a)
∣∣∣.

Applying the Cauchy-Schwarz inequality, we bound this by

r1/2
∑

d|f

( r∑

v=1

∣∣∣
∑

a<q/d
da≡v (mod r)

χ⋆(a)
∣∣∣
2)1/2

.

We now express the condition da ≡ v (mod r) using additive characters, so that the second
inner sum is equal to

(97)

r∑

v=1

∣∣∣1
r

∑

06ℓ<r

e
(
− ℓv

r

) ∑

a<q/d

χ⋆(a)e
(dℓa
r

)∣∣∣
2

=
1

r

∑

06ℓ<r

∣∣∣
∑

a<q/d

χ⋆(a)e
(dℓa
r

)∣∣∣
2

.

We now use the completion method to write
(98)
∑

a<q/d

χ⋆(a)e
(dℓa
r

)
=

q

de
· 1
r

∑

x<er

(∑

y<er

χ⋆(y) exp
(2πiyx

er

)
e
(dℓy
r

))
· 1

q/d

∑

16y<q/d

exp
(2πixy

er

)
.
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Writing y = ae + br with a mod r and b mod e (recall that (r, e) = 1 since e|q and
(r, q) = 1), we find that the sum over y < er, divided by r, is equal to

1

r

∑

b mod e

χ⋆(br) exp
(2πixb

e

) ∑

a mod r

exp
(2πidℓae

r
+

2πixa

r

)

= 1x≡−dℓe mod r · χ⋆(r)
∑

b mod e

χ⋆(b) exp
(2πixb

e

)
.

Therefore, (98) can be re-written as

q

de

∑

16x<er
x≡−dℓe mod r

χ⋆(r)Gχ⋆(x)F (x),

where

F (x) :=
1

q/d

∑

16y<q/d

exp
(2πixy

er

)
≪ min

(
1,
der/q

x

)
and Gχ⋆(x) :=

∑

b mod e

χ⋆(b) exp
(2πibx

e

)
.

By [43, Lemma 5.4], we have Gχ⋆(x)≪√e. Therefore, the above sum is

≪√e · q
de

∑

16x<er
x≡−dℓe mod r

min
(

1,
der/q

x

)
.

Thus, we get a total bound for (96) of

∑

d|f
r1/2 ·

(e
r

r∑

ℓ=1

∣∣∣ q
de

∑

16x<er
x≡−dℓe mod r

min
(

1,
der/q

x

)∣∣∣
2)1/2

.

Since (de, r) = 1, we can re-write the above as

∑

d|f
r1/2 ·

(e
r

r∑

y=1

∣∣∣ q
de

∑

16x<er
x≡y mod r

min
(

1,
der/q

x

)∣∣∣
2)1/2

.(99)

If de/q > 1 then
∑

16x<er
x≡y mod r

min
(

1,
der/q

x

)
≪ de

q
· log q

and so (99) is ≪ d(q)(re)1/2 log q. Consider now the case of de/q < 1 and der/q > 1.
Splitting the sum over x into sub-sums of length der/q, we can bound (99) by

∑

d|f
r1/2 ·

( q2

d2er

r∑

y=1

∣∣∣
∑

06ℓ<q2

1

ℓ+ 1

∑

ℓder/q6x6(ℓ+1)der/q
x≡y mod r

1
∣∣∣
2)1/2

.

By Cauchy’s inequality, this is less than

∑

d|f
r1/2 ·

( q2

d2er
· (log q)

∑

16ℓ6q2

1

ℓ

∑

16y6r

∣∣∣
∑

ℓder/q6x6(ℓ+1)der/q
x≡y mod r

1
∣∣∣
2)1/2

.
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The sum over x is now bounded by≪ 1 (since de/q 6 1) and the sum over y is constrained
to an interval containing at most der

q
> 1 terms (since otherwise the sum over x is empty).

This gives a final bound of

≪
∑

d|f
r1/2 ·

( q2

d2er
· (log q)2 · der

q

)1/2

≪
∑

d|f

(rq
d

)1/2

· log q

which is sufficient. Finally, it remains to handle the case when der/q 6 1. In this case, we
can bound (99) by

∑

d|f
r1/2 ·

(e
r

r∑

y=1

∣∣∣
∑

06j6e

1

j + y/r

∣∣∣
2)1/2

≪
∑

d|f
r1/2 ·

(e
r

r∑

y=1

r2

y2
+ e log2 q

)1/2

≪
∑

d|f

(
r
√
e + (er)1/2 log q

)

and it remains to notice that since der/q 6 1, we have
√
r 6
√
q/
√
de and hence, r

√
e 6√

r
√
q/d which is sufficient. The claim is therefore verified in all cases.

�

For the proof of Theorem 8.2, we will also need the following estimate for character sums.
The proof depends on van der Corput’s inequality and the Weil bound.

Lemma 8.12. Let ε, δ > 0 and q > 1. We have for H ′ ≪ q1/2−δ and χ a non-principal
character (mod q),

∑

z<q

sup
β∈R

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)e(aβ)
∣∣∣≪ε q

1−δ/4+εH ′ + qH ′3/4.

Proof. By the Cauchy-Schwarz inequality, it suffices to bound

q1/2 ·
(∑

z<q

sup
β

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)e(aβ)
∣∣∣
2)1/2

.

By van der Corput’s inequality [42, Lemma 1],
∣∣∣

∑

a<q
a∈[z,z+H′]

χ(a)e(aβ)
∣∣∣
2

≪ H ′3/2 +
H ′
√
H ′

∑

0<h<
√
H′

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)χ(a + h)
∣∣∣.

The first term gives a total contribution of ≪ q1/2H ′3/4. The second term gives a contribu-
tion of

≪ q1/2H ′1/2
( 1√

H ′

∑

0<h<
√
H′

∑

z<q

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)χ(a+ h)
∣∣∣
)1/2

.

By another application of the Cauchy-Schwarz inequality, we get

(100) q3/4H ′1/2
( 1√

H ′

∑

0<h<
√
H′

∑

z<q

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)χ(a + h)
∣∣∣
2)1/4

.
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Expanding, we see that
(101)∑

z<q

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)χ(a+ h)
∣∣∣
2

≪ qH ′ +
∑

0<a6=a′<H′

z<q

χ(z + a)χ(z + a′)χ(z + a+ h)χ(z + a′ + h),

where we alter the terms with z > q −H ′ giving rise to an additional error ≪ H ′3 ≪ qH ′.
By [9, Lemma 7],

∑

z<q

χ(z + a)χ(z + a′)χ(z + a+ h)χ(z + a′ + h)≪ 8ω(q)q1/2(q, h(a− a′)(a− a′ + h)).

Therefore, (101) is

≪ qH ′ +
√
q8ω(q) ·H ′

∑

0<w<H′

(q, hw(w + h)).

We notice that any n < H ′5/2 has at most qε representations as hw(w + h). Thus,

1√
H ′

∑

0<h<
√
H′

∑

0<w<H′

(q, hw(w + h)) 6
qε√
H ′

∑

0<n<H′3/2

(q, n).

Splitting according to the possible values d = (q, n), we find that the above is

≪ qε√
H ′

∑

d|q
d6H′5/2

d
∑

06n6H′5/2

d|n

1≪ qε√
H ′

∑

d|q
d6H′5/2

d
(H ′5/2

d
+ 1

)
≪ H ′2q2ε + min

(
H ′2,

q√
H ′

)
q2ε.

Therefore,

1√
H ′

∑

0<h<
√
H′

∑

z<q

∣∣∣
∑

a<q
a∈[z,z+H′]

χ(a)χ(a+ h)
∣∣∣
2

≪ qH ′ + q1/2+3εH ′3 ≪ qH ′ + q1+3ε−δH ′2.

This gives rise to the final bound ≪ q1+ε−δ/4H ′ + qH ′3/4 which is sufficient. �

8.4. Proof of Theorem 8.1. We are now ready to prove Theorem 8.1. This depends on
a combination of Lemma 8.9 and 8.10. Notice first that in the range q 6 (log x)A for any
fixed A > 0, Theorem 8.1 is an immediate consequence of the following variant of Huxley’s
theorem due to Koukoulopoulos.

Theorem 8.13. Let A > 0 and ε > 0 be given. Let x > H > x1/6+ε. Then, uniformly in
q 6 (log x)A and (a, q) = 1,

∑

y<x

∣∣∣
∑

p∈[y,y+H]
p≡a (mod q)

log p− H

ϕ(q)

∣∣∣≪ Hx

(log x)A
.

Proof. This follows by taking Q = (log x)A in [32, Theorem 1.2] and dropping all but one
term. �

Therefore, it suffices to establish the variant stated below.
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Theorem 8.14. Let ε, ξ ∈ (0, 1
1000

). Let C(ε) = 10100/ε3. Suppose that (H/q) > x1/6+ε,

H 6 x and (log x)100C(ε)/ξ < q. Then, for all r 6 q1−ξ with (r, q) = 1, we have

(102)
∑

y<x

r∑

v=1

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)

log p− H

r

∣∣∣≪ε,ξ
Hx

(log x)100
.

Proof. Let 0 6 W 6 1 be a smooth function such that W (v) = 1 for 0 6 v 6 1, and
compactly supported in [−(log x)−500, 1 + (log x)−500] and such that W (k)(y)≪k (log x)500k

for all k > 1 and all y ∈ R. At the price of a negligible error term of size ≪ Hx/(log x)500,
we can bound (102) by

∑

y<x

r∑

v=1

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)

log p ·W
(p
x

)
− H

r

∣∣∣≪ε,ξ
Hx

(log x)100
.

We start by expressing the congruence condition using characters, this allows to bound
our main expression by

∑

y<x

r∑

v=1

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0 (mod q)

( ∑

p∈[y,y+H]

χ(p) log pW
(p
x

))( ∑

a<q
a≡v (mod r)

χ(a)
)∣∣∣ +

xH

(log q)100
,

where the contribution of the principal character is estimated using Theorem 8.13 and the
second part of Lemma 5.2. We now open the sum over primes using a contour integral,
getting that

∑

p∈[y,y+H]

χ(p) log p ·W
(p
x

)
=

∫

|t|6x

∑

p

χ(p) log p

ps
·W

(p
x

)
· (y +H)s − ys

s
dt+O(1)

with s = 1
2

+ it. The total contribution of the error term is ≪ qx ≪ Hx7/8 which is
sufficient. Let

P (s, χ) =
∑

p

χ(p) log p

ps
·W

(p
x

)

and EW (A; x; q; x; ε/1000) with A = 1010/ε be the same set as in Corollary 8.8. We will
abbreviate the notation by dropping the subscript W from EW .

We separate (t, χ) according to whether (t, χ) ∈ E(A; x; q; x; ε/1000) or (t, χ) 6∈ E(A; x; q; x; ε/1000).
In the first case, we notice that

|P (1
2

+ it, χ)| ≪ √x

and that

∑

y<x

∣∣∣(y +H)1/2+it − y1/2+it

1/2 + it

∣∣∣≪
∑

y<x

∣∣∣
∫ y+H

y

x−1/2+itdx
∣∣∣≪ H

√
x.
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Combining this with Lemma 8.10 and Corollary 8.8, we find that that contribution of the
(t, χ) ∈ E is

≪ 1

ϕ(q)

∑

χ

∫

(t,χ)∈E(A;x;q;x;ε/1000)

√
x ·H√x · dt sup

χ 6=χ0 (mod q)

r∑

v=1

∣∣∣
∑

a<q
a≡v (mod r)

χ(a)
∣∣∣

≪ xH

ϕ(q)
· (log x)10

20/ε2 · √rq · d(q) log q.

We therefore get

≪
√
r

q
(log x)C(ε)/4 · xH · d(q) log q

and this gives an acceptable contribution since r 6 q1−ξ and q > (log x)100C(ε)/ξ.
It now remains to handle the contribution of the non-exceptional (t, χ), that is, those
|t| 6 x and χ (mod q) for which (t, χ) 6∈ E(A; x; q; x; ε/1000). Therefore, we need to bound

∑

y<x

r∑

v=1

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0

(∫
|t|6x

(t,χ)6∈E
P (1

2
+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
)
·
( ∑

a<q
a≡v (mod r)

χ(a)
)∣∣∣.

We now introduce phases θv,y ∈ R for which we can re-write the above expression as

∑

y<x

r∑

v=1

eiθv,y · 1

ϕ(q)

∑

χ 6=χ0

(∫
|t|6x

(t,χ)6∈E
P (1

2
+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it

)
·
( ∑

a<q
a≡v (mod r)

χ(a)
)
.

Notice that
r∑

v=1

eiθv,y
∑

a<q
a≡v mod r

χ(a) =
∑

a<q

χ(a)eiθa mod r,y =
∑

a<q

χ(a)c(a, y, r),

where c(a, y, r) = eiθa mod r,y depend only on a, r, y and have absolute value 1. Therefore,
we have re-written our main expression as

1

ϕ(q)

∑

χ 6=χ0

∑

y<x

(∫
|t|6x

(t,χ)6∈E
P (1

2
+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
)
·
(∑

a<q

χ(a)c(a, y, r)
)
.

We now apply the Cauchy-Schwarz inequality and the large sieve which give us

√
qx ·

( 1

ϕ(q)

∑

χ 6=χ0

∑

y<x

∣∣∣
∫

|t|6x
(t,χ)6∈E

P (1
2

+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
∣∣∣
2)1/2

.

By Lemma 7.7,

1

ϕ(q)

∑

χ 6=χ0 (mod q)

∑

y<x

∣∣∣
∫

|t|6x
(t,χ)6∈E

P (1
2

+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
∣∣∣
2

≪ H2 log x

ϕ(q)

∑

χ 6=χ0

∫
|t|6(x/H)(log x)1000

(t,χ)6∈E

|P (1
2

+ it.χ)|2dt+
H2x

ϕ(q)(log x)500
.
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The error term gives an acceptable contribution. Therefore, we end up with the problem
of showing that

H
√
qx log x ·

( 1

ϕ(q)

∑

χ 6=χ0

∫
|t|6(x/H)(log x)1000

(t,χ)6∈E

|P (1
2

+ it, χ)|2dt
)1/2

is ≪ xH(log x)−100. At this point appealing to Lemma 8.9 (and using that (t, χ) 6∈
E(A; x; q; x; ε/1000) implies (t, χ) 6∈ E(A;T ; q; x; ε/1000) with T = 2x(log x)1000/H) gives a
bound that is ≪ H · x(log x)−A/4 and this is completely sufficient. �

8.5. Proof of Theorem 8.2. We will only prove the first statement since the proof of the
second assertion (83) will be identical.

We can prove Theorem 8.2 by largely following the outline of the proof of Theorem 8.1
but using Lemma 8.12 instead of Lemma 8.10. Once again if q 6 (log x)B for some fixed
B > 0 then Theorem 8.2 follows from Theorem 8.13. We quickly describe these details
below.

Proof of Theorem 8.2 for q 6 (log x)B. Since q is small, pq takes on at most (log x)B values.
We can therefore, by the triangle inequality, separate the sum according to the value of
p ≡ w (mod q) which fixes the values pq = w. This gives an upper bound of the form

∑

y6x

∑

z6q

∑

06w<q
w≡v (mod r)
w∈[z,z+H′]

∣∣∣
∑

p∈[y,y+H]
p≡w (mod q)

log p− H

ϕ(q)

∣∣∣

and the result is now an immediate consequence of Theorem 8.13. �

Therefore, it suffices to prove the following slightly weaker variant.

Theorem 8.15. Let ε ∈ (0, 1
1000

) be given. Let C(ε) = 10100/ε3. Suppose that (H/q) >

x1/6+ε and H 6 x. Then, for q1/2−1/10 > H ′ > (log x)10C(ε), we have

(103)
∑

y<x

∑

z<q

sup
β∈R

06v<r

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)
pq∈[z,z+H′]

e(pqβ) log p− H

ϕ(q)

∑

(a,q)=1
06a<q

a≡v (mod r)
a∈[z,z+H′]

e(aβ)
∣∣∣≪A,ε

xHH ′

(log x)100
.

Proof. As in the previous proof (i.e. proof of Theorem 8.1) let W be a smooth function such
that W (v) = 1 for v ∈ [0, 1], W is compactly supported in [−(log x)−500, 1+(log x)−500] and
W (k)(y) ≪k (log x)500k for all k > 1 and all y ∈ R. At the price of a negligible error term
of size ≪ xHH ′(log x)−500, we can bound (103) by

∑

y<x

∑

z<q

sup
β∈R

06v<r

∣∣∣
∑

p∈[y,y+H]
pq≡v (mod r)
pq∈[z,z+H′]

e(pqβ) log p ·W
(p
x

)
− H

ϕ(q)

∑

(a,q)=1
a≡v (mod r)
a∈[z,z+H′]

e(aβ)
∣∣∣.
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We proceed just as before opening the expression into characters. This gives us the following
bound
∑

y<x

∑

z<q

sup
β∈R

06v<r

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0

( ∑

p∈[y,y+H]

χ(p) log pW
(p
x

))( ∑

a<q
06a<q

a≡v (mod r)
a∈[z,z+H′]

χ(a)e(aβ)
)∣∣∣ +

xHH ′

(log x)100
,

where the contribution of the principal character is estimated using Theorem 8.13. Express-
ing the condition a ≡ v (mod r) using additive characters and using the triangle inequality,
we see that we can bound the above expression by

6
∑

y<x

∑

z<q

sup
β∈R

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0

( ∑

p∈[y,y+H]

χ(p) log p ·W
(p
x

))
·
( ∑

a<q
a∈[z,z+H′]

χ(a)e(aβ)
)∣∣∣.

Since we take a supremum over β, we can instead write β as a function of y and z so that
the above expression takes the form

∑

y<x

∑

z<q

∣∣∣ 1

ϕ(q)

∑

χ 6=χ0

( ∑

p∈[y,y+H]

χ(p) log p ·W
(p
x

))
·
( ∑

a<q
a∈[z,z+H′]

χ(a)e(aβy,z)
)∣∣∣.

Finally, we pick phases θy,z ∈ R for which the above can be re-written as

(104)
∑

y<x

∑

z<q

eiθy,z · 1

ϕ(q)

∑

χ 6=χ0

( ∑

p∈[y,y+H]

χ(p) log pW
(p
x

))
·
( ∑

a<q
a∈[z,z+H′]

χ(a)e(aβy,z)
)
.

Just as before, using a contour integral, we write

∑

p∈[y,y+H]

χ(p) log p ·W
(p
x

)
=

1

2π

∫

|t|6x

P (1
2

+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
· dt+O(1),

where

P (s, χ) =
∑

p

χ(p) log p

ps
·W

(p
x

)
.

The total contribution of the error term is ≪ qxH ′ ≪ x7/8HH ′ and therefore negligible.
We now look at the contribution of (t, χ) ∈ E(C; x; q; x; ε/1000) with C = 1010/ε. Using
the bounds |P (1

2
+ it, χ)| ≪ √x, we see that the contribution of (t, χ) ∈ E to (104) is

(105) ≪ 1

ϕ(q)

∑

χ 6=χ0

∫

(t,χ)∈E

√
x ·

∑

y6x

∣∣∣(y +H)1/2+it − y1/2+it

1/2 + it

∣∣∣·
∑

z<q

∣∣∣
∑

a∈[z,z+H′]
06a<q

χ(a)e(aβy,z)
∣∣∣dt.

Applying Lemma 8.12, then the trivial bound,

∑

y<x

∣∣∣(y +H)1/2+it − y1/2+it

1/2 + it

∣∣∣≪ H
√
x

and finally Corollary 8.8, we see that (105) is

≪ q

ϕ(q)
· xHH ′ ·

((log x)C(ε)/100

(H ′)1/4
+ (log x)C(ε)/100q−1/90

)
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which is negligible since q1/2−1/10 > H ′ > (log x)10C(ε).
Therefore, it remains to handle the contribution of the non-exceptional (t, χ), that is,

∑

y<x

1

ϕ(q)

∑

χ 6=χ0

∫
|t|6x

(t,χ)6∈E
P (1

2
+ it, χ)

(y +H)1/2+it − y1/2+it

1/2 + it
dt(106)

×
∑

06a<q

χ(a)
( ∑

z∈[a−H′,a]
z<q

eiθz,ye(aβz,y)
)
.

Let

c(a, y) :=
∑

z∈[a−H′,a]
z<q

eiθz,ye(aβz,y).

By an application of the Cauchy-Schwarz inequality, (106) is

≪
( 1

ϕ(q)

∑

χ 6=χ0 (mod q)

∑

y<x

∣∣∣
∫

|t|6x
(t,χ)6∈E

P (1
2

+ it, χ) · (y +H)1/2+it − y1/2+it

1/2 + it
dt
∣∣∣
2)1/2

×
(∑

y<x

1

ϕ(q)

∑

χ 6=χ0 (mod q)

∣∣∣
∑

a<q

χ(a)c(a, y)
∣∣∣
2)1/2

.

We estimate the second term by applying the large sieve. This shows that the second term
is

≪ x
∑

a<q
(a,q)=1

|c(a, y)|2≪ xϕ(q)(H ′)2.

To estimate the first term we appeal to Lemma 7.7. This shows that

1

ϕ(q)

∑

χ 6=χ0 (mod q)

∑

y<x

∣∣∣
∫

|t|6x
(t,χ)6∈E

P (1
2

+ it, χ) · (y + H)1/2+it − y1/2+it

1/2 + it
dt
∣∣∣
2

≪ H2 log x

ϕ(q)

∑

χ 6=χ0 (mod q)

∫
|t|6x(logx)1000/H

(t,χ)6∈E

|P (1
2

+ it, χ)|2dt+
H2x

ϕ(q)(log x)500
.

By Lemma 8.9, this is

≪ H2x

ϕ(q)(log x)500
.

Combining all our previous estimates we conclude that (106) is

≪ xHH ′

(log x)250

as needed.
�
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9. Extension of results of Matomäki-Shao

We will need the following extension of a recent result of Matomäki-Shao [39].

Theorem 9.1. Let τ > 0, η ∈ (0, 10−7) and k > 1 be given. Let N > H > N2/3−η. Then,
for all N > N0(η, k), uniformly in r 6 (logN)100, (a, r) = 1 and uniformly in polynomials

g(n) =
∑k

i=1 γi(n − N)i with |γi| ≪ H−i+1 for all i = 2, . . . , k and |γ1| 6 e−τr 6 η4, we
have

(107)
∣∣∣

∑

p≡a (mod r)
N6p6N+H

e(g(p)) log p− 1

ϕ(r)

∑

N6n6N+H

e(g(n))
∣∣∣≪ η log

1

η
· H

ϕ(r)
.

The proof separates into the oscillatory case in which the main term
∑

N6n6N+H e(g(n))
exhibits cancellations and the non-oscillatory case in which the main term is large.

Proposition 9.2 (Oscillatory case). Let η ∈ (0, 10−7) be given. Let N > H > N2/3−η. Let

g(n) =
∑k

i=1 γi(n−N)k. If for all q 6 (logN)B, with B sufficiently large in terms of k and
1/η, there exists an i ∈ {1, . . . , k} such that

‖qγi‖ >
(logN)B

H i

then, for all r 6 (logN)100 and all (a, r) = 1,

(108)
∣∣∣

∑

N6p6N+H
p≡a (mod r)

e(g(p)) log p
∣∣∣≪ η log

1

η
· H

ϕ(r)

and ∣∣∣
∑

N6n6N+H

e(g(n))
∣∣∣≪ H

(logN)100
.

In [39], Matomäki-Shao obtain under the same assumptions, cancellations in the left-
hand side of (108) for H > N2/3+ε and r = 1. In contrast to our Proposition 9.2, they
obtain savings of an arbitrary power of the logarithm. We push their result slightly past
the N2/3 threshold, but at the cost of much weaker, barely non-trivial error terms.

We now state the much easier “non-oscillatory case”.

Proposition 9.3 (Non-oscillatory case). Let B, τ > 0 and η ∈ (0, 10−7) be given. Let
N > H > N2/3−η. Then, for all N sufficiently large with B, uniformly in polynomials
g(n) =

∑k
i=1 γi(n −N)i such that, |γ1| 6 e−τr 6 η4, |γi| ≪ H−i+1 for i = 2, . . . , k and for

which there exists a q 6 (logN)B such that ‖qγi‖ 6 (logN)BH−i for all i 6 k,

∣∣∣
∑

N6p6N+H
p≡a (mod r)

e(g(p)) log p− 1

ϕ(r)

∑

N6n6N+H

e(g(n))
∣∣∣≪ ηH

ϕ(r)

for all r 6 (logN)100 and (a, r) = 1.

This is a simple consequence of the Siegel-Walfisz theorem in short intervals.
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Proposition 9.4 (Siegel-Walfisz in short intervals). Let ε > 0 and A > 0 be given. Then,
for (a, r) = 1, r 6 (logN)A and H > N7/12+ε,

∑

N6p6N+H
p≡a (mod r)

log p =
H

ϕ(r)
+OA,ε

( H

ϕ(r)(logN)A

)
.

Proof. This follows from setting Q = (log x)A in the main result of [47]. �

In the “non-oscillatory case” an additional assumption on the size of the coefficients of
the polynomial g(n) is important, since for example the conclusion of Proposition 9.3 fails
for the polynomial g(n) = (n−N)/2.

9.1. The Type-I and Type-II information. The proof of Proposition 9.2 will largely
rely on the type-I and type-II information obtained by Matomäki-Shao in [39]. We will need
slight generalizations of these type-I and type-II estimates to allow for an extra congruence
condition. We quickly sketch below the necessary modifications in this subsection. We
broke down the results of [39] into many smaller propositions to make checking simpler.
Throughout, given a sequence {αn}, we will use the notation

‖α‖p :=
( ∑

M6m62M

|αm|p
)1/p

to denote its Lp norm.
First, we will need the following variant of the Weyl bound.

Lemma 9.5. Let k > 0 and g(n) =
∑k

i=1 γi(n − N)i. If for all q 6 (logN)B with B
sufficiently large in terms of k there exists an i ∈ {1, . . . , k} such that

‖qγi‖ >
(logN)B

H i

then, for all r 6 (logN)100, and all 0 6 a < r,
∑

N6n6N+H
n≡a (mod r)

e(g(n))≪ H

(logN)1000
.

Proof. Pick C sufficiently large in terms of k so that if for every q 6 (logN)C there exists
an i ∈ {1, . . . , k} such that ‖qγi‖ > (logN)C/H i then

∑

N6n6N+H

e(g(n))≪ H

(logN)1000
.

The existence of such a C > 0 follows from Weyl’s bound (see [42, Theorem 2 in Chapter
2]). We claim that B = 2C + 100 is admissible.

We express the condition n ≡ a (mod r) using additive characters so that it is enough
to bound

sup
06ℓ<r

∣∣∣
∑

N6n6N+H

e
(
g(n) +

nℓ

r

)∣∣∣.

Let (ℓ, r) be the tuple that maximizes the above expression. If for all q 6 (logN)C we
have ‖q(γ1 + ℓ/r)| > (logN)C/H then we are done by taking B = 2C + 100 and using the
Weyl’s bound as above.
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Suppose therefore that for some q 6 (logN)C and 0 6 ℓ < r, we have

(109) ‖q(γ1 + ℓ/r)‖ 6 (logN)C/H,

then γ1 + ℓ/r = a/q +O((logN)C/H), hence γ1 = a′/(rq) +O((logN)C/H). This however
would imply that ‖qγ1‖ 6 (logN)2C+100/H for some q 6 (logN)C+100. So taking B =
2C + 100, it follows that if for each q 6 (logN)B there exists an i ∈ {1, . . . , k} such that
‖qγi‖ > (logN)B/H i then (109) cannot hold, and hence, by the Weyl bound, we obtain a
saving of H(logN)−1000.

�

With this lemma in hand we begin with the type-I information.

Proposition 9.6. Let A > 1000, η ∈ (0, 10−6), k > 1 and N2/3−η 6 H 6 N be given. Let

g(n) =
∑k

i=1 γi(n − N)i be a polynomial of degree k > 1. Let f(ℓ) = 1 or f(ℓ) = log ℓ.
Suppose that M 6 H(logN)−B for some B sufficiently large with respect to A and k. Then
there exist a constant C > 0 sufficiently large with respect to A and k such that if for all
q 6 (logN)C there exists an i ∈ {1, . . . , k} such that

‖qγi‖ >
(logN)C

H i
,

then, for all r 6 (logN)100, complex coefficients αm supported on [M, 2M ] and (a, r) = 1,

∑

m∼M
N6ℓm6N+H
ℓm≡a (mod r)

e(g(ℓm))αmf(ℓ)≪ H/
√
M

(logN)A
· ‖α‖2.

Proof. Following Matomäki-Shao, we write the sum as
∑

m∼M

αm

∑

N/m6ℓ6N/m+H/m
ℓm≡a (mod r)

e(g(ℓm))f(ℓ)

and we apply the Cauchy-Schwarz inequality which leads to the problem of bounding

( ∑

m∼M

|αm|2
)1/2

·
( ∑

m∼M

∣∣∣
∑

N/m6ℓ6N/m+H/m
ℓm≡a (mod r)

e(g(ℓm))f(ℓ)
∣∣∣
2)1/2

From here on, we proceed in the same way as Matomäki-Shao starting with the second
display of the proof of their Proposition 2.1, with the only difference that we use Lemma
9.5 instead of their Lemma 3.1. �

We will also need information on the type-II sums,
∑

N6ℓm6N+H

αℓβme(g(nm)).

Proposition 9.7. Let A > 1000, η ∈ (0, 10−6) and N2/3−η 6 H 6 N be given. Suppose
that max(N/M,M) 6 H(logN)−B for B > 1000 sufficiently large with A and k. Suppose
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that for all q 6 (logN)C with C sufficiently large with respect to A and k, there is an
i ∈ {1, . . . , k} such that9

‖q(iγi + (i+ 1)Nγi+1)‖ >
(logN)C

H i
.

Then, for any sequence of complex numbers {αm} and {βn} supported on respectively
[M, 2M ] and [N/4M, 4N/M ], we have, uniformly in r 6 (logN)100, (a, r) = 1,

∑

M6m62M
N6mn6N+H
mn≡a (mod r)

αmβne(g(mn))≪ H

(logN)A
· M

1/4

N1/2
· ‖α‖4 · ‖β‖2.

Proof. Expressing the condition ℓm ≡ a (mod r) using Dirichlet characters, we see that it
is enough to bound

sup
χ (mod r)

∣∣∣
∑

m∼M
N6ℓm6N+H

αℓχ(ℓ)βmχ(m)e(g(ℓm))
∣∣∣.

The result now follows by going through the proof of Proposition 2.2 in [39] with δ =
(logN)−A−32. �

The diophantine condition in Proposition 9.7 excludes from consideration those g for
which

(110)
∣∣∣

∑

N6ℓm6N+H

αℓβme(g(ℓm))
∣∣∣ ≈

∣∣∣
∑

N6ℓm6N+H

αℓβm(ℓm)it
∣∣∣

for some |t| 6 Nk+1/Hk+2. In order to handle these remaining cases, we need additional
information on the sequences {αℓ} and {βℓ}. In particular, we will assume that either αℓ

or βℓ admits a bilinear structure. First let us establish a rigorous version of (110). This
result is implicit in [39].

Proposition 9.8. Let A > 1000, D > 1000A, η ∈ (0, 10−6), k > 1 and N2/3−η 6 H 6 N

be given. Let g(n) =
∑k

i=1 γi(n − N)i be a polynomial of degree k. Suppose that for some
C, there exists a q 6 (logN)C such that for all i ∈ {1, . . . , k},10

‖q(iγi + (i+ 1)Nγi+1)‖ 6
(logN)C

H i
.

Let {αℓ} be a sequence of complex numbers supported on integers ℓ not having prime factors
6 k!(logN)C. Then, for N sufficiently large with respect to C and k, either of the following
holds:

9We set γk+1 = 0
10We set γk+1 = 0.
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(1) There exists B > 0 sufficiently large with respect to A,C and k such that for H ′ =
H(logN)−B and all r 6 (logN)100, (a, r) = 1,

∣∣∣
∑

N6n6N+H
n≡a (mod r)

αne(g(n))
∣∣∣≪ k!(logN)100 · H

H ′ sup
χ (mod k!qr)

N6N ′6N+H−H′

N(logN)D/H′6|t|6(N/H)k+2

∣∣∣
∑

N ′6n6N ′+H′

αnχ(n)nit
∣∣∣

+
H

(logN)A

∑

N6n6N+H

|αn|.

(2) There exists an E sufficiently large with respect to A,C,D and k, and a q 6 (logN)E

such that for all i ∈ {1, . . . , k}, we have ‖qγi‖ 6 (logN)E/Hj.

Proof. By the triangle inequality,
∣∣∣

∑

N6n6N+H
n≡a (mod r)

αne(g(n))
∣∣∣ 6

∑

(v,k!q)=1

∣∣∣
∑

N6n6N+H
n≡a (mod r)
n≡v (mod k!q)

αne(g(n))
∣∣∣

because αn is supported on integers having no prime factors 6 k!(logN)C . Cover [N,N+H ]
with ≪ (logN)B disjoint short intervals I of length H ′, we bound the above expression by

∑

(v,k!q)=1

∑

I

∣∣∣
∑

n∈I
n≡a (mod r)
n≡v (mod k!q)

αne(g(n))
∣∣∣.

By the argument in [39] following equation (4.2), given such an interval I = [N ′, N ′ + H ′]
of length H ′ and given (v, k!q) = 1, we have for all n ∈ I, and n ≡ v (mod k!q),

e(g(n)) = νnit +O((logN)−A−C/k!)

provided that B is taken sufficiently large with respect to A,C and k, and where |ν| = 1,
t = 2πN ′(β1+a/q) for some a ∈ Z with |t| 6 (logN)O(C)(N/H)k+1, and with the coefficients
βi defined by

(111) γj =
k∑

i=j

(
i

j

)
(N −N ′)i−jβi.

In particular, it follows from this that if |t| 6 (logN)DN/H ′ = (logN)D+BN/H then

‖qβ1‖ ≪
(logN)D+B

H
.

And since (as shown in equation (4.4) of [39]) for all j ∈ {1, . . . , k},
∣∣∣
(
βj +

aj
qj

)
− (−1)j−1

jN ′j−1

(
β1 +

a

q

)∣∣∣ 6 (logN)O(C) ·H−j

for some aj ∈ Z, it follows from t = 2πN ′(β1+a/q) and the assumption |t| 6 (logN)D+BN/H
that for j ∈ {2, . . . , k},

‖k!qβj‖ 6
(logN)O(C)

Hj
+

(logN)D+B

N j−1H
.
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Finally, from (111), we get for all j ∈ {1, . . . , k},

‖k!qγj‖ 6 2k (logN)D+O(C)+B

Hj
.

Picking E = D + KC + B + log k with K sufficiently large, we note that E depends on
A,D,C and k, and that there exists a q 6 (logN)E such that

‖qγj‖ 6
(logN)E

Hj

for all j ∈ {1, . . . , k}.
�

Finally, to rule out the possibility that the bilinear form αmβn resonates with (mn)it, we
will use the following result of Baker, Harman and Pintz. Note that in order to apply it,
one of the sequences {αm} or {βn} appearing in (110) needs to have an additional bilinear
structure.

Proposition 9.9. Let A > 1000, D > 1000A, k > 0 and η ∈ (0, 2 × 10−6) be given. Let
N2/3−η 6 H 6 N . Let {αk}, {βℓ}, {γv} be three sequences of complex numbers supported
respectively on [K, 2K], [L, 2L] and [V, 2V ] with KLV ≍ N . Suppose that, for |u| 6
N(logN)D/2/H, we have

∣∣∣
∑

V 6v62V

γv
v1/2+iu

∣∣∣≪ (logN)−10A
( ∑

V6v62V

|γv|2
)1/2

.

Suppose that max(K/L, L/K) 6 N1/3−3η and V 6 N5/9−2η, then

∑

K6k62K
L6ℓ62L
V 6v62V

N6kℓv6N+H

αkβℓγv ≪
H

(logN)A
· 1√

N
· ‖α‖2‖β‖2‖γ‖2.

Proof. This follows from the case g = 1 of [24, Lemma 7.3] (alternatively see [3, Lemma 9])
since for θ > 2/3− η,

γ := min
(

4θ − 2,
4θ − 1

3
,

24θ − 13

3

)
=

4θ − 1

3
>

5

9
− 2η.

See also for e.g. [39, Lemma 2.3] for the details of this deduction. Note that [39, Lemma 2.3]
is more restrictive than necessary and stated with the exponent 4

9
instead of the exponent

5
9
. �

9.2. The oscillatory case. In this subsection we will prove Proposition 9.3. Therefore,
we will assume that for all q 6 (logN)B, with B sufficiently large with respect to k, there
exists an index i ∈ {1, . . . , k} such that

(112) ‖qγi‖ ≫
(logN)B

H i

and where γi are coefficients of the polynomial g(n) =
∑k

i=1 γi(n−N)i. In this situation, if
B is sufficiently large in terms of k then it follows from Lemma 9.5 that for all r 6 (logN)100
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and 0 6 a < r,
∑

N6n6N+H
n≡a (mod r)

e(g(n))≪ N

(logN)1000
.

Removing the log p weight, it therefore remains to show that if B in (112) is sufficiently
large, then

(113)
∑

N6p6N+H
p≡a (mod r)

e(g(p))≪ η log
1

η
· H

ϕ(r) logN
.

Notice that we can assume that N2/3−η 6 H 6 N2/3+η. If H > N2/3+η then the conclusion
follows from [39, Theorem 1.3].

Taking z = N1/3+100η and using Linnik’s identity (Lemma 7.6), we bound the left-hand
side of (113) by

(114)
∣∣∣

∑

N6n6N+H
p|n =⇒ p>z

n≡a (mod r)

e(g(n))
∣∣∣ +

∣∣∣
∑

N6nm6N+H
p|n,m =⇒ p>z

n,m>z
nm≡a (mod r)

e(g(nm))
∣∣∣ +O(N2/3−2η),

where the O(N2/3−2η) accounts for the modifications on integers n with n = pα with α > 2.
We notice that the second sum falls exactly within the scope of applicability of Proposition
9.7. Indeed, we can write this sum as a linear combination of expressions of the form

∑

m∼M
N6nm6N+H

n,m>z
nm≡a (mod r)

αnαme(g(nm))

with
√
N < M < N/z = N2/3−100η and αn the indicator function of integers n such that

p|n =⇒ p > z. Since z2 > M , this means that αn is in fact the indicator function of prime
numbers.

The next lemma establishes cancellations in this bilinear sum.

Lemma 9.10. Let η ∈ (0, 10−7). Let
√
N < M < N2/3−100η. Then, for N2/3−η 6 H 6

N2/3+η,
∑

p∼M
N6pq6N+H
pq≡a (mod r)

e(g(pq))≪ H

(logN)1000

provided that B in (112) is taken to be sufficiently large.

Proof. By the integration by parts, we see that it is enough to prove the same result for
a sum weighted by log p and log q. Applying Vaughan’s identity (Lemma 7.4) reduces the
problem to bounding type-I and type-II sums. The type-I sums are of the form

∑

nm∼M
N6mnq6N+H

m6z2

mnq≡a (mod r)

e(g(nmq))βmf(n) log q
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for some divisor-bounded coefficients βm, with z := N1/12−η−η2 and with f(n) = 1 or

f(n) = log n. By Proposition 9.6, this is ≪C H(logN)−106 provided that B in (112) is
chosen sufficiently large.

Therefore, it remains to obtain a similar saving in the type-II sums of the form

(115)
∑

uvw∼M
N6uvwq6N+H
u∼U,v∼V,w∼W

uvwq≡a (mod r)

e(g(uvwq))Λ(v)µ(w) log q

for UVW ≍ M powers of two with V,W > N1/12−η−η2 . Since
√
N 6 M 6 N2/3−100η ,

Proposition 9.7 establishes that (115) is ≪ H/(logN)10
7

if for C > 0 sufficiently large with
respect to k and for all q 6 (logN)C there is an i ∈ {1, . . . , k} such that

‖q(iγi + (i+ 1)Nγi+1)‖ >
(logN)C

H i
.

Therefore, we can assume that there exists a q 6 (logN)C such that for all i ∈ {1, 2, . . . , k},

(116) ‖q(iγi + (i+ 1)Nγi+1)‖ 6
(logN)C

H i
.

In (115), write u = u1u2 and w = w1w2 with u1, w1 such that all the prime factors of u1, w1

are 6 k!(logN)C and all the prime factors of u2, w2 are > k!(logN)C . We note that if

w1 > Nη6 or u1 > Nη6 then the integer uwv has more than exp(logN/(log logN)2) distinct
prime factors. The contribution of such integers to (115) is

≪
∑

N/4M6q64N/M

log q
∑

H/q6n6N/q+H/q
ω(n)>109 log logN

d3(n)≪ (logN)−108
∑

N/4M6q64N/M
H/q6n6N/q+H/q

d3(n)eω(n)

and by Shiu’s theorem (Lemma 3.2) applied to the sum over n, we see that the above is
≪ H(logN)−106 .

It remains therefore to obtain an upper bound for
∑

u1,w16Nη6

p|w1 =⇒ p6k!(logN)C

µ(w1)
∑

u2w2v∼M/(u1w1)
N/(u1w1)6vu2w2q6N/(u1w1)+H/(u1w1)

v∼V,w2∼W/w1,u2∼U/u1

p|u2,w2 =⇒ p>k!(logN)C

vu1w1≡au2w2 (mod r)

log qΛ(v)µ(w2)e(g(vu1w1u2w2q))

in the case when (116) holds. By Proposition 9.8, it suffices to show that there exists a

D > 1010 such that for every w1 6 Nη6 ,
∑

u2w2v∼M/(u1w1)
N/(u1w1)6vu2w2q6N/(u1w1)+H′

v∼V,w2∼W/w1,u2∼U/u1

p|u2,w2 =⇒ p>k!(logN)C

Λ(v)µ(w2) log qχ(vu2w2q)(vu2w2q)
it ≪ H ′ · (logN)−106

for H ′ = (H/(u1w1))(logN)−B, B a sufficiently large constant depending on k, χ of con-
ductor 6 k!(logN)F with F sufficiently large with respect to k and N(logN)D/H ′ 6 |t| 6
(N/H)k+2.

Suppose that V > UW/(u1w1) (the case of UW/(u1w1) < V is essentially identical as

it amounts to swapping the roles of v and u2w2). Then since N1/2−η4 6 UV W/(u1w1) 6



78 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

N2/3−100η , we have V > N1/4−η3 and also V 6 N2/3−100η . Moreover, UW 6 N1/3−50η+η4

and N1/3+100η 6 N/M 6
√
N . Therefore,

max
(N/M

V
,

V

N/M

)
6 max(N1/4+η3 , N1/3−200η) = N1/3−200η

and we also have N1/12−2η 6 UW 6 N1/3−50η+η4 . Note, moreover, that by Lemma 7.8, for
every |u| 6 N(logN)D/2/H , we have, for A = 106 and W,V > N ε,

∣∣∣
∑

w∼W
p|w =⇒ p>k!(logN)C

µ(w)χ(w)

w1/2+it

∣∣∣≪
√
W

(logN)10A
,

∣∣∣
∑

v∼V

Λ(v)χ(v)

v1/2+iu−it

∣∣∣≪
√
V

(logN)10A

since |t| > N(logN)D/H and D is much larger than 10A. Therefore, Proposition 9.9 is
applicable and gives the required saving.

�

In order to handle the contribution of the first sum in (114), we will use the following
lemma. We refer the expert reader to subsection 9.4 for a quicker alternative treatment
relying on Harman’s book [24].

Lemma 9.11. Let η ∈ (0, 1
1000

). Let w = Nη4 and v = Nη2 and y = N1/3−100η, z =

N1/3+100η and N2/3−η 6 H 6 N2/3+η. Then, there exist coefficients λd with |λd| 6 1 such
that for all N sufficiently large with respect to 1/η, and (a, r) = 1, r 6 log100N ,

∑

N6n6N+H
n≡a (mod r)
p|n =⇒ p>z

e(g(n)) =
∑

N6n6N+H
n≡a (mod r)

e(g(n))
(∑

d|n
d6v

λd

)
−

∑

N6pn6N+H
w6p<z

pn≡a (mod r)

e(g(pn))
(∑

d|n
d6v

λd

)

+
∑

N6np1p26N+H
w6p1<p2<y

np1p2≡a (mod r)

e(g(np1p2))
(∑

d|n
d6v

λd

)
+

∑

36k6η−4

(−1)k
∑

N6np1...pk6N+H
w6p1<p2<...<pk<y

p|n =⇒ p>w
np1...pk≡a (mod r)

e(g(np1 . . . pk))

+O
(
η log

1

η

H

ϕ(r) logN

)
.

Proof. Iterating Buchstab’s identity twice, we see that
∑

N6n6N+H
n≡a (mod r)
p|n =⇒ p>z

e(g(n)) =
∑

N6n6N+H
n≡a (mod r)
p|n =⇒ p>w

e(g(n))−
∑

w6p<z
N6pn6N+H
pn≡a (mod r)
q|n =⇒ q>w

e(g(pn)) +
∑

w6p<q<z
N6pqn6N+H
pqn≡a (mod r)

t|n =⇒ t>q
t prime

e(g(pqn)).

We will show that at the cost of an error term of size O(η log(1/η)H/(ϕ(r) logN)), we can
restrict the sum over w 6 p < q < z to w 6 p < q < y. Indeed, we notice that the
contribution of the integers with y < q < z is bounded by

≪
∑

y6q6z
w6p<z

∑

N6pqn6N+H
n≡apq (mod r)

t|n =⇒ t>y
t prime

1≪
∑

y6q6z
w6p6z

H

pqϕ(r) logN
≪ η log

1

η
· H

ϕ(r) logN
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by the Brun-Titchmarsh theorem [28, Theorem 6.6].
On the remaining sum

∑

w6p<q<y
N6pqn6N+H
pqn≡a (mod r)

t|n =⇒ t>q
t prime

e(g(n)),

we apply Buchstab’s identity logN/ logw times, and this shows that this sum is equal to

∑

26k6η−4

(−1)k
∑

w6p1<...<pk<y
N6p1...pkn6N+H
p1...pkn≡a (mod r)

t|n =⇒ t>w
t prime

e(g(np1 . . . pk)).

It remains to express the condition p|n =⇒ t > w using a sieve on the terms with
k ∈ {0, 1, 2}. Let T be the subset of integers n ∈ [1, N ] with the property that all the
prime factors of n are less than w and n has at most 100⌊logi+1N⌋ distinct prime factors
in the interval

Ii :=
[

exp
( logN

(logiN)2

)
, exp

( logN

(logi+1N)2

)]
, i = 1, 2 . . . , J

with J , the smallest integer such that η−4 6 logJ+1N 6 exp(η−4), and where log1N :=∞
so that logN/ log1N = 0. Moreover, letting w′ := exp(logN/(logJ+1N)2), we also require
that n ∈ T has at most

100
⌊ ∑

w′6p6w

1

p

⌋

distinct prime factors in the interval [w′, w]. Note that
∑

w′6p6w p
−1 > 1

2
log η−1.

Notice that if n ∈ T then in fact n 6 Nη2 =: v. Let also T ′ denote the set of integers
that can be written as n = ab with p|a =⇒ p 6 w and p|b =⇒ p > w, and such that
a ∈ T and b has at most 100 log(1/η) prime factors.

We notice that on the set n ∈ T ′, we have

1p|n =⇒ p>w =
∑

d|n
p|d =⇒ p6w

µ(d) =
∑

d|n
p|d =⇒ p6w
d6v,d∈T

µ(d) =:
∑

d|n
d6v

λd

since any divisors d of n with the property that all the prime factors of d are 6 w is a
divisor of a and therefore, an element of T , and hence 6 v. Here, λd is defined by setting
λd = µ(d) whenever d ∈ T and λd = 0 otherwise. Moreover,

(117) 0 6 1p|n =⇒ p>w 6
∑

d|n
d6v

λd.
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Therefore, we have for k ∈ {0, 1, 2} the identity

∑

N6np1...pk6N+H
w6p1<...<pk<y

np1...pk≡a (mod r)
p|n =⇒ p>w

e(g(np1 . . . pk)) =
∑

N6np1...pk6N+H
w6p1<...<pk<y

np1...pk≡a (mod r)
n∈T ′

e(g(np1 . . . pk))
(∑

d|n
λd

)

+O
( ∑

N6np1...pk6N+H
w6p1<...<pk<y

np1...pk≡a (mod r)
p|n =⇒ p>w

n 6∈T ′

1
)
.

Furthermore, by (117), this is equal to

∑

N6np1...pk6N+H
w6p1<...<pk<y

np1...pk≡a (mod r)

e(g(np1 . . . pk))
(∑

d|n
λd

)
+O

( ∑

N6np1...pk6N+H
w6p1<...<pk<y

np1...pk≡a (mod r)
n 6∈T ′

∑

d|n
d6v

λd

)
.

It therefore remains to show that the sum over n 6∈ T ′ above is negligible for each
k ∈ {0, 1, 2}. Since λd is supported on integers all of whose prime factors are 6 w, and
p1, . . . , pk > w, we have

∑

d|n
d6v

λd =
∑

d|np1...pk
d6v

λd.

Moreover, the number of representations of a given integer m as np1 . . . pk with w <
p1, . . . , pk < z and all of the prime factors of n less than w is ≪ (log z/ logw)k. Therefore,

(118)
∑

06k62

∑

N6np1...pk6N+H
np1...pk≡a (mod r)

w6p1<...<pk<z
n 6∈T ′

(∑

d|n
d6v

λd

)
≪

∑

N6n6N+H
n≡a (mod r)

n 6∈T ′

( log z

logw

)2

·
(∑

d|n
d6v

λd

)

and it remains to show that this is ≪ ηH/(ϕ(r) logN).
Let f be a completely multiplicative function with f(p) = 1 for p 6 100 and f(p) = 2 for

p > 100. Then, by the union bound,

1n 6∈T ′ ≪
( J∑

i=1

2−100 logi+1 N + 2−100 log(1/η)
)
f(n).

Therefore, (118) is

η40
∑

N6n6N+H
n≡a (mod r)

f(n)
∑

d|n
d6v

λd = η40
∑

d6v
(d,r)=1

λdf(d)
∑

N6n6N+H
n≡da (mod r)

f(n).
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By [48, Main Theorem], we have

∑

N6dn6N+H
n≡da (mod r)

f(n) =
1

ϕ(r)

∑

χ (mod r)

χ(d)χ(a)
∑

N6dn6N+H

f(n)χ(n)

=
H

dϕ(r)
·
(ϕ(r)

r

)2

· P (logN) +OA

( H

(logN)A

)

with P a linear polynomial. Therefore, (118) is

≪ η40 · H logN

ϕ(r)
·
(ϕ(r)

r

)2∑

d6v

λdf(d)

d

and by definition of λd, we have

∑

d6v
(d,r)=1

λdf(d)

d
=

J∏

i=1

( ∑

p|n =⇒ p∈Ii
Ω(n;Ii)6100⌊logi+1 N⌋

µ(d)f(d)

d

)

=
J∏

i=1

( ∏

p∈Ii
(p,r)=1

(
1− 2

p

)
+
( 1

(logiN)10

))

by Chernoff’s bound. Since the Euler product is always larger than the error term, we can
bound the above by

≪
( r

ϕ(r)

)2

·
∏

p6v

(
1− 2

p

)
≪

( r

ϕ(r)

)2

· η−8

log2N
.

It follows that (118) is

≪ η10H

ϕ(r) logN

as needed.
�

We notice that the first two terms,

∑

N6n6N+H
n≡a (mod r)

e(g(n))
(∑

d|n
d6v

λd

)
and

∑

N6pn6N+H
w6p6z

pn≡a (mod r)

e(g(n))
(∑

d|n
d6v

λd

)

fall within the scope of Proposition 9.6, and in particular, it follows that these terms are
≪A H(logN)−106 provided that B in (112) is sufficiently large with respect to k. We notice
that the case k = 2 also falls within the scope of Proposition 9.6 since dp1p2 6 N2/3−100η .
Therefore, we can assume that k > 3. We localize the variable n in a dy-adic interval R.
We notice that if R > N1/3+η+η2 then Proposition 9.6 is once again applicable. We can
therefore assume that R 6 N1/3+η+η2 .
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It therefore remains to show that for each 3 6 k 6 η−4,
∑

N6np1...pk6N+H
n∼R

w6p1<p2<...<pk<y
np1...pk≡a (mod r)

p|n =⇒ p>w

e(g(np1 . . . pk))≪ H · (logN)−106 .

We then localize each variable pi in a dyadic interval [Pi, 2Pi] with w 6 Pi 6 y powers of two.
Subsequently, we use contour integral to resolve the condition pi < pi+1 for i = 1, 2, . . . , k−1.
All these operations introduce logarithmic losses (in total (logN)Oη(1)) and in particular,

it is enough to show that for every 1 6 R 6 N1/3+η+η2 , Pi ∈ [w, y] for i = 1, 2, . . . , k with
RP1 . . . Pk ≍ N , we have for some A > 0 sufficiently large with respect to 1/η,

∑

n∼R,pi∼Pi
N6np1...pk6N+H
np1...pk≡a (mod r)

p|n =⇒ p>w

pit11 . . . pitkk e(g(np1 . . . pk))≪A
H

(logN)A

with |ti| 6 y1+1/100 for all i = 1, 2, . . . , k.
Let ℓ be the first index such that P1 · · ·Pℓ > N1/3+50η . Then, necessarily ℓ > 2 and

P1 · · ·Pℓ 6 N2/3−50η since P1 · · ·Pℓ−1 6 N1/3+50η and Pℓ 6 N1/3−100η . Therefore, grouping
together the variables p1, . . . , pℓ on one side, and the variables pℓ+1, . . . , pk, n on the other
side, we obtain a bilinear form to which Proposition 9.7 is applicable. Consequently, we
can assume that there exists a large constant C > 0 depending on 1/η and k such that11

‖q(iγi + (i + 1)Nγi+1)‖ 6
(logN)C

H i

for every i ∈ {1, 2, . . . , k}.
By Proposition 9.8, it remains to verify that for A,B, F sufficiently large with respect to

1/η and k, H ′ = H(logN)−B and (N/H ′)(logN)A
2
6 |t| 6 (N/H)k+2, and χ of conductor

6 k!(logN)F ,
∑

n∼R,pi∼Pi

N6np1...pk6N+H′

p|n =⇒ p>w

nitpit1+it
1 . . . pitk+it

k χ(np1 . . . pk)≪ H ′

(logN)A
.

Importantly, we notice that t is much larger than the remaining t1, . . . , tk. Therefore, by
Lemma 7.8, we have, for |u| 6 (N/H ′)(logN)A

2−1,
∣∣∣

∑

R6n62R
p|n =⇒ p>w

χ(n)

n1/2+it+iu

∣∣∣≪A

√
N

logAN

as long as R > N100η2 and similarly for |u| 6 (N/H ′)(logN)A
2−1,

∣∣∣
∑

Pj6p62Pj

χ(p)

p1/2+it+itj+iu

∣∣∣≪A

√
Pj

logA Pj

for all j = 1, . . . , k since Pj > w.

11As usual we set γk+1 = 0.
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First, let us show that we can assume that R > Nη. In the case k = 3 this is clear:
indeed, if R < Nη then P1 . . . P3R 6 N1−100η which is impossible. Let us assume therefore
that k > 4 and that R 6 Nη. In that case, we group together the variable n with the
longest variable among the pi’s. This leads to a situation in which we have four variables,
all of length > Nη2 , all exhibiting cancellations, and all but the one shorter than 1

3
− 100η

(the outlier is still shorter than 1
3
). It follows then from Lemma 9.12 that we can group

these variables in a way so that Proposition 9.9 is applicable.
In the remaining case, when R > Nη and k > 3, we still find ourselves in the situation

in which we have at least four variables, and all of them exhibit non-trivial cancellations.
Therefore, we conclude again by using Lemma 9.12 below and Proposition 9.9.

Lemma 9.12. Let η ∈ (0, 10−5). Let k > 4. Let a1 + . . . + ak = 1 be a sequence of real
numbers with 0 < ai <

1
3
− 100η for i = 1, . . . , k − 1, and 0 < ak <

1
3

+ 100η. Then, there
exists a partition of {1, . . . , k} into three disjoint non-empty subsets I, J,K such that

∣∣∣
∑

i∈I
ai −

∑

j∈J
aj

∣∣∣ 6 1

3
− η and

∣∣∣
∑

k∈K
ak

∣∣∣ 6 5

9
− 2η.

Proof. Suppose first that k = 4. Either a1 + a2 < 5/9 − 2η or a3 + a4 < 5
9
− 2η. In

the first case, we take K = {1, 2} and I = {3}, J = {4}. In the second case, we take
K = {3, 4} and I = {1}, J = {2}. Suppose now that k = 5. If for any two ℓ 6= j we
have aℓ + aj 6

1
3
− 100η then we collapse aℓ + aj into one element and appeal to the result

with k = 4. Therefore, we can assume that aℓ + aj > 1
3
− 100η for any two ℓ 6= j. In

particular, 1
3
− 100η 6 a1 + a2, a3 + a4 6 2

3
− 200η, so we take I = {1, 2}, J = {3, 4} and

K = {5}. Suppose now that k = 6. Once again we can assume that for any two ℓ 6= j
we have aℓ + aj >

1
3
− 100η. Therefore, 1

3
− 100η 6 a1 + a2, a3 + a4, a5 + a6 6 2

3
− 100η.

Moreover, at least one of a1 + a2 or a3 + a4 has to be 6 5
9
− 100η, say a1 + a2. In that case

we pick K = {1, 2} and I = {3, 4} and J = {5, 6}. Finally, suppose that k > 7. In that
case, as before, we can assume that for any ℓ 6= j we have aℓ + aj >

1
3
− 100η, as otherwise,

we are back to the case k − 1 which we can assume to be proven. Then either a6 or a7 is
greater than 1

6
− 50η because a6 + a7 >

1
3
− 50η. Without loss of generality, assume that it

is a7. This however leads to an impossible situation as

3×
(1

3
− 100η

)
+

1

6
− 50η <

6∑

i=1

ai + a7 + . . .+ ak = 1,

so the case k > 7 reduces to the earlier case with k − 1 variables. �

9.3. The non-oscillatory case. We will prove Proposition 9.3. Suppose therefore that
there exist B > 0 and q 6 (logN)B such that for all i ∈ {1, . . . , k} we have ‖qγi‖ 6

(logN)B/H i. In this situation, we write

γi =
ai
q

+ θi

with |θi| 6 (logN)BH−i. We split into progressions (mod qr) and we apply Proposition 9.4
and the integration by parts (using that the derivative of

∑
θi(n−N)i is≪ H−1(logN)B).
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This gives us

∑

N6p6N+H
p≡a (mod r)

e(g(p)) log p =
1

ϕ(qr)

∑

(x,qr)=1
x≡a (mod r)

e
( k∑

i=1

(x−N)iai
qi

) ∑

N6n6N+H

e
( k∑

i=1

(n−N)iθi

)
(119)

+OA

( H

(logN)A

)
.

We now notice that the assumptions of the theorem imply that ai = 0 for all i > 2.
Moreover, if a1 6= 0 then without loss of generality we can assume that (a1, q) = 1. We also
notice that since |γ1| 6 e−τr, we have q > eτr since a1 6= 0. In particular, for any A > 1000,

1

ϕ(rq)
· e
(
− Na1

q

) ∑

(x,qr)=1
x≡a (mod r)

e
(xa1
q

)
≪A

1

eτr/2
· ϕ(qr)

qr
· qr +

qr

(log q)A

by Lemma 5.1. Therefore, (119) is

≪A
H

eτr/2
+

H

(log q)A
≪ ηH

ϕ(r)

as needed.
Finally, in the remaining case when a1 = 0, we obtain precisely the statement of the

theorem, as in that case one can apply Proposition 9.4 with the choice q = 1 and θi = γi
for all i > 1.

9.4. An alternative argument. We describe here an alternative arrangement of our ar-
gument that was communicated to us by Kaisa Matomäki and which relies on Harman’s
book [24]. Write

S(A, z) :=
∑

x6n6x+H
n≡a (mod r)
p|n =⇒ p>z

e(g(n))

and, as usual, let

S(Ap, z) :=
∑

x6pn6x+H
pn≡a (mod r)
q|n =⇒ q>z

e(g(np)).

Set y = x1/3−100η and z = x1/3+500η . By Buchstab’s identity and a sieve upper bound, we
have ∑

x6p6x+H
p≡a (mod r)

e(g(p)) = S(A,
√
x) = S(A, y)−

∑

y<p<
√
x

S(Ap, p)

= S(A, y)−
∑

z<p<
√
x

S(Ap, p) +O
( ηH

ϕ(r) log x

)

= S(A, y)−
∑

z<p<
√
x

S(Ap, y) +O
( ηH

ϕ(r) logx

)

since the implicit variable in S(Ap, p) with p > z is necessarily a prime.
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These sums can be now decomposed into appropriate type I/II sums by using [24, The-
orem 3.1] in the “non-resonating case” when e(g(m)) 6≈ mit , and using [24, Lemma 7.5]
in the “resonating case” when g(m) ≈ mit. The [24, Lemma 7.5] is stated for intervals
H = x7/12 but a minor variant also works in the case of intervals of length x2/3−η with
z = x1/3−100η . This saves us from having to prove Lemma 9.11 and decomposing into type
I and type II sums as this is then done in [24, Theorem 3.1] and [24, Lemma 7.5]. As a
result, this arrangement of the proof would save a few pages (beginning with Lemma 9.11
and ending at the “Non-oscillating case”).

10. Proof of Theorem 0.1

In this section we will prove our main equidistribution result for analytic skew products.
Fix α ∈ T, g ∈ Cω(T) of zero mean and T (x, y) = (x + α, y + g(x)). Notice that since
the characters form a linearly dense set, it is enough to show Theorem 0.1 for f(x, y) =
eb,c(x, y) = e2πi(bx+cy) for all b, c ∈ Z. From now on, we also fix b, c ∈ Z.

We will show that for all 0 < η < 1 and every sufficiently large N , we have

(120)
∑

p6N

eb,c(T
p(x, y)) log p = O(η1/2N).

Then Theorem 0.1 will immediately follow from (120) (since η > 0 is arbitrary). Fix

1 > η > 0 and set ε := η2

1000
and ξ := ε10 (see Theorems 8.1 and 8.2). Assume that N ∈ N

and let n ∈ N be unique such that qn 6 N < qn+1. The proof of the theorem will split into
several cases:
Case A. N > eq

1/2
n . Let H := min(N, q

3/4
n+1)

12 and m 6 N . We will show that

(121)
∣∣∣

∑

p∈[m,m+H]

eb,c(T
p(x, y)) log p

∣∣∣ = O(η1/2H),

then (120) follows by summing over disjoint intervals of length H . Let zn ∈ {qn, pnqn}
come from Proposition 6.1 (recall that pn 6 2 log2 qn). Let p ∈ [m,m+H ]. Since p−m 6

H 6 q
2/3−η
n+1 , by Corollary 2.6 (applied to p−m) with δ = 1/5, w ∈ {1, pn} (in both cases,

|w| 6 2 log2 qn 6 log3 qn) and (xm, ym) = Tm(x, y), we have

(122) T p(x, y) = T p−m(xm, ym) = o(1) + T (p−m) mod zn(xm, ym + Pn(xm, p−m)),

where the degree of Pn is bounded by 5. Assume that a ∈ {0, 1 . . . , zn − 1}. First notice
that if p ≡ m + a mod zn with (m + a, zn) > 1, then p 6 zn (in fact, p|zn) and hence
such residue classes can be ignored as their contribution to the LHS of (120) is of order∑

p6zn
log p =: θ(zn) ∼ zn 6 2qn log2 qn = o(N), where we have used the PNT and N >

eq
1/2
n . We hence consider only a 6 zn such that (m + a, zn) = 1. By (122), we have

(123)
∑

p∈[m,m+H]
p−m≡a mod zn

eb,c(T
p(x, y)) log p = o(

∑

p∈[m,m+H]
p−m≡a mod zn

log p)+

eb,c(T
a(xm, ym))

∑

p∈[m,m+H]
p−m≡a mod zn

ec(Pn(xm, p−m)) log p

12In this case, we can take 1− δ (for fixed δ > 0) instead of 3/4.
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(where o(·) does not depend on a). Set

hm,a :=
∑

p∈[m,m+H]
p−m≡a mod zn

ec(Pn(xm, p−m)) log p,

and let

vm :=
1

ϕ(zn)

∑

k∈[m,m+H]

ec(Pn(xm, k −m)).

By (123) and summing over all a 6 zn for which (m + a, qn) = 1, we get

(124)
∑

p∈[m,m+H]

eb,c(T
p(x, y)) = o(

∑

p∈[m,m+H]

log p)+

vm
∑

(m+a,zn)=1
a6zn

eb,c(T
a(xm, ym)) +O

( ∑

(m+a,zn)=1
a6zn

|hm,a − vm|
)
.

Again, we can ignore the term o(
∑

p∈[m,m+H] log p) in what follows: after summing over
disjoint intervals of length H , the joint error term, by a use of the prime number theorem,
contributes o(N) in (120).

Notice that by Proposition 2.5, it follows that Pn(xm, n−m) is a polynomial (of degree

6 3) whose coefficients satisfy (35). Since N < qn+1 and H = min(N, q
3/4
n+1) > N3/4 > m3/4,

it follows that we can apply Theorem 9.113 with g replaced with Pn, N with m and r with
zn (note that in view of (35), also the assumptions on βi are satisfied). Therefore,

∑

(m+a,zn)=1
a6zn

|hm,a − vm| = O
(
η log

(1

η

)
H
)

= O(η1/2H)

as (remembering that zn is of order at most qn log2 qn) by taking A > 3 in Theorem 9.1, we

have zn 6 (logm)A for m > eq
1/3
n , so the theorem applies, and this range of m is sufficient

to cope with (120).
Consider now the set C := {0 6 a < zn : (m + a, zn) = 1} ⊂ {a′ + ℓzn : 0 6 a′ <

zn, (a
′, zn) = 1, ℓ ∈ Z}. If m = uzn + t with 0 6 t < zn then a number a ∈ C either

satisfies t + a = a′ or t + a = a′ + zn (with 0 6 a′ < zn, (a′, zn) = 1), in any case we
obtain a bijection a 7→ a′. But, by its definition, zn is a time of (uniform) rigidity, so
d(T a(xm, ym), T a′(T−t(xm, ym)) = o(1). Moreover (trivially), |vm| 6 H

ϕ(zn)
, so

vm
∑

(m+a,zn)=1
a6zn

eb,c(T
a(xm, ym)) = o(H),

where we use the bound
1

ϕ(zn)

∑

(m+a,zn)=1
a6zn

eb,c(T
a(xm, ym)) =

1

ϕ(zn)

∑

(a′,zn)=1
a′6zn

eb,c(T
a′(T−t(xm, ym))] + o(1) = o(1),

which follows from Proposition 6.1 (with d = zn).

13In this case, we in fact could appeal to the results of Matomäki-Shao and we don’t need the full
strength of Theorem 9.1. We will use Theorem 9.1 in its strongest form in case B.2.1.
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Putting the above bounds together to (124), yields
∑

p∈[m,m+H]

eb,c(T
p(x, y)) log p = O(η1/2H).

This gives (120) and finishes the proof of Case A.

Case B. N 6 eq
1/2
n . Let n∗ 6 n be the largest number such that (see (29))

(125) qn∗ > eτqn∗−1.

B.1. N5/6−ε > qn. Denote pqn := p mod qn. Notice that since N 6 min(eq
1/2
n , qn+1), by

Lemma 2.4 (note that if eq
1/2
n > qn+1 then still N 6 qn

qn+1

qn∗
and eτqn > qn+1) it follows that

d
(
T p(x, y), T pqn(x, y)

)
= o(1).

Therefore, ∑

p6N

eb,c(T
p(x, y)) log p = o(N) +

∑

p6N

eb,c(T
pqn (x, y)) log p,

and therefore below we will consider the last sum. We further split this case in two subcases:

B.1.1. qn∗ > q1−ε
n . In this case we use Theorem 8.2 with H := N , q := qn, r := zn∗−1

(where zn∗−1 comes from Proposition 6.1), H ′ := q1/3. Note that by the definition of n∗,
r = zn∗−1 6 q2n∗−1 6 log3 qn∗ 6 log3 qn 6 log3N . Notice moreover that H/q = N/q >

N
N5/6−ε = N1/6+ε.

We call an interval I ⊂ [0, q] “good” if it satisfies

(126) sup
β

∣∣∣
∑

p6N
pq≡v mod r

pq∈I

e(pqβ) log p− N

ϕ(q)

∑

(m,q)=1
m≡v mod r

m∈I

e(mβ)
∣∣∣≪ N |I|

q log60N
.

Otherwise, we call I “bad”. For a good I ⊂ [0, q], summing over v 6 r and using r 6 log3N ,
we obtain

(127)
∑

(v,(r,q))=1
v6r

sup
β

∣∣∣
∑

p6N
pq≡v mod r

pq∈I

e(pqβ) log p− N

ϕ(q)

∑

(m,q)=1
m≡v mod r

m∈I

e(mβ)
∣∣∣ = o

(N |I|
q

)
.

We now consider intervals [j, j + H ′] (with j 6 q) of length H ′. Recall that all the as-
sumptions of Theorem 8.2 are satisfied (with H := N , q := qn, r := zn∗−1 and H ′ = q1/3),
where we are in the situation x = H , so the second part of this theorem applies. Dividing
in (83) both sides by q, we obtain that the LHS is bounded by (1/ log100N)O(NH ′/q).
The number K of j 6 q of those intervals [j, j +H ′] which are bad, i.e. for which the LHS

in (126) is bounded from below by 1
log60 N

O(NH ′/q) is hence at most q log60 N
log100 N

= q 1
log40 N

,

whence K = o(q). It follows that the number of good intervals I is q−o(q). By considering
these intervals in arithmetic progressions [s + tH, s + (t + 1)H ′] (with s 6 H ′), we must
see the same proportion of good intervals along at least one such arithmetic progression.
It follows that we can decompose [0, q] =

⋃ℓ
i=1 Ii, where all the intervals Ii are pairwise
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disjoint, |Ii| = H ′ for 2 6 i 6 ℓ− 1 and |I1|, |Iℓ| 6 H ′ and all but o(ℓ) of the intervals {Ii}
satisfy (127). By (127) (summing over good i 6 ℓ), we have

(128)
∑

i is good

∑

(v,(r,q))=1
v6r

sup
β

∣∣∣
∑

p6N
pq≡v mod r

pq∈Ii

e(pqβ) log p− N

ϕ(q)

∑

(m,q)=1
m≡v mod r

m∈Ii

e(mβ)
∣∣∣ = o

(
N
)
.

Notice that

(129)
∑

p6N

eb,c(T
pq(x, y)) log p =

∑

i is good

∑

p6N
pq∈Ii

eb,c(T
pq(x, y)) log p+

∑

i is bad

∑

p6N
pq∈Ii

eb,c(T
pq(x, y)) log p.

Since the cardinality of bad i 6 ℓ is o(ℓ), by Lemma 7.9 (with I = [0, N ] and J = Ii) for
each bad Ii, it follows that

∣∣∣
∑

i is bad

∑

p6N
pq∈Ii

eb,c(T
pq(x, y)) log p

∣∣∣ 6
∑

i is bad

∑

p6N
pq∈Ii

log p≪ o(ℓ)
H ′

q
N = o(N).

Therefore, we will only consider the first sum on the RHS of (129). Fix a good i 6 ℓ. Let
Ii = [ui, ui +H ′] and let pq ∈ [ui, ui +H ′]. Then

|pq − ui| 6 H ′ = q1/3 6 q
1/(3(1−ε))
n∗ 6 q

1/3+10ε
n∗

(since we are in case B.1.1.) Therefore, by Corollary 2.6 with δ = 4/7 and n = n∗, it
follows that if we denote (xi, yi) = T ui(x, y) and take r = zn∗−1, then

T pq(x, y) = T pq−ui(xi, yi) = T (pq−ui) mod r
(
xi, yi + Pn∗(xi, pq − ui)

)
+ o(1).

Moreover, Pn∗(xi, ·) is a degree 1 polynomial, and so by the definition of a1(·) it follows that
Pn∗(xi, pq − ui) = (pq − ui)βi, where βi := gn∗(xi). Then, by (35), |βi| 6 e−τqn∗−1 6 e−(τ/2)r

(since r = zn∗−1 6 qn∗−1 log2 qn∗−1, see Proposition 6.1). Therefore,

(130)
∑

p6N
pq∈Ii

eb,c(T
pq(x, y)) log p =

∑

a6r

∑

p6N,pq∈Ii
pq−ui≡a mod r

eb,c(T
pq(x, y)) log p =

∑

a6r

eb,c(T
a(xi, yi))

∑

p6N,pq∈Ii
pq−ui≡a mod r

ec((pq − ui)βi) log p+ o(
∑

p6N
pq∈Ii

log p).

The last term after summing over i 6 ℓ is o(θ(N)) = o(N) and hence can be ignored. Let

hi,a :=
∑

p6N,pq∈Ii
pq≡ui+a mod r

ec((pq − ui)βi) log p,

and let

vi,a :=
N

ϕ(q)

∑

(m,q)=1
m≡ui+a mod r

m∈Ii

ec((m− ui)βi).
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Notice that if (ui + a, (r, q)) > 1 (in particular (r, q) > 1), then pq ≡ ui + a mod r implies
that (r, q)|p, which implies that p = (r, q) 6 q < N5/6 and hence this can be ignored (after
summing over i 6 ℓ, it gives the contribution to the first summand on the RHS in (130)
at most N5/6 logN = o(N)). Therefore, we will only consider those residue classes for
which (ui + a, (r, q)) = 1. Let a0 := (1− ui) mod (r, q) (we could choose any a0 such that
(a0 + ui, (r, q)) = 1).

By (130) and the triangle inequality, it follows that

(131)
∑

p6N,pq∈Ii
eb,c(T

pq(x, y)) log p = vi,a0
∑

a6r
(ui+a,(r,q))=1

eb,c(T
a(xi, yi))+

∑

a6r
(ui+a,(r,q))=1

|vi,a − vi,a0 |+
∑

a6r
(ui+a,(r,q))=1

|hi,a − vi,a|.

Notice that by the definitions of hi,a,vi,a and (128),
∑

i is good

∑

a6r
(zi+a,(r,q))=1

|hi,a − vi,a| = o(N),

since when a goes over 0, . . . , r − 1, ui + a mod r runs over the same set. Moreover, recall
that r 6 log3 q, so we can apply (54) (with τ replaced by τ/2 and y = 0) and we have

r(r,q)

ϕ((r,q))eτr/4
6 r(log r)e−τr/4 = o(1) since r(r,q)

ϕ((r,q))
6 r2 = o(eτr/4) and q log3 q

ϕ(q) log100 q
= o(1). Now,

it follows from (54) that

∑

a6r
(zi+a,(r,q))=1

|vi,a − vi,a0 | ≪ r
N

ϕ(q)

[(r, q)ϕ(q)

qϕ((r, q))

H ′

eτr/4
+

H ′

log100 q

]
= o

(NH ′

q

)
.

Finally, by (54), using ϕ(q) log100 q > rq and (51) (with rq
(r,q)

in place of q′),

|vi,a0| ≪
N

ϕ(q)

[(r, q)ϕ(q)

qϕ((r, q))

H ′

eτr/4
+

H ′

log100 q

]
+

N

ϕ(q)ϕ(r)

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ii

ec(mβi)
∣∣∣≪

NH ′(r, q)

rqϕ((r, q))
+

N

ϕ(q)ϕ(r)
2
|Ii|ϕ

(
rq

(r,q)

)

rq
(r,q)

≪ NH ′(r, q)

rqϕ((r, q))
,

where we used ϕ
(

rq
(r,q)

)
= ϕ( r

(r,q)
)ϕ(q) 6

ϕ(r)ϕ(q)
ϕ((r,q))

. By Proposition 6.1 (applied to n∗ − 1

instead of n) with d = (r, q), where r = zn∗−1, it follows that

|vi,a0
∑

a6r
(ui+a,(r,q))=1

eb,c(T
a(xi, yi))| =

O
(NH ′

q

)∣∣∣ (r, q)

rϕ((r, q))

∑

a6r
(ui+a,(r,q))=1

eb,c(T
a(xi, yi))

∣∣∣ = o
(NH ′

q

)
.
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Using the above estimates and summing over i 6 ℓ in (131), it follows that (recall that
ℓ 6 q

H′ + 1). ∑

p6N

eb,c(T
pq(x, y) log p = o(N).

This finishes the proof in this case.

B.1.2. qn∗ 6 q1−ε
n . If qn−1 6 q

1−ε/2
n , let pn := 1. If qn−1 > q

1−ε/2
n , let pn ∈ P be a prime

number in the interval [ q
ε/2
n

2
, q

ε/2
n ] such that (pn, qn−1) = 1. Notice that such pn always exists

since by the prime number theorem, for a sufficiently small ε′ > 0,

∏

p∈[ q
ε/2
n
2

,q
ε/2
n ]∩P

p >
(1

2
qε/2n

)q
ε/2−ε′

n

> qn > qn−1.

Let H := N , q = pnqn and r = qn−1. Notice that by the bound on pn (and remembering

that qn 6 N , so N3ε/4 > q
2ε/3
m ),

H

q
=

N

pnqn
>

N

q
1+2ε/3
n

> N1/6+ε/4,

since we are in Case B1. Note that (qn, qn−1) = 1 and so by the definition of pn, (q, r) = 1.
Moreover, by the definition of pn, in both cases,

q1−ε/2 = q1−ε/2
n p1−ε/2

n > q
1−ε2/3
n−1 = r1−ε2/3.

Therefore, r 6 q1−ξ (recall that ξ = ε10). Hence, the assumptions of Theorem 8.1 are
satisfied (we use it for H = x and y = 0). This implies that (since H = N)

(132)
r∑

v=1

∣∣∣
∑

p6N
pq ≡v mod r

log p− N

r

∣∣∣ = o(N).

Notice that since n∗ 6 n− 1 (as q∗n 6 q1−ε
n since we are in case B.1.2.), the definition of pn

implies

pq 6 q = pnqn 6 qn max(1,
qn−1

q1−ε
n

) 6 qn
qn−1

qn∗

.

Similarly, by the definition of pn and the definition of n∗ (recalling that n∗ 6 n − 1),

pq 6 q = pnqn 6 q
ε/2
n qn 6 e2τqn−1 . Therefore,

pq 6 qn−1 min
( qn
qn∗

, e2τqn−1

)
.

So, by Lemma 2.4 with n − 1 in place of n (since n∗ < n, it follows that (n − 1)∗ = n∗),
z = 1, m = pq and remembering that r = qn−1, we get

d(T pq(x, y), T pq mod r(x, y)) = o(1).

Therefore,
∑

p6N

eb,c(T
pq(x, y)) log p =

∑

v6r

eb,c(T
v(x, y))[

∑

p6N
pq≡v mod r

log p] + o(N).
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Moreover, by (132) and unique ergodicity,
∑

v6qn−1

eb,c(T
v(x, y))[

∑

p6N
pq≡v mod qn−1

log p] =

N

qn−1

∑

v6qn−1

eb,c(T
v(x, y)) +O

( ∑

v6qn−1

∣∣∣
∑

p6N
pq≡v mod qn−1

log p− N

qn−1

∣∣∣
)

= o(N).

This finishes the proof in this case and hence also completes the proof of case B1.

B2. N5/6−ε 6 qn. We will split the proof into several subcases.
B2.1. qn∗ > N2/3−η/5. Let rn∗ := zn∗−1, where zn∗−1 comes from Proposition 6.1. Let
H := mrn∗ , where m is the largest such that mrn∗ 6 q1−η

n∗ . Notice that by definition
H > 1

2
q1−η
n∗ > 1

2
N (1−η)(2/3−η/5) > N2/3−η. We partition the interval [0, N ] into consecutive

disjoint intervals Ii of length H . Let Ii = I = [z, z + H ]. Notice that by the definition of
H it follows that z = ℓzrn∗ . Denote (xz, yz) := T z(x, y). Let p ∈ I. Notice that by the
definition of H , |p− z| 6 H 6 q1−η

n∗ . So, by Corollary 2.6 (with δ replaced by η and using
that z is a multiple of rn∗ , so p− z mod rn∗ equals p mod rn∗), we get

T p(x, y) = T p−z(xz , yz) = T p mod rn∗ (xz, yz + Pn∗−1(xz, p− z)) + o(1),

where P (xz, ·) := Pn∗−1(xz, ·− z) is a polynomial of degree 6 [ 1
η
] with coefficients satisfying

(35). Let

ha,I :=
∑

p∈I
p≡a mod rn∗

ec(P (xz, p)) log p

(we set ha,I = 0 whenever no p ∈ I equals a mod rn∗). Then
∑

p∈I
eb,c(T

p(x, y)) log p =
∑

(a,rn∗ )=1
a6rn∗

eb,c(T
a(xz, yz))ha,I + o

(∑

p∈I
log p

)
.

Denote

vI :=
1

ϕ(rn∗)

∑

n∈I
ec(P (xz, p)).

Then ∑

(a,rn∗ )=1
a6rn∗

eb,c(T
a(xz, yz))ha,I =

vI
∑

(a,rn∗ )=1
a6rn∗

eb,c(T
a(xz, yz)) +O

( ∑

(a,rn∗ )=1
a6rn∗

|ha,I − vI |
)
.

Recall that H 6 q1−η
n∗ . Therefore, by (35), the coefficients of P (xz, ·) satisfy the assumptions

of Theorem 9.1 (in which N is replaced by z, cf. the definition of P (xz, ·), where obviously

H > z
2
3
−η). Hence, applying this theorem to each relevant a and summing over them, yields

∑

(a,rn∗ )=1
a6rn∗

|ha,I − vI | = O(η1/2H).
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Moreover, |vI | 6 H
ϕ(rn∗ )

. Putting the above estimates together, we get

∑

p∈I
eb,c(T

p(x, y)) log p = o
(∑

p∈I
log p

)
+ O(η1/2H) +O

(
H

1

ϕ(rn∗)

∑

(a,rn∗)=1

eb,c(T
a(xz, yz))

)
,

and the last summand is o(H) by Proposition 6.1 (with d = rn∗). The proof is finished by
summing over I.
B2.2. qn∗ 6 N2/3−η/5. Let n′ < n be the largest number such that

(133) qn′ < N5/6−2ε.

We consider two cases:

B2.2.1. qn∗ > q1−ε
n′ . Let zn∗−1 ∈ {qn∗−1, pn∗−1qn∗−1} be the number for which the

minimum in (55) is obtained. Let H = qn′N1/6+ε, q := qn′, r := zn∗−1 and H ′ := q
1/3
n′ . Note

that by the definition of n∗, r = zn∗−1 6 q2n∗−1 6 log3 qn∗ 6 log3N . Notice moreover that,

by (133), it follows that H 6 N1−ε. Moreover, H/q = N1/6+ε. For I ⊂ [0, N ] and J ⊂ [0, q],
we call the pair (I, J) “good” if

(134)
∑

v6r
(v,(r,q))=1

sup
β

∣∣∣
∑

p∈I
pq≡v mod r

pq∈J

e(pqβ) log p− H

ϕ(q)

∑

(a,q)=1
a≡v mod r

a∈J

e(aβ)
∣∣∣ = o

( |I||J |
q

)
.

Otherwise, the pair (I, J) is called “bad”. We use Theorem 8.2 with x = N and H,H ′, q, r
(defined above).

This will give us intervals [y, y + H ] of length H from which we are interested in those
for which the LHS sum

∑
z<q supβ∈R,v<r | . . . | ≪ε

HH′

(logN)100
. Most of them will satisfy this

requirement. More than that, we can decompose [0, N ] =
⋃ℓ

i=1 Ii, where {Ii}ℓi=1 are pairwise
disjoint, |Ii| = H for 2 6 i < ℓ and |I1|, |Iℓ| 6 H (we additionally assume that |I1| > H/2),
where most of the Ii will satisfy the above requirement. Then, we can fix such an Ii and
repeat the same procedure by considering intervals [z, z+H ′], where now we require that on
this interval supβ∈R,v<r | . . . | ≪ε

HH′

q(logN)100
. For most z we will see this requirement satisfied,

and in fact we can decompose [0, q] :=
⋃ℓ′

j=1 J
i
j , where {J i

j}ℓ
′

i=1 are pairwise disjoint, |J i
j | = H ′

for 2 6 j < ℓ′ and |J i
1|, |J i

ℓ′| 6 H ′, and for most of the j we will see the requirement satisfied.

Finally, summing over v 6 r (and using r 6 (logN)100), will yield a bound ≪ε
HH′

q
log3 N
log100 N

.

For the remaining i, we can still perform the same procedure, which will give us pairs of the
form (Ii, J

i
j), where (by Theorem 8.2), we get that the cardinality of “bad” pairs (Ii, J

i
j) is

at most o(ℓ · ℓ′). We will also call the pairs of the form (I1, J
1
j ), (Iℓ, J

ℓ
j ) and (Ii, J

i
1), (Ii, J

i
ℓ′)

bad. Notice that adding the new bad pairs give that the total cardinality of bad pairs is
2 · ℓ′ + 2ℓ+ o(ℓ · ℓ′) = o(ℓ · ℓ′), since ℓ, ℓ′ → +∞. We have

(135)
∑

p6N

eb,c(T
p(x, y)) log p =

∑

i6ℓ,j6ℓ′

∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p =

∑

(Ii,Ji
j) is good

∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p+

∑

(Ii,Ji
j) is bad

∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p.
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Moreover, by the bound on the cardinality of bad pairs, by Lemma 7.9 (for each bad pair)
and since ℓ 6 2N/H and ℓ′ 6 2q/H ′,

∑

(Ii,Ji
J) is bad

∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p≪ o(ℓ · ℓ′)HH

′

q
= o(N).

Therefore, the second term on the RHS of (135) will be ignored. Fix 2 6 i 6 ℓ − 1 and
2 6 j 6 ℓ′ − 1 such that the pair (Ii, J

i
j) is good.

Let Ii = [ui, ui +H ]. Notice that by the definition of n′, it follows that qn′+1 > N5/6−2ε,
and by assumptions, qn∗ 6 N2/3−η/5 (so qn′+1/qn∗ > N1/6+ε). Therefore, n > n′ > n∗ and
so, by the definition of n∗, N1/6+ε 6 N5/6−2ε 6 qn′+1 6 eτqn′ . So,

H = qN1/6+ε = qn′N1/6+ε 6 qn′ min(
qn′+1

qn∗

, eτqn′ ).

Therefore, and using n′∗ = n∗ (since n > n′ > n∗), for p ∈ Ii, we have p − ui 6 H 6

qn′ min(
qn′+1

qn′∗
, eτqn′ ) and by using Lemma 2.4 with n = n′, z = 1 and m = p− ui, we get

T p(x, y) = T p−ui(T ui(x, y)) = T (p−ui) mod q(T ui(x, y)) + o(1) =

T (p−ui) mod q+(ui mod q)(T ui−(ui mod q)(x, y)) + o(1) =

T pq(xi, yi) + o(1) + o(1) = T pq(xi, yi) + o(1),

where (xi, yi) = T ui−(ui mod q)(x, y). Therefore,
∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p =

∑

p∈Ii
pq∈Ji

j

eb,c(T
pq(xi, yi)) log p+ o

( ∑

p∈Ii
pq∈Ji

j

log p
)
.

Notice that the last term after summing over j, i contributes o(N) to (135) and hence can
be ignored. Moreover, splitting into residue classes mod r, we get

(136)
∑

p∈Ii
pq∈Ji

j

eb,c(T
pq(xi, yi)) log p =

∑

v6r

∑

p∈Ii,pq∈Ji
j

pq≡v mod r

eb,c(T
pq(xi, yi)) log p =

∑

v6r
(v,(r,q))=1

∑

p∈Ii,pq∈Ji
j

pq≡v mod r

eb,c(T
pq(xi, yi)) log p+

∑

v6r
(v,(r,q))>1

∑

p∈Ii,pq∈Ji
j

pq≡v mod r

eb,c(T
pq(xi, yi)) log p.

If v 6 r is such that (v, (r, q)) > 1, then pq ≡ v mod r implies that (v, (r, q))|p, which
is only possible if (v, (r, q)) = p. In particular, this means that p < r. However, by the
assumptions, r 6 log3N and hence, p ∈ Ii and (v, (r, q)) = p is only possible if i = 1 since
the intervals Ii are disjoint and have length at least H/2 > N1/6+ε/2. But, by definition,
we consider a good pair (Ii, J

i
j) which implies that i > 2. This implies that the second

sum in (136) is empty. Let p ∈ Ii be such that pq ∈ J i
j = [zij , z

i
j + H ′]. Notice that

pq − zij 6 H ′ 6 q
1/3
n′ 6 q

1
3(1−ε)

n∗ (since we are in case B2.2.1). Let (x̃i,j , ỹi,j) := T zij(xi, yi).

Applying Corollary 2.6 with n + 1 = n∗, δ = 1 − 1
3(1−ε)

and w 6 log3 qn∗−1 satisfying



94 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

wqn∗−1 = zn∗−1 (see Proposition 6.1), we get that (using r = zn∗−1)

(137) T pq(xi, yi) = T pq−zij (T zij(xi, yi)) =

T (pq−zij) mod r(x̃i,j, ỹi,j + Pn∗−1(x̃i,j, pq − zij)) + o(1).

Moreover, since δ > 4/7 (ε is small), it follows that deg Pn∗−1 6 1, and so by Proposition 2.5,
it follows that Pn∗−1(x̃i,j , pq−zij) = (pq−zij)βij , for some |βij| 6 e−τqn∗−1 6 e−τr/2. Therefore,

using (137), if we denote (xi,j , yi,j) := T−zij mod r(x̃i,j , ỹi,j) (so T (pq−zij) mod r(x̃i,j, ỹi,j) =
T pq mod r(xi,j , yi,j) + o(1) in view of Corollary 2.6), we obtain

(138)
∑

v6r
(v,(r,q))=1

∑

p∈Ii,pq∈Ji
j

pq≡v mod r

eb,c(T
pq(xi, yi)) log p =

∑

v6r
(v,(r,q))=1

eb,c(T
v(xi,j, yi,j)hij,v + o(

∑

p∈Ii,pq∈Ji
j

log p),

where

hij,v :=
∑

p∈Ii,pq∈Ji
j

pq≡v mod r

ec((pq − zij)βij) log p.

Notice that after summing over j and i,
∑

i,j

o
( ∑

p∈Ii,pq∈Ji
j

log p
)

= o
(∑

p6N

log p
)

= o(N),

and hence this term can be ignored. Let

uij,v :=
H

ϕ(q)

∑

(a,q)=1
a≡v mod r

a∈Ji
j

ec((a− zij)βij).

Then, by the triangle inequality,

(139)
∣∣∣

∑

v6r
(v,(r,q))=1

eb,c(T
v(xi,j , yi,j)hij,v

∣∣∣ 6
∣∣∣uij,1

∑

v6r
(v,(r,q))=1

eb,c(T
v(xi,j, yi,j))

∣∣∣+

∑

v6r
(v,(r,q))=1

|hij,v − uij,v|+
∑

v6r
(v,(r,q))=1

|uij,v − uij,1|.

By (54) (with τ/2 instead τ), using ϕ(q) log100 q > qr, |J i
j | = H ′ > q1/3 and J i

j ⊂ [0, q], we
obtain

|uij,1| ≪
H

ϕ(q)

[(r, q)ϕ(q)

qϕ((r, q))

H ′

eτr/2
+

H ′

log100 q

]
+

H

ϕ(q)ϕ(r)

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ji
j

ec(mβij)
∣∣∣ 6
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HH ′(r, q)

qϕ((r, q))eτr/2
+

HH ′

ϕ(q) log100 q
+

H

ϕ(q)ϕ(r)

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ji
j

ec(mβij)
∣∣∣ 6

HH ′(r, q)

qrϕ((r, q))r
+
HH ′

qr
+

H

ϕ(q)ϕ(r)

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ji
j

ec(mβij)
∣∣∣ 6

HH ′(r, q)

qrϕ((r, q))
+

H

ϕ(q)ϕ(r)

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ji
j

ec(mβij)
∣∣∣.

Moreover, by (51) (with rq
(r,q)

in place of q′),

∣∣∣
∑

(m, rq
(r,q)

)=1

m∈Ji
j

ec(mβij)
∣∣∣ 6
|J i

j |ϕ
(

rq
(r,q)

)

rq
(r,q)

,

so finally

|uij,1| ≪
HH ′(r, q)

rqϕ((r, q))
,

where we used ϕ
(

rq
(r,q)

)
= ϕ( r

(r,q)
)ϕ(q) 6 ϕ(r)ϕ(q)

ϕ((r,q))
.

By the definition of r = zn∗−1, using Proposition 6.1 with r = zn∗−1 and d = (r, q), it
follows that

|uij,1
∑

v6r
(v,(r,q))=1

eb,c(T
v(xi,j, yi,j))| =

O
(HH ′

q

)∣∣∣ (r, q)

rϕ((r, q))

∑

v6r
(v,(r,q))=1

eb,c(T
v(xi,j, yi,j))

∣∣∣ = o(
HH ′

q
).

Moreover, by (134) (since (Ii, J
i
j) is good),

∑

v6r
(v,(r,q))=1

|hij,v − uij,v| = o
(HH ′

q

)
.

Finally, by Corollary 5.3, see (54), summing over v 6 r and using r(r,q)

ϕ((r,q))eτr/2
6 r log re−τr/2 =

o(1) and q
ϕ(q) log100 q

= o(1),

∑

v6r
(v,(r,q))=1

|uij,v − uij,1| ≪ r · H

ϕ(q)

[(r, q)ϕ(q)

qϕ((r, q))

H ′

eτr/2
+

H ′

log100 q

]
= o

(HH ′

q

)
.



96 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

Therefore and by (139) and (138) (ignoring the last term in (138)),

∑

p∈Ii
pq∈Ji

j

eb,c(T
p(x, y)) log p = o

(HH ′

q

)
.

Summing over all j, we get
∣∣∣
∑

p∈Ii
eb,c(T

p(x, y)) log p
∣∣∣ 6 q

H ′o
(HH ′

q

)
= o(H).

Summing over all i, yields
∑

p6N

eb,c(T
p(x, y)) log p = o(N)

which finishes the proof.
B2.2.2. qn∗ 6 q1−ε

n′ . In this case, we will constantly use that this implies that n∗ = n′∗.

If qn′−1 6 q
1−ε/2
n′ , let pn′ := 1. If qn′−1 > q

1−ε/2
n′ , let pn′ ∈ P be a prime number in the

interval [
q
ε/10

n′

2
, q

ε/10
n′ ] such that (pn′ , qn′−1) = 1. As in B1.1.2., notice that such pn′ always

exists since by the prime number theorem,

∏

p∈[
q
ε/10

n′
2

,q
ε/10

n′ ]∩P

p >
1

4

(
qn′

)q
1/2

n′

> qn′−1.

Let q := pn′qn′, H := qN1/6+ε and r := qn′−1 > qn∗ . Notice that H/q = N1/6+ε, and by
(133),

H = pn′qn′N1/6+ε 6 q
1+ε/10
n′ N1/6+ε 6 N (5/6−2ε)(1+ε/10)+1/6+ε < N1−ε/2.

Moreover, since qn∗ 6 q1−ε
n′ and ξ = ε10,

q = pn′qn′ > q
1+ε/20
n′−1 = r1+ε/20 > r

1
1−ξ ,

so r < q1−ξ, and (q, r) = 1 (by the definition of pn′ and (qn′, qn′−1) = 1). Thus, the
assumptions of Theorem 8.1 are satisfied with x = N and H, q, r. Therefore, for some
V 6 H , we can decompose [0, N ] =

⋃ℓ
i=1 Ii ∪ [0, V ], where Ii := [(i− 1)H + V, iH + V ] and

moreover for “most of” i 6 ℓ (that is, for ℓ− o(ℓ)),

(140)

r∑

v=1

∣∣∣
∑

p∈Ii
pq≡v mod r

log p− H

r

∣∣∣ = o(H).

By the bound on H , we also have
∑

p∈[0,V ]

1 = O(V ) = O(H) = o(N),

and hence the interval [0, V ] ⊂ [0, N ] can be ignored. Let p ∈ Ii = [ui, ui + H ]. Then

p− ui 6 H 6 q
1+ε/10
n′ N1/6+ε (by the definitions of H and pn′). Moreover, by the definition
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of n′ (see (133)) and since we are in B.2.2. (using also ε 6 η2/1000),

H 6 qn′q
ε/10
n′ N1/6+ε 6 qn′N ε/10(5/6−2ε)+1/6+ε 6

qn′N1/6+2ε
6 qn′

N5/6−3ε

N2/3−η/5
6 qn′

qn′+1

qn∗

.

By (125) and since n′ > n∗, it follows that qn′+1 6 eτqn′ . Moreover, by the definition of n′

(see (133)), qn′+1 > N5/6−2ε. Therefore,

H 6 q
1+ε/10
n′ N1/6+ε 6 qn′qn′+1 6 qn′eτqn′ .

Putting together the two above bounds on H , we get

H 6 qn′ min(
qn′+1

qn∗

, eτqn′ ).

Since p − ui 6 H , by Lemma 2.4 with n = n′ (we may use the lemma since qn∗ = qn′∗),
m = p− ui and z = pn′ (recall that q = pn′qn),

T p(x, y) = T p−uiT ui(x, y) = T [(p−ui) mod q](T ui(x, y)) + o(1) =

T pq(T ui−[ui mod q](x, y)) + o(1) = T pq(xi, yi) + o(1),

where (xi, yi) = T ui−[ui mod q](x, y). Therefore,

(141)
∑

p6N

eb,c(T
p(x, y)) log p =

ℓ∑

i=1

∑

p∈Ii
eb,c(T

pq(xi, yi)) log p+ o(N).

Moreover,
∑

p∈Ii
eb,c(T

pq(xi, yi)) log p =
r∑

v=1

∑

p∈Ii
pq≡v mod r

eb,c(T
pq(xi, yi)) log p.

Note that since we are in B2.2.2. and by the definition of pn′ (note that if qn′−1 > q
1−ε/2
n′

then
qn′−1

q1−ε
n′

> q
ε/2
n′ > pn′),

q = pn′qn′ 6 qn′ max
(

1,
qn′−1

q1−ε
n′

)
6 qn′ max

(
1,
qn′−1

qn∗

)
.

Since n > n′ > n∗ (and qn∗ → +∞ ), by the definition of n∗ it follows that qn′ 6 eτqn′−1.

Hence, q 6 q
1+ε/10
n′ 6 e2τqn′−1. Therefore, by using Lemma 2.4 with m = pq 6 q 6

qn′−1 min(
qn′

qn∗
, e2τqn′−1), n = n′ − 1 and z = 1, we get that pq ≡ v mod r (recall that

r = qn′−1) implies that
d(T pq(xi, yi), T

v(xi, yi)) = o(1).

Therefore,

(142)
∑

p∈Ii
pq≡v mod r

eb,c(T
pq(xi, yi)) log p =

eb,c(T
v(xi, yi))

∑

p∈Ii
pq≡v mod r

log p+ o
( ∑

p∈Ii
pq≡v mod r

log p
)
.
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Let

hi,v :=
∑

p∈Ii
pq≡v mod r

log p.

Then, by (142), summing over v,

∑

p∈Ii
eb,c(T

pq(xi, yi)) log p =
H

r

r∑

v=1

eb,c(T
v(xi, yi)) +O

( r∑

v=1

∣∣∣hi,v −
H

r

∣∣∣
)

+ o
(∑

p∈Ii
log p

)
.

By unique ergodicity, H
r

∑r
v=1 eb,c(T

v(xi, yi)) = o(H). Using (140) (for all i 6 ℓ but o(ℓ)),
we get

O
( r∑

v=1

∣∣∣hi,v −
H

r

∣∣∣
)

= o(H).

Summing over i, and using (141), we get
∑

p6N

eb,c(T
p(x, y)) log p = o(N).

This finishes the proof.

Part 3. Counterexamples

11. Counterexamples

In what follows, for every irrational rotation α, we will construct a continuous cocycle
g = gα : T→ R such that the Anzai skew product T (x, y) = Tα,g(x, y) = (x + α, y + g(x))
is uniquely ergodic and there exists f ∈ C(T2) such that

lim
N→+∞

1

π(N)

∑

p6N

f(T p(0, 0)) does not exist.14

More generally, our result applies to all A ⊂ N which are almost sparse.

Definition 11.1. A set A ⊂ N is called almost sparse if the following three conditions hold:

i. limN→+∞
|A∩[1,N ]|
|A∩[1,2N ]| exists and is positive;

ii. there exists a sequence of sets BN ⊂ A ∩ [1, N ], N > 1, satisfying

lim
N→+∞

|BN |
|A ∩ [1, N ]| = 0

and

min
k,l∈(A∩[0,N ])\BN ,k 6=l

|k − l| → +∞ as N → +∞;

iii. |A ∩ [N, 2N ] \B2N | 6= ∅ eventually.
14We recall that the limit limN→+∞

1
π(N)

∑
p6N f(T p(0, 0)) exists if and only if the limit

limN→+∞
1
N

∑
p6N f(T p(0, 0)) log p does.
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Remark 11.2. Note that if the limit in i. is < 1 then iii. holds automatically.
Note also that very sparse sequences will automatically satisfy i. and ii. while iii. in

general is not satisfied, cf. A = {2n : n > 1}. A reason to add condition iii. is that we
aim at presenting a universal construction which yields a counterexample for all irrational
rotations. If A is very sparse (like lacunary sequences) then one can also give a relevant
construction in which an irrational rotation is adapted to A.

In order to see that the set P is almost sparse15, let us first notice that by the prime
number theorem the limit in i. exists and equals 1/2. To obtain ii. recall:

Theorem 11.3 (V. Brun, 1919). Given a an even natural number, set Da(N) := {p 6 N :
p, p+ a ∈ P}. Then ∣∣∣Da(N)| ≪a

N(log logN)2

(logN)2
.

In Brun’s theorem we have implicit constants Ca, we now select a slowly increasing
c(N)→∞, so that depending on the constants Ca, the set BN :=

⋃
a6c(N)Da(N) yields ii.

However, the class of almost sparse sets is far beyond the set of prime numbers, cf. the
remark below to see another classical class of subsets along which an equidistribution is of
interest.

Remark 11.4. If P ∈ Z[x] is a non-constant polynomial with integer coefficients, deg P > 2
and A := {P (n)}n∈N, then A is almost sparse. Indeed, let P (x) = crx

r + . . .+c0 with cr 6= 0,
r > 2. Assume WLOG that cr > 0. Fix ε > 0, then there existsM > 0 such that for x > M ,
we have

crx
r

1 + ε
6 P (x) 6 (1 + ε)crx

r.

If we set αN := |{n > M : P (n) < N}|, βN := |{n > M : crnr

1+ε
< N}| and γN := |{n > M :

crn
r(1 + ε) < N}|, then

1

(1 + ε)2/r
2−1/r 6

γN
β2N

6
αN

α2N
6

βN
γ2N

6 (1 + ε)2/r2−1/r,

so limN→∞ αN/α2N = 2−1/r. Moreover, P (·) is eventually increasing with P (n+1)−P (n)→
∞ (since degP > 2), so the existence of BN follows. Notice finally that the assumption
degP > 2 is necessary:16 below, we will show the existence of uniquely ergodic Anzai skew
products which are NOT equidistributed along A, and such absence of equidistribution does
not hold for instance for P (x) = x.

With the above definition, our main result will be now:

Theorem 11.5. Let A ⊂ N be an almost sparse set and let α ∈ R \ Q. There exists
g = gA,α ∈ C(T) such that T = Tα,g : T2 → T2 given by T (x, y) = (x + α, y + g(x)) is
uniquely ergodic and there exists f ∈ C(T2) such that

lim
N→+∞

1

|A ∩ [0, N ]|
∑

n∈A,n6N

f(T n(0, 0)) does not exist.

15We cannot expect more than that: indeed, the twin prime conjecture implies that, arbitrarily far, there
are primes which differ by 2. Unconditionally, recent results of Zhang and Maynard show that there are
infinitely many primes with bounded gaps (with the gap 6 249).

16Degree 1 polynomials yield sets A satisfying i. and iii. but not ii.



100 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND MAKSYM RADZIWI L L

Theorem 11.5 should be compared with Bourgain’s theorem which asserts that if A = P
then for every g, α as above, and every f ∈ C(T2) the limit exists for Lebesgue-a.e. (x, y) ∈
T2. From now on, the set A and α are fixed, so we omit them in the formulations below.
Theorem 11.5 is a consequence of the following lemma:

Lemma 11.6. There exist g ∈ C(T) such that Tα,g is uniquely ergodic and an increasing
sequence {Mn} of natural numbers such that, for every ε > 0, we can find n0 for which for
every n > n0 and every k ∈ A ∩ [Mn, 2Mn] \B2Mn, we have

Sk(g)(0) ∈ (−ε, ε) if n is even

and

Sk(g)(0) ∈ (1/2− ε, 1/2 + ε) if n is odd.

Notice that the assertion is non-trivial provided that, as we have assumed in iii., A ∩
[Mn, 2Mn] \B2Mn is not empty. We will prove Lemma 11.6 in a separate subsection. Before
we do that, let us show how it implies the main theorem.

Proof of Theorem 11.5. Notice that if the limit exists then, by ii., also does

lim
N→+∞

1

|A ∩ [0, N ]|
∑

k∈A\BN ,k6N

f(T k(0, 0)),

as the sets BN have density which goes to 0 (relatively on A). Moreover, because of i.,

limN→+∞
|A∩[1,N ]\B2N |

|A∩[1,N ]| = 1. Therefore,

lim
n→+∞

1

|A ∩ [Mn, 2Mn]|
∑

k∈A∩[Mn,2Mn]\B2Mn

f(T k(0, 0)) =

lim
n→+∞

|A ∩ [0, 2Mn]|
|A ∩ [Mn, 2Mn]|

1

|A ∩ [0, 2Mn]|
∑

k∈A∩[0,2Mn]\B2Mn

f(T k(0, 0))−

lim
n→+∞

|A ∩ [0,Mn]|
|A ∩ [Mn, 2Mn]|

1

|A ∩ [0,Mn]|
∑

k∈A∩[0,Mn]\B2Mn

f(T k(0, 0))

also exists. Moreover, by iii., the summation on the LHS summand is non-trivial.
But for any k ∈ [Mn, 2Mn] with n even, we have T k(0, 0) = (kα, Sk(g)(0)) ∈ T× (−ε, ε)

and for every k ∈ [Mn, 2Mn] with n odd, we have T k(0, 0) = (kα, Sk(g)(0)) ∈ T × (1/2 −
ε, 1/2 + ε). It is therefore enough to take any f ∈ C(T2) of the form f(x, y) = f̃(y), with

f̃ ∈ C(T) satisfying f̃(0) = 0 and f̃(1/2) = 1. Then, along even n, the limit equals 0 and
along odd n, it is equal to 1. Hence, the limit does not exist. This finishes the proof. �

11.1. Proof of Lemma 11.6. A general idea behind the construction of ϕ comes from
[19].

Let {Bn} be the sequence of sets coming from ii. in the definition of almost sparse set
and let

(143) εn :=
(

min
k,l∈A∩[0,n]\Bn,k 6=l

|k − l|
)−1

.
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By ii., it follows that εn → 0. Therefore, there exists a sequence {kn} such that

(144)

+∞∑

n=1

εqkn < +∞.

We can also WLOG assume that α − pkn
qkn

> 0 and (by taking a further subsequence) that

kn+1 > k2n.
Let fn = fkn : T → R be the following function: for every w ∈ {0, . . . , qkn − 1},

(145) fn(x) := Ln,w

(
x− wpkn

qkn

)
for x ∈

[wpkn
qkn

,
wpkn
qkn

+
1

qkn+1

]
,

(146) fn(x) := Ln,w

(wpkn + 1

qkn
− x

)
for x ∈

[wpkn + 1

qkn
− 1

qkn+1
,
wpkn + 1

qkn

]
,

and

(147) fn(x) :=
Ln,w

qkn+1

for x ∈
[wpkn
qkn

+
1

qkn+1

,
wpkn + 1

qkn
− 1

qkn+1

]
.

Moreover, we assume that Ln,w > 0.
We define g : T→ R by setting

(148) g(x) :=

+∞∑

n=1

(
fn(x + α)− fn(x)

)
.

We have the following:

Lemma 11.7. Assume that

(149)
+∞∑

n=1

maxw∈{0,...,qkn−1} Ln,w

qknqkn+1

< +∞ and

+∞∑

n=1

maxw∈{0,...,qkn−1} |Ln,w − Ln,w+1|
qkn+1

< +∞,

where Ln,qkn
= Ln,0. Then g is continuous.

Proof. Notice that

|fn(x+ α)− fn(x)| 6
∣∣∣fn(x+ α)− fn(x+

pkn
qkn

)
∣∣∣ +

∣∣∣fn(x+
pkn
qkn

)− fn(x)
∣∣∣.

Furthermore, either (for some j) x + pkn/qkn , x + α ∈ [j/qkn, (j + 1)/qkn) or x + pkn/qkn ∈
[j/qkn, (j + 1)/qkn) and x+ α ∈ [(j + 1)/qkn, (j + 2)/qkn) and then, by the definition of fn,
it follows that ∣∣∣fn(x + α)− fn(x +

pkn
qkn

)
∣∣∣ 6 max(Ln,w, Ln,w′)

1

qknqkn+1

,

where j = wpkn mod qkn and j+1 = w′pkn mod qkn . Finally, if x ∈ [wpkn/qkn , (wpkn+1)/qkn)
then x+ pkn/qkn ∈ [(w+ 1)pkn/qkn, ((w+ 1)pkn + 1)/qkn), so taking into account the bound
on fn given by (147), we obtain

∣∣∣fn(x +
pkn
qkn

)− fn(x)
∣∣∣ 6 |Ln,w − Ln,w+1|

1

qkn+1
,
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whence, from (149) and (148), it follows that g is continuous on T. �

From now on, we assume that g is defined for parameters for which (149) holds. We will
show that there exists a sequence {Ln,w} satisfying (149) and such that the statement of
Lemma 11.6 holds.

Notice that by (148) and since fn(0) = 0 for every n, it follows that for every k ∈ N, we
have

(150) Sk(g)(0) =
+∞∑

n=1

fn(kα).

The definition of {Ln,w} is inductive. Assume we have defined Lℓ,w for w ∈ {0, . . . , qkℓ − 1}
and ℓ < n so that maxw∈{0,...,qkℓ−1} Lℓ,w 6 12qkℓ+1 and maxw∈{0,...,qkℓ−1} |Lℓ,w − Lℓ,w+1| <
max(12εqkℓqkℓ+1, 24qkℓ+1/qkℓ). We will now define Ln,w for w ∈ {0, . . . , qkn − 1} so that

(151) max
w∈{0,...,qkn−1}

Ln,w 6 12qkn+1

and

(152) max
w∈{0,...,qkn−1}

|Ln,w − Ln,w+1| < max(12εqknqkn+1, 24qkn+1/qkn).

This, by (144) (and the obvious fact that
∑

r 1/qr < +∞), immediately implies that (149)
holds and therefore, in view of Lemma 11.7, g is continuous. Let w0 < w1 < . . . < wt be all
the elements of the set (A∩ [

qkn
2
, qkn ]) \Bqkn

(cf. iii. of Definition 11.1). By (143), it follows
that for every i ∈ {0, . . . , t− 1}, we have

(153) wi+1 − wi > ε−1
qkn
.

Let w ∈ {w0, . . . , wt}. Then wα ∈ [
wpkn
qkn

,
wpkn+1

qkn
) and moreover

(154)
∣∣∣wα− wpkn

qkn

∣∣∣ > w

2qknqkn+1
>

1

4qkn+1

and analogously

(155)
∣∣∣wα− wpkn

qkn

∣∣∣ 6 w

qknqkn+1
6

1

qkn+1
.

Therefore and since α >
pkn
qkn

, we know that fn(wα) is given by (145). Let

(156) rw,n :=

n−1∑

m=1

fm(wα) mod 1 ∈ [0, 1).

We define Ln,w by setting

(157) fn(wα) = Ln,w

(
wα− wpkn

qkn

)
= 2− rw,n

if n is even and

(158) fn(wα) = Ln,w

(
wα− wpkn

qkn

)
= 3/2− rw,n
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if n is odd. By (154), (155) and since rw,n < 1, it follows that Ln,w ∈ [ 1
12
qkn+1, 12qkn+1].

In this way we have defined {Ln,wi
}ti=0. Note also that Ln,wi

> Ln,wi+1
for i = 0, . . . , t− 1.

Now, for any s ∈ [wi, wi+1] (with i = 0, . . . , t− 1), we define inductively

(159) Ln,s+1 = Ln,s +
Ln,wi+1

− Ln,wi

wi+1 − wi
.

Note that Ln,s > Ln,s+1 and by iterating (159), we obtain

Ln,wi+(wi+1−wi) = Ln,wi
+ (wi+1 − wi)

Ln,wi+1
− Ln,wi

wi+1 − wi
= Ln,wi+1

,

so this is indeed an extension of the definition of Ln,wi
to Ln,s. By (153) and the bound on

(Ln,w), it follows that for every s, we have

|Ln,s+1 − Ln,s| < 12qkn+1εqkn .

Finally, we complete the definition of Ln,w by setting

(160) Ln,s+1 = Ln,s +
Ln,w0 − Ln,wt

qkn − wt + w0

for s = wt, wt+1, . . . , . . . , qnk
, . . . , qnk

+w0−1. As before, we verify that this definition yields
an extension of the definition of Ln,wi

to all of Ln,s. Moreover, for s = wt, . . . , qnk
, . . . , qnk

+
w0 − 1, by (160), the bound on Ln,wi

and w0 > qkn/2, we obtain

|Ln,s+1 − Ln,s| < 24qkn+1/qkn.

This finishes the inductive step of the construction.
We will now show that Lemma 11.6 holds for Mn :=

qkn
2

. WLOG we assume that n is
even and we will use (157), the proof in case n is odd follows the same steps using (158).

Recall that by the definition of the sequence {wi}, we have A∩ [
qkn
2
, qkn ]\Bqkn

= {wi}ti=0.
Moreover, by (148), (156) and (157), it follows that mod 1, we have

Swi
(g)(0) =

+∞∑

l=1

fl(wiα) =
n−1∑

l=1

fl(wiα) + fn(wiα) +
+∞∑

l=n+1

fl(wiα) =

(
2 +

+∞∑

l=n+1

fl(wiα)
)

mod 1 =
+∞∑

l=n+1

fl(wiα).

Therefore, to finish the proof of the lemma, it is enough to show that

+∞∑

l=n+1

fl(wiα) < ε.

Fix l > n+ 1. Since
∣∣∣α− pkl

qkl

∣∣∣ < 1
qklqkl+1

, we have

∣∣∣wiα−
wipkl
qkl

∣∣∣ < wi

qklqkl+1

6
qkn

qklqkl+1

<
1

qkl + 1
.

Hence, the formula for fl(wiα) is given by (145). Therefore and by (151), we obtain

fl(wiα) 6 Ll,wi

qkn
qklqkl+1

6
12qkn
qkl
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and hence
+∞∑

l=n+1

fl(wiα) 6 12qkn
∑

l>n+1

1

qkl
< ε,

since the sequence {kn} satisfies kn+1 > k2n and (qn) grows exponentially fast. This finishes
the proof.

11.2. How to make this construction uniquely ergodic? In order to show that the
equidistribution along an almost sparse set A does not hold, we only use our knowledge
about (156) and the fact that the Lipschitz constants Ln,w satisfy certain growths restric-
tions, cf. (151) and (152). Our idea is now to proceed with an interchanged construction in
which

qkn < qℓn < qkn+1

(remembering that we can sparse kn and ℓn as much as we need) and it is “time” qℓn which
will guarantee that the construction is ergodic (hence uniquely ergodic). In fact, we will
show that no non-zero integer multiple of g is multiplicatively cohomologous to a constant,
which guarantees that Tα,g is uniquely ergodic and the only eigenvalues of it are numbers
e2πimα, m ∈ Z.

We define

hn(x) = 2qℓn

(
x− j

qℓn

)
if x ∈

[ j

qℓn
,
j

qℓn
+

1

2qℓn

)

and

hn(x) = 2qℓn

(j + 1

qℓn
− x

)
if x ∈

[ j

qℓn
+

1

2qℓn
,
j + 1

qℓn

)
,

for j = 0, . . . , qℓn − 1. Then hn is Lipschitz continuous, with Lipschitz constant L′
n = 2qℓn

(that is, contrary to the definition of fn, the Lipschitz constant does not depend on the
interval [j/qℓn , (j + 1)/qℓn); hn is 1/qℓn-periodic). As before, we easily check that the
assumptions of Lemma 11.7 are satisfied and |hn(x + α)− hn(x)| 6 L′

n
1

qℓnqℓn+1
. We define

Kn := [qℓn+1/2qℓn ] which yields the point Knqℓnα “close” to 1
2qℓn

and guarantees that the

distribution of

SKnqℓn
(hn(·+ α)− hn(·)) = hn(·+Knqℓnα)− hn(·)

is ,,close” to the distribution of hn(·+ 1
2qℓn

)− hn(·) = hn(·+ 1
2
)− hn(·). Note, what will be

crucial for our final argument, that mod 1

(161) hn(·+ 1

2
)− hn(·) is not close to any constant.

We define

g(x) :=

+∞∑

n=1

(
fn(x + α) + hn(x+ α)− fn(x)− hn(x)

)
,

where rw,n (needed to define fn) are given by

rw,n :=

n−1∑

m=1

(fm(wα) + hm(wα)).
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We need to precise how we choose kn < ℓn < kn+1. We have

SKnqℓn

( n∑

m=1

(fm(x+ α)− fm(x)) +

n−1∑

m=1

(hm(x+ α)− hm(x))
)

=

n∑

m=1

(fm(x+Knqℓnα)− fm(x)) +
n−1∑

m=1

(hm(x+Knqℓnα)− hm(x)).

Now, Knqℓnα is as close to 1
2qℓn

as we need, so we can make the above sum uniformly as

small as we need (by choosing ℓn). Similarly,

SKnqℓn

( ∞∑

m=n+1

(fm(x+ α)− fm(x)) +

∞∑

m=n+1

(hm(x+ α)− hm(x))
)

=

∞∑

m=n+1

(fm(x+Knqℓnα)− fm(x)) +

∞∑

m=n+1

(hm(x +Knqℓnα)− hm(x)).

Proceeding as in the proof of Lemma 11.7 and using (152), we obtain (for some w ∈
{0, . . . , qkm − 1})

|fm(x +Knqℓnα)− fm(x)| 6

Knqℓn
1

qkmqkm+1
+ |Lm,w − Lm,w+Knqℓn

| 1

qkm+1
6

Knqℓn

( 1

qkmqkm+1
+

max(12εqkmqkm+1, 24qkm+1/qkm)

qkm+1

)
.

By sparsing the sequence {kn} (e.g. we need much stronger assumption than (144)), we can

achieve that Knqℓn
∑

m>n+1

(
1

qkmqkm+1
+

max(12εqkm
qkm+1,24qkm+1/qkm)

qkm+1

)
is as small as we need.

We obtain the same goal for the second series as

|hm(x+Knqℓnα)− hm(x)| 6 Knqℓn
L′
m

qℓmqℓm+1

=
2Knqℓn
qℓm+1

.

A conclusion of these considerations is that the distribution of SKnqℓn
(g) is close to the

distribution of SKnqℓn
(hn(· + α)− hn(·)) which by (161) is not close to any constant. This

means that Tα,g is uniquely ergodic.
Finally, given n, we have

Swi
(g)(0) =

n−1∑

m=1

(fm(wiα) + hm(wiα)) + fn(wiα) + hn(wiα) +
∑

m>n+1

(fm(wiα) + hm(wiα)).

Since |wiα− wipℓn
qℓn
| < wi

qℓnqℓn+1
6

qkn
qℓnqℓn+1

, the third summand hm(wiα) is as small as we need,

and we finish the proof as at the end of Lemma 11.7.
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11.3. How to make this construction uniquely ergodic and to satisfy Sarnak’s

conjecture? According to [33], (see also Theorem 4.1 in [34]) to obtain that T = Tα,g is
disjoint from Möbius, it is sufficient, for all a, b ∈ Z, a2 + b2 > 0, and all (r, s) = 1 (enough
to consider pairs of different prime numbers), to have

(162) ψ(x) = ψa,b,r,s(x) := aSr(g)(r·) + bSs(g)(s ·+c)
is a (multiplicative) coboundary for no c ∈ T (this condition implies the so called AOP
property which is sufficient for the Möbius disjointness; in fact, it yields orthogonality to
any multiplicative function).

As we need to consider only countably many cocycles ψ, we can repeat the construction
from the previous section, where we automatically obtain that no A-equidistribution prop-
erty holds, while to obtain that no ψ is a (multiplicative) coboundary will be guaranteed
by “reserving” a subsequence {ℓnk

} of (ℓn) depending on ψ along which SKnqℓnk
(ψ) is not

close in measure to any constant.
A quick analysis of the construction from the previous section shows that we had g =

g1 + g2, where g1 =
∑+∞

n=1(fn ◦ T − fn) and g2 =
∑+∞

n=1(hn ◦ T − hn) and we exploited the
following:

• SKnqℓn
(g1) was (uniformly) as small as we needed; indeed, for m 6 n, to show that

SKnqℓn
(fm ◦ T − fm) is small we use the fact that Knqℓnα is as close to 0 as needed,

while for m > n+ 1, we have ‖fm ◦ T − fm‖C(T) 6
1

qkmqkm+1
+ max(12εqkm , 24/qkm),

so the coboundaries fn ◦ T − fn are also as small as is needed;
• SKnqℓn

(g2) was (uniformly) as close to SKnqℓn
(hn ◦ T − hn) as needed (indeed, for

m 6 n− 1 and m > n+ 1, we obtain uniform norms of SKnqℓn
(hn ◦ T −hn) as small

as we need by the same reason as before).

Now, notice that for each t, u > 1, c ∈ T and j : T→ R, we have

(163) St(Su(j)(u ·+c))(x) = Sut(j)(ux+ c).

It follows that SKnqℓn
(Sr(g1)(r·))(x) = SrKnqℓn

(g1)(rx), so if ‖SKnqℓn
(g1)‖C(T) 6 δ, then

‖SKnqℓn
(g1(r·))(·)‖C(T) 6 rδ. Using again (163) to SKnqℓn

(g2(s · +c)), we obtain that
SKnqℓn

(ψ) is close in measure to aSKnqℓn
(Sr(hn ◦ T − hn)(r·))(·) + bSKnqℓn

(Ss(hn ◦ T −
hn)(s ·+c))(·). In view of (163), the result follows whenever

a(hn(r ·+rKnqℓnα)− hn(r·)) + b(hn(s ·+sKnqℓnα + c)− hn(s ·+c))
cannot be close to any constant. This can be achieved by an elementary but a tedious
argument.

Since the AOP property of a system implies its orthogonality to any multiplicative func-
tion [15], we obtain the following:

Theorem 11.8. Assume that A ⊂ N is almost sparse. Then for each irrational α there
exists a continuous g : T → R such that the corresponding Anzai skew product T = Tα,g :
T2 → T2 has the following properties:
(i) T is uniquely ergodic.
(ii) T is orthogonal to every bounded multiplicative function u : N→ C, that is, limN→∞

∑
n6N f(T n(x, y))

0 for each f ∈ C(T2) of zero mean.
(iii) An A-equidistribution does not hold for T .
In particular, Theorem 0.3 holds.
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11.4. Proof of iii. of Theorem 0.3. We only show how to modify parameters in our
general construction. We consider A = {m2 : m > 1}. We take f(x, y) = e(x) and then

1

N

∑

m6N

f(Tm2

α,g (0, 0))µ(m) =
1

N

∑

m6N

e2πiSm2 (g)(0)µ(m)

and will consider N of the form [M
1/2
n ]. We define Ln,w by setting (cf. (157) and (158))

fn(wα) = Ln,w

(
wα− wpkn

qkn

)
=

7 + µ(w1/2)

4
− rw,n,

where w ∈ {w0, . . . , wt} = A ∩ [1, N2] \Bqkn
. Then,

e2πiSw(g)(0)µ(w1/2) = e2πi
7+µ(w1/2)

4 µ(w1/2)e2πi
∑

ℓ>n fℓ(wα) = µ2(w1/2)(1 + on(1)).

It follows that, given ε > 0 and taking n large enough,
∣∣∣ 1

N

∑

n6N

e2πiSn2 (g)(0)µ(n)− 1

N

∑

w∈{w0,...,wt}
µ2(w1/2)

∣∣∣ 6 on(1) +
1

N
tε

which is arbitrarily small as t 6 N .
As before, we can make the construction uniquely ergodic, hence minimal. Since the

set of square-free numbers has positive density, iii. of Theorem 0.3 follows. Note also that
we can adapt the above proof to other multiplicative function, like the Liouville function,
so that we obtain the negative answer to the polynomial variant of Sarnak’s conjecture in
Problem 7.1 [1].
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[19] K. Fra̧czek and M. Lemańczyk. On the Hausdorff dimension of the set of closed orbits for a cylindrical

transformation. Nonlinearity, 23(10):2393–2422, 2010.
[20] John Friedlander and Henryk Iwaniec. Opera de cribro, volume 57 of American Mathematical Society

Colloquium Publications. American Mathematical Society, Providence, RI, 2010.
[21] H. Furstenberg. Strict ergodicity and transformation of the torus. Amer. J. Math., 83:573–601, 1961.
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