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Fully coupled aero-thermo-elastic analysis of shock-wave and
turbulent boundary layer interactions

Al Shahriar*, and Kourosh Shoele®
FAMU-FSU College of Engineering, Tallahassee, FL, 32304

Fully coupled aero-thermo-elastic simulations have been conducted to investigate fluid-
thermal-structural interaction in shockwave turbulent boundary layer interaction. A finite
element thermoelastic structural solver and the finite difference flow solver are coupled together
and run simultaneously to capture the underlying physics and aero-thermo-elastic effects of the
shockwave turbulent boundary layer interaction. A brief study on the laminar boundary shows
the transition to turbulence due to the impact of the shockwave. The van Driest velocity profile,
turbulent intensities, and Reynolds shear stress of the boundary layer have been evaluated to
quantify the combined impact of panel flexibility and thermal dependency on the interactions.
The thermal dependency of the panel material has a significant spatio-temporal impact on the
interaction. Proper orthogonal decomposition is used to identify the dominant mode shapes of
the panel oscillation that govern the interactions.

I. Introduction

High-speed supersonic and hypersonic flows are often characterized by shock wave boundary layer interactions
(SBLI) and the complex nature of SBLI makes this topic an active area of research for more than seven decades and
still offers open questions. SBLI poses many difficulties to high-speed vehicles and turbomachinery, more specifically
airfoils operating at high speeds, control surfaces during supersonic/hypersonic flight, rocket nozzles, and high-speed
engine inlets [1-5]. In 2001, David S. Dolling provided a comprehensive review of state-of-the-art research while
discussing the most essential aspects of SBLI, many solved and unsolved problems of SBLI by that time, and provided
useful suggestions to deal with the existing problems [5]. SBLI has several complex flow response modes including
low-frequency oscillations, separation bubbles, peak heating, etc. [6]. There is extensive research that characterizes the
role of SBLI over rigid structures using numerical and experimental approaches. Previous numerical and experimental
investigations were conducted for laminar [7-12], turbulent [4, 13-20], and transitional [21, 22] boundary layers
interactions. The numerical studies have utilized techniques such as large eddy simulation (LES) [16, 23-26] and direct
numerical simulation (DNS) [20, 27, 28].

The dynamics of the boundary layer in high-speed flows are significantly influenced by the presence of a compliant
interface. The aeroelastic behavior in such conditions is typically investigated using the canonical problem of panel
flutter [29-31]. Panel flutter is a well-documented phenomenon where the boundary layer interacts with the flexible
surface and due to the action of the pressure fluctuations as well as the inherent dynamic behavior of the coupled system,
the panel starts to oscillate. Ostoich et al.[29] observed that the unstable eigenmodes of the initial laminar boundary
layer which is usually of low amplitude, strengthen in time due to the panel motion. They also noticed a wave-like
deflection of the panel which causes oscillating shocks.

The role of flexible structure in SBLI can be traced back in several research studies [32-35]. The first notable work
of the interaction of an oblique shock with the flexible body can be found in [32]. For inviscid flow, it was observed that
if the strength of the shock is increased, the amplitude and frequency of the limit-cycle (at least one other trajectory
spirals into the original trajectory) oscillations will also increase for a constant incoming dynamic pressure. It was also
found that the unsteadiness behavior created by the fluttering panel propagates along the expansion fan, reattachment,
and reflected shock. Later Visbal extended his work for viscous flow where a Navier—Stokes solver linked with the
nonlinear von Karman plate equations [33]. A non-periodic self-excited oscillation associated with the flexible structure
was observed. He suggested that, because of such oscillation, an aeroelastic panel can be designed for passive flow
control. According to Willems et al. [34], the motion of the panel plays a crucial role in influencing how incoming
shocks are reflected and in shaping the characteristics of the separation bubble. When the surface of the panel undergoes
increased deformation, it experiences both tensile and bending forces. These forces, in turn, excite the normal modes
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of the panel, leading to dynamic deflections in its motion. Specifically, the panel exhibits a notable static deflection
that scales with the applied pressure, alongside minor vibrations that accompany this motion. Brouwer et al. [36]
observed that the unsteady deformation brings trivial changes to the length and size of the separation bubble. But,
static surface deformation can increase and decrease the bubble length significantly. They proposed that the surface
curvature and surface velocity directly trigger the separation. Shinde et al. [22] observed a smaller separation bubble for
the flexible panel. Compared with the rigid wall pressures, the mean wall pressure was smaller for the elastic panel
near the separation and higher near the reattachment region. The skin friction coefficient is higher in the downstream
region, where the bubble breaks with the spectral energy into small turbulent flow structures. The spectral energy
is mostly localized near the reattachment region. Panel oscillations induce compression and expansion waves in the
flow, while at the same time amplifying separation-shock dynamics for a two-way coupling of SBLI with flexible
body [37]. Understanding the interplay between thermal coupling and fluid-structure interaction (FSI) is exceptionally
challenging due to the complex and diverse range of scales involved. This complexity encompasses fluid and solid
instabilities, as well as thermal transport dynamics. A critical aspect of this interaction is the relationship between
the dominant timescale of the flexible surface and the low-frequency oscillation of the separation bubble. When these
timescales align, temperature variations within the panel can profoundly affect the nonlinear dynamics between the
structure and the fluid, potentially leading to significant changes in behavior and performance. Freydin et al. [38]
investigated the aeroelastic response of a plate under turbulent shock wave boundary layer interactions (SBLI), analyzing
experimental pressure fields to model fluid-structure responses, noting the significant role of boundary layer thickness
in excitation processes. In a related study on flexible panels, Gao et al. [39] observed increased pressure variation
amplitudes and altered separation zone configurations, suggesting a new low-frequency flow response comparable
to panel vibrations. Another recent experiment at Mach 5.33, revealed strong flow-panel oscillation coupling and
significant temperature-dependent panel stiffness effects [40]. Gaitonde and Adler [2] highlighted the amplification
of frequencies below turbulent boundary layer frequencies in fluid-structure interactions, noting challenges posed
by thermal wall boundary conditions and localized heating from SBLI. Despite its critical role in high-speed flow
fatigue, research on thermo-elastic responses remains limited [41, 42]. Previous research efforts have largely focused
on the experimental investigation of the thermo-elastic response in high-speed flows [43—46]. On the other hand,
theoretical work has primarily relied on analytical methods, which offer precise but often overly simplified models,
or on a combination of numerical and analytical approaches, which strive to balance computational feasibility with
physical accuracy. Despite these efforts, there remains a substantial gap in comprehensive theoretical models that can
accurately capture the intricate details of thermo-elastic responses in high-speed environments.

The need for advanced theoretical frameworks is underscored by the increasing complexity of modern aerospace
applications, where precise control of thermal and structural interactions is crucial for performance and safety.
Developing robust numerical models that can integrate thermal coupling with FSI dynamics across multiple scales will
be pivotal in advancing our understanding and capability in this field. Such models would not only enhance predictive
accuracy but also facilitate the design and optimization of high-speed vehicles, where thermal effects and fluid-structure
interactions are critically important.

In this study, we build upon our previous work[12, 47] to explore the complex dynamics of a three-dimensional
turbulent boundary layer and its interaction with a shock wave impacting a thermally active flexible surface. This
research delves into the fundamental aspects of aero-thermo-elastic interactions, focusing on how an impinging shock
wave penetrates the boundary layer and affects the coupled dynamics of the fluid and the flexible structure. Our primary
objectives are to identify and quantify the most critical parameters influencing the dynamic behavior of a fully-coupled
thermoelastic system, deepen our understanding of boundary layer dynamics under shock action over a compliant surface,
and explore the turbulent interactions that occur in the presence of shock and low-frequency oscillations associated with
SBLI. By investigating these aspects, we aim to uncover the mechanisms governing the aero-thermo-elastic response of
the boundary layer and develop strategies for controlling and optimizing these interactions. The insights gained from
this research will be crucial for improving the design and performance of high-speed vehicles, ensuring reliability and
safety through precise control of thermal and structural interactions.

I1. Formulation and computational setup
In this setup, a finite-difference flow solver and a finite-element thermal-structural solver are interconnected using the
partitioned coupling approach [48]. This method involves treating each solver independently but iteratively exchanging
information at defined interfaces to achieve a coupled solution.
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A. Flow solver

A sharp-interface immersed boundary formulation is combined with a sixth-order compact central finite difference
scheme for spatial discretization. A third-order total variation diminishing Runge-Kutta (RK3-TVD) method is
used for spatial and temporal discretization of the flow equations, respectively [49-52]. The flow equations are
nondimensionalized using the characteristic length scale of boundary layer thickness at the inflow location (), the
characteristic velocity (Us) chosen to be the free-stream velocity, characteristic temperature (7., ), pressure (P) and
density (p) (based on the free stream condition and related by P, = peRT), and free-stream viscosity ((e) and
conductivity (Keo).
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where, p,u, p, T, E, u, and « are the density, velocity vector, pressure, temperature, total energy, viscosity, and thermal
conductivity respectively. The non-dimensional symbol (~) is removed hereafter for simplicity. The non-dimensional
equations describing the conservation of mass, momentum, and total energy for the compressible calorically perfect gas
flow are as follows,
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where ¥y = ¢ «/Cv 0 is the specific heat ratio. In the equations above, the nondimensional parameters include the
Mach number (Ma), Reynolds number (Re), and Prandtl number (Pr), defined as:
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The dimensionless total energy (E) per unit mass and the nondimensional equation of state can be defined as,
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The viscous stress tensor ¢ and the heat flux g are defined as,
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where the strain rate tensor is,
1
S:E[V®u+(V®u)T] ©)

and u and « are the scaled dynamic viscosity and thermal conductivity, defined based on Sutherland’s formula. In
addition, u*, B* and k™ are the artificial shear viscosity, artificial bulk viscosity, and artificial thermal diffusivity defined
on a non-uniform Cartesian grid as [53-56],

— — RT
= C, p|V*S|AS, B = C p|V*S|AS, K =Cy % v4 (m) AS (10)

where A is the grid spacing. The over-bar denotes an approximate truncated-Gaussian filter. Here, C,, = 0.002, Cg = 1.0,
and C, = 0.01 is used, as suggested by [56], and the fourth derivatives are computed by the central compact scheme
[49].
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B. Solid Solver

In the present study, to account for the geometric non-linearity, temperature dependency, and large deformation, the
Green-Lagrangian strain tensor (E) and second Piola-Kirchhoff stress tensor (S) are defined as follows to express the
stress-strain relation.

S=C:E,, E,=E-Ep, E:%(FTF—I) (11)

where, ‘:” represents the double dot tensor product, F is the deformation gradient between the initial position and the
current position, and C is the elasticity/stiffness tensor which is a function of Young’s modulus and Poisson ratio. To
account for the temperature dependency of the shear and strain, the thermal elasticity (Er) is considered which can be
described by the following equation under the assumption that thermal strain is very small compared to the strain due to
the external loading, as

Er = (T - Ti) (12)

where « is the coefficient of thermal isotropic expansion.
In the solid region, the nondimensional equation of motion can be written based on the Cauchy number C, and the
mass number M* as,
d’d _M* wU? w
2=_V'Gs+fs’ Ca=p s M*=ﬁ)_ (13)
dt C, E Ps
where, 6 is the nondimentional Cauchy stress tensor, E is the Young’s modulus of the solid material and f is the
nondimentional body forces per unit mass.
In the structural model, the panel is considered as a conductive material with a small thermal expansion coefficient.
Then transient heat conduction problem in the compliant surface can be represented by the local heat balance equation
as follows,

T
CV%W.%_Q:() (14)

where cy is a characteristic property of a solid material and Q is the heat generation rate per unit volume of the solid
by various deformation and chemical processes (for example as work of viscous stresses). The heat generation due to
deformation, compression, or expansion is insignificant for the range of stress changes anticipated in this study and
hence is not considered in this model. The heat flux (g,) is governed by Fourier law, ¢, = —«(VTy), where « is 3 X 3
generalized thermal conductivity matrix. The unsteady heat conduction equation shown above is discretized and solved
by a linear finite element and a trapezoidal time integration scheme.

The governing equations are solved by the Galerkin finite-element (FE) method, implemented in Tahoe, an open-
source, Lagrangian, three-dimensional, finite-element solver [57]. Finite element discretization yields the following
system of ordinary differential equations for the nodal displacement X, at the time step n,

MX +CX +R(X) =F, (15)

where, M & C are coeflicient matrices and R (X) is the geometrically nonlinear stiffness term. The Hilber-Hughes-Taylor
(HHT) time integration scheme [58] is used for temporal discretization. If A,,V,,, and D,, are given approximation for
X(t,), X(t,) and X (¢,), it can be written that

1
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and a one-step approximation to Eq. 15 can be formed as
MAn+l + Cvn+lfa/f + R(D)n+]faf = F(tn+lfaf) (17)

where,
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The coefficients are selected to reach an unconditionally stable and second-order accurate prediction while allowing the
energy dissipation of high wave-number modes. In particular, @, 8 and 7y are selected as @ € [-1/3,0], vy € (1 —=2a)/2
and B8 € (1 —a)?/4.

C. Boundary and Interface Conditions

The sharp interface immersed boundary method (IBM) is used for the fluid-thermal-structure coupling. The thermal
and dynamic load acting on the interface are computed by adopting the high-order immersed boundary method (IBM)
formulation. For further details please refer to our previous publication [47].

1. Turbulent inflow generation

The inflow turbulence generation method has been a key issue in spatially evolving turbulent flow simulation.
Velocity fluctuations at the inlet can be generated using the sampling approach from the precalculated turbulent spectra
and with the help of the synthetic digital filtering (DF) approach [59]. The filtering operation is separated into a sequence
of fast one-dimensional convolutions. The implementation requires the specification of the Reynolds stress tensor at the
inflow plane, which is interpolated by a dataset of the previous DNS of the supersonic boundary layer. Initially, a mean
fully developed turbulent compressible boundary layer was obtained by applying the van Driest transformation to an
incompressible profile of the Musker family. This approach is employed for current 3D flow simulations.

2. Shock and Outflow sponge layer

The Rankine—Hugoniot conditions, also referred to as Rankine—Hugoniot jump conditions, are used for generating
shock at the top surface of the domain such that the oblique shock hits the flexible panel in the middle. A sponge region
is added to reduce reflections from the outflow boundaries [60]. The damping parameters of the sponge region are
adjusted through trial and error such that the reflectivity of sponge zones is minimized [61].

3. Kinematics conditions at the wall and the interface
At the interface, to impose no-slip boundary conditions and ensure dynamic equilibrium, the traction force between
the structure and flow balanced as follows,
Os "N =0f-N (19)

where 6 y = —pI + 7 and for higher Reynolds numbers, the second term () can be ignored. The kinematic boundary
condition at the interface, to ensure no-slip condition, is expressed as u y = dd /0t, where u and d are the velocity of the
fluid and displacement of the solid at the interface, respectively.

4. Thermoelastic coupling

For two-way thermally coupled simulations, the rigid wall is assumed to be isothermal at the recovery temperature.
For the flexible part, the thermal condition has been satisfied at the interface of the panel and fluid by assuming zero net
heat flux at the interface, which leads to (g, + ¢ ;) - n = 0. Because of the no-slip condition, the wall temperature is the
same for both the solid and fluid (T'y = Ty) at the interface.

D. Solver coupling algorithm

In the current solution algorithm, the process begins by solving the flow field based on the existing thermal and
kinematic conditions at the fluid-solid interface. This involves calculating the thermal and dynamic loads acting on
the interface using a high-order immersed boundary method (IBM) formulation [62]. These loads are then used to
determine the flow quantities at the interface.

With the interface conditions established, the algorithm proceeds to iteratively compute the dynamic deformation
and thermal response of the solid. This is treated as a strongly coupled nonlinear system of equations, which is solved
repeatedly until a specified convergence criterion is met. During this iterative process, the thermal and dynamic
boundary conditions are continually updated to reflect the interactions between the fluid and the solid.

Once the algorithm converges and the thermal and dynamic states of the solid are accurately determined, the updated
kinematic and thermal conditions are transferred back to the flow solver. This updated information is used to initiate the
new time step, ensuring that the solution accurately reflects the evolving interactions between the fluid and the solid.
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Table 1 Validation cases

Case number Panel type Inflow type Flow type Re- Grid
TBL-Rf Rigid Turbulent ~ ZPGBL 300 2041 x 256 x 225
STBLI-Rf Rigid Turbulent SBLI 300 2041 x 256 x 225

The entire solution procedure is a dynamic, iterative process that integrates the thermal and mechanical responses of
the solid with the fluid flow characteristics, ensuring a comprehensive and accurate simulation of the fluid-structure
interaction. This process is depicted in a simplified manner in Fig. 1, illustrating the sequential steps and the iterative
process of the solution algorithm.

Pressure and heat flux at the

interface

Flow solver with
immersed boundary
method

Displacement, velocity and

temperature at the interface

Thermal || Structural
solver [*] solver

Fig. 1 Fluid-thermal-structure interaction (FTSI) algorithm.

The coupling strategy implemented in the structural solver considers two material models: (1) a heat transfer model
and (2) a structural mechanics model. The iterative algorithm operates by first solving the temperature field of the
solid using the heat transfer model, followed by predicting the material temperature to solve for deformation using the
structural mechanics model until the residuals meet the convergence criterion. Throughout this process, the physical
system assumes that thermal-induced stresses may affect the structure, but the temperature field remains unaffected by
deformation, implying negligible heat generation from continuous rapid deformations.

I11. Results

3D simulations have been conducted for Mach 2 flow with an incoming laminar and turbulent boundary layer with
and without impinging shock. For SBLI cases, a shock generated from the top boundary at a specified angle hits the
boundary at x — xo/é = 0.0 (midpoint of the panel for flexible cases), where x is the shock impingement location and &
is incoming boundary layer thickness. The domain is extended from —34¢ to 326 in the streamwise direction (x-axis)
and the shock hits at the center x /6 = 0.0. The domain is spanned from —3.56 to 3.56 (z-axis) and extends between 0.0
to 126 in the wall-normal direction (y-axis).

For the validation cases, the friction Reynolds number (Re.) is 300. The shock angle is 39° corresponds to a
pressure jump of 1.68 across the shock.

For flexible cases, the friction Reynolds number (Re ;) is 150 and the Reynolds number (Res) is 7190 based on
the incoming boundary layer thickness (599). The 35° shock angle corresponds to a pressure jump of 1.4 across the
shock. The flexible panel extends from x/§ = —=7.5to x/d = 7.5 and z/§ = =2.5 to x/& = 2.5 with a thickness of 0.56.
The Young modulus (E/p«U?2), density (pg /p ), and Poisson ratio (v) of the flexible panel are 1000, 500, and 0.45,
respectively. For flexible panel cases, the cavity pressure beneath the panel (bottom wall pressure, Py, ) is the average
pressure across the shock.

A. Validation study

1. Turbulent boundary layer over rigid wall
For verification purposes, turbulent boundary layer flow has been simulated over a rigid adiabatic surface. The
simulation parameters used for validation are listed in Table 1. Simulations were conducted with a finer mesh resolution
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Table 2 Parameters of FTSI of STBLI cases

Case Panel Inflow Reynolds . Cavity Cavity
Grid temperature
number type type number pressure
(Tpw /Tw)
STBLI-Rc Rigid Turbulent Re, =150 511 x226x53 Poo -
SLBLI-Fc Flexible = Laminar Res =7000 511 x226x53 Poo -
Flexible-
STBLI-Fc Adiabatic Turbulent Re, =150 511 x226x53 Py -
STBLLFCc TPl pbilent  Rer =150  S11x226x53 Py, 1.0
Cooling
STBLLFHc Lie¥ible- r bulent  Re, =150  511x226x53 Py 2.0
Heating
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Fig. 2 Near boundary flow structures for (a) turbulent boundary layer, (b) transitional SBLI, and (c) turbulent
SBLI. The background contour plot is pressure and iso-surface is the Q-criterion colored with velocity magnitude

where y+ is 0.6. The Q-criterion of the instantaneous flow field is depicted in Fig. 2 (a). The van Driest average velocity
profile is compared against the Ref. [59] in Fig. 3. The results (both the velocity profile and Reynolds stresses) show
reasonable agreement with the literature in Fig. 3. Please note that the Favre average is denoted by 6 and the Reynolds
average is denoted by 6

2. STBLI over rigid wall

Another test was conducted for the same grid resolution and flow conditions with an impinging oblique shock
interacting with the incoming turbulent boundary layer. The instantaneous and average density gradient has been shown
in Fig. 4. The flow field shows a slight increase in the incoming boundary layer as it crosses the interaction zone. In the
average flow field, the reflected and reattachment shock is clearly identifiable.

In addition to evaluating the solver’s accuracy, the FSI and FTSI coupling algorithm between the flow and solid
solvers has also been extensively validated in our previous study [47].

B. Laminar/transitional SBLI over adiabatic rigid/flexible wall

For a systematic investigation, at first, we reiterate the behavior of SBLI over a rigid surface with the turbulent
boundary layer (Case STBLI-Rc in Table 2). Later, we briefly explored the impact of the shock on the laminar boundary
layer (Case STBLI-Fc in Table 2). As soon as the shock hits the incoming laminar boundary layer, it initiates the
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Fig. 5 Instantaneous results of shock wave boundary layer interaction over the flexible panel with (a) laminar
and (b) turbulent inflow. [Blue-Green-Red] Instantaneous density contour slice at z/6 = —3.1; [Purple-White]
surface pressure; [Blue-White-Red] panel deflection normalized by boundary layer thickness.

transition to turbulence. Figure 2(b) shows the formation of the turbulent coherent structures e.g. hairpin vortices
downstream of the shock impingement location (x/d = 0.0). The density contour of the flow field has been shown in
Fig. 5(a). For turbulent cases in Fig. 5(b), the separation bubble and the interaction region are considerably smaller than
in the laminar case. The laminar SBLI has a larger separation bubble than the turbulent case. The reattachment point
has been shifted downstream and a wider expansion fan region can be seen. However, the contribution of the flexible
panel to the transition is yet to be evaluated and is not in the scope of our current investigation.

C. Turbulent SBLI over adiabatic flexible wall

First, we also briefly studied the shockwave turbulent boundary layer interaction over the rigid wall (Case STBLI-Fc
in Table 2), and the density gradient of the flow field is shown in Fig 4. The shock causes a thicker boundary layer
downstream of the shock impingement location along with the formation of the separation bubble as seen in Fig. 4.

To investigate the impact of panel flexibility on the boundary layer statistics, the Reynolds stress for both rigid and
flexible panels is compared in Fig. 6 at upstream (x/6 = —10), mid-panel (x/d = 0), and downstream (x/d = 10) location.
The interplay of aerodynamic forces, the kinetic energy of the panel, and the restoring potential elastic energy is mainly
responsible for the panel oscillation. The impact of the oscillation is mainly reflected in the streamwise fluctuating
component of the velocity. However, in this case, the upstream and downstream impact of the panel oscillation is very
negligible. The Reynolds stress profiles downstream of the shock impingement location have deviated from the regular
boundary layer profile.

The flow field in Fig. 5(b), depicting instantaneous density, is characterized by an impinging shock, reflected and
separation shock, an expansion fan, a separation bubble, and turbulent structures on the boundary layer. Comparing the
turbulent intensities in Fig. 6, the flexible panel mostly changes the profile in the buffer region of the boundary layer.
The streamwise and spanwise turbulent intensity profiles have deviated most from the rigid SBLI case. From Fig. 6(a)
and (c), it can be asserted that the profile before and after the interaction zone matches closely with the rigid case, while
only the zone directly above the flexible part of the panel is impacted. The impacts of the panel motion quickly dissipate
downstream.
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-2

10°

y+

Fig. 6 Time-averaged Reynolds stresses (solid lines: rigid, dashed lines: flexible-adiabatic) at (a) upstream
x/6 = —10.0, (b) mid-panel x/6 = 0.0 and (c) downstream x/5 = +10.0. For legend, please refer to Fig. 3(b).

D. Turbulent SBLI of fully-coupled non-adiabatic thermoelastic wall

Later, we evaluated the behavior of the flexible panel coupled with the temperature. In this setup, the bottom wall of
the panel is kept at a constant temperature while only the top surface interacts with the flow. The temperature of the
side walls is kept constant at the recovery temperature. The non-dimensional thermal properties of the solid panel are
selected from our previous study [47]. The non-dimensional specific heat (C, Two/ U?) of the panel is 2.1 x 1073 and
thermal expansion coefficient (aa7) is 3.7 X 1073. The other parameters are listed in Table 2 (Case STBLI-FCc and
STBLI-FHc).

1. Interaction over cold wall

To evaluate the impact of the panel temperature along with flexibility, another simulation was conducted where
the bottom temperature of the panel is kept constant at 7p,, /Te = 1.0. Since Tp,, /T is smaller than the recovery
temperature which is 7, /T, = 1.68, it will induce a cooling effect. Unlike the flexible case, the cooling significantly
affects both the viscous sublayer and buffer region above the panel in Fig. 7(b). A colder wall increases the density of
the adjacent fluid, thereby enhancing the average momentum flux into the boundary layer [63].

The wall-normal deflection of the panel at z/6 = 0.0 (a line drawn on the top surface of the panel along the
streamwise direction) has been shown in Fig. 8 for adiabatic, cooling, and heating cases. As time progresses, the panel
reaches a mean deflection and oscillates around the mean position. Comparing the adiabatic and cooling cases, the
timescale of the panel oscillation is significantly higher in the cooling case. The amplitude of the panel oscillation is
larger in the cooling case.

The panel’s oscillation shows different modes of deflection as shown in Fig. 9. The first mode shows the most
dominant form of the deformation, which is weighted more downstream since the shock has higher pressure on the
downstream side. The fifth mode shows low-frequency oscillation. Higher mode shapes are responsible for transverse
deformation. Though initially higher modes (third and more) are submissive, they become important as the simulation
progresses into a pseudo-steady state.

2. Interaction over heated wall

Since the heated wall leads to the increase of the boundary layer thickness, we have observed a slight upstream
influence of the boundary layer as seen in Fig. 10(a). Likewise the cooling case, the main impact of the panel temperature
and oscillation is observed on the streamwise component of the Reynolds stresses. Comparing the cooling effect, the
heating has much less impact on the streamwise Reynolds stress in the laminar sublayer region. For this case, the
magnitude of the panel oscillation is also higher than the adiabatic case. The effective elasticity of the solid decreases as
the temperature increases. The lower stiffness is responsible for, the higher amplitude of the panel. Similarly, Daub et al.
observed that heating reduces the stiffness of a prestressed panel, resulting in larger deflections [40].
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Fig.7 Time-averaged Reynolds stresses (solid lines: rigid, dashed lines: cooling) at (a) upstream x/5 = —10.0,
(b) mid-panel x/6 = 0.0 and (c) downstream x/é = +10.0. For legend, please refer to Fig. 3(b).
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Fig. 8 Wall-normal deformation of the panel for (a) adiabatic, (b) cooling, and (c) heating at z/5 = 0.0.
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Fig. 10 Time-averaged Reynolds stresses (solid lines: rigid, dashed lines: heating) at (a) upstream x/5 = —10.0,
(b) mid-panel x/6 = 0.0 and (c) downstream x/6 = +10.0. For legend, please refer to Fig. 3(b).
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Fig. 11 Time-averaged temperature for STBLI under (a) cooling and (b) heating effect.

The time-averaged temperature field is shown in Fig. 11 for both the cooling and heating effects to assess the
qualitative impact on the interaction zone. For the turbulent boundary layer, the panel temperature locally influences
the interaction region. In the turbulent boundary layer, the impact of the panel motion and temperature on the surface
properties downstream of the separation zone diminishes quickly.

IV. Conclusion

This study examines the impact of aero-thermo-elastic interactions on shock wave boundary layer interaction (SBLI)
over an elastic structure under different thermal conditions. The shock induces an early transition to turbulence for
the laminar flow case and the quantitative contribution of flexible panel in the transition process is yet to be measured.
Results for shockwave and turbulent boundary layers over rigid and flexible panels for different cavity temperatures have
been discussed. We have observed significant differences in the behavior of the flexible panel when solid properties
are not independent of temperature. The Reynolds shear stress for adiabatic, cooling, and heating has been compared.
The 3D coherent and turbulent structure is greatly impacted by the FTSI system. This study shows that the interaction
between the compliant panel and thermal conditions can significantly alter the panel’s oscillatory behavior, exceeding
the impact of each factor alone. Fluid-structural-thermal interactions in high-speed flows are inherently complex and
non-linear. Various influential parameters, such as cavity pressure, Young’s modulus, thermal expansion coefficient, and
specific heat, can significantly alter the effective excitation of shock-induced fluttering, necessitating more detailed study.
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