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Figure 1: Performance comparison of AutoSense and camera-based approach under varying weather and lighting conditions.
The !gures depict camera view overlaid with predicted (red) and actual (green) 3D bounding boxes, alongside corresponding
mmWave radar Range-Azimuth (RA) heatmaps showing the target vehicle’s re"ection. Nighttime scenarios (a, b): In complete
darkness (b), the camera fails while AutoSense accurately predicts the vehicle’s 3D bounding box. Daytime scenarios (c, d): In
clear conditions (c), both approaches perform well; in foggy weather (d), the camera fails while AutoSense remains operational.

ABSTRACT
WeproposeAutoSense, a millimeter-wave (mmWave)wireless signal-
based system for predicting 3D bounding boxes of vehicles. While
cameras and LiDAR can be adversely a!ected by challengingweather
conditions such as heavy rain, fog, or snow, mmWave signals are
less susceptible to these environmental factors, making them more
resilient. As a result, AutoSense can complement other sensors for
accurate 3D bounding box predictions in all weather conditions.

CCS CONCEPTS
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1 INTRODUCTION
Every year, millions of vehicle crashes occur, and a considerable
number of these accidents are caused by hazardous weather condi-
tions, leading to thousands of fatalities [2]. To improve road safety,
Advanced Driver Assistance Systems (ADAS) have been developed,
that rely on cameras and LiDAR to provide accurate 3D bounding
box predictions of surrounding vehicles on the road. However, the
e!ectiveness of these sensors diminishes in harsh weather, such
as fog, rain, or snow, where visibility is severely compromised [4].
Millimeter-wave (mmWave) radars o!er a potential solution to the
limitations of cameras and LiDAR, as they can penetrate rain and
fog, enabling them to operate e!ectively in adverse weather condi-
tions. However, estimating accurate 3D bounding boxes of vehicles
using mmWave radars is di"cult due to the motion of vehicles and
the specular nature of mmWave re#ections.

We introduce AutoSense, a system that utilizes cascaded mmWave
radar to predict 3D bounding boxes of vehicles in all weather conditions
(see Figure 1). AutoSense applies motion-error correction, processes
mmWave re#ections to generate heatmaps, and employs a deep
learning approach to predict accurate 3D bounding boxes. Once
trained on mmWave re#ections and corresponding ground-truth
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3D bounding boxes from camera in clear weather, AutoSense relies
solely on mmWave radar for prediction.

2 AUTOSENSE SYSTEM DESIGN
AutoSense predicts the 3D bounding boxes of vehicles using a cas-
caded mmWave radar inside the ego-vehicle, providing comple-
mentary information to the camera and LiDAR in harsh weather
conditions. ThemmWave radar employs FrequencyModulated Con-
tinuous Wave (FMCW) [3] to accurately detect objects. The radar
continuously transmits FMCW signals and receives re#ections from
objects in the scene. These re#ections arrive at the receiver with
di!erent frequencies and phases, depending on the target object’s
distance. By mixing the transmitted and received signals, we can
determine the objects’ distance from the radar.

AutoSense faces two primary challenges: (1) motion errors due
to time division multiplexing of cascaded mmWave radar, and (2)
specularity of mmWave and variable re#ectivity of vehicles. Motion
errors occur due to sequential signal transmission, causing small
timing di!erences that can lead to object displacement on the radar
heatmap. Additionally, the specular nature of mmWave re#ections
results in only a few high-energy points being visible on the Range-
Azimuth (RA) heatmap, with most parts of the vehicle missing. To
compensate for motion errors, we take advantage of AutoSense’s
mmWave radar’s antenna con$guration. The mmwave radar is
equipped with 12 transmitters and 16 receivers, forming 192 virtual
antennas of which 32 are co-located and overlapping. We leverage
the phase di!erences between these overlapping virtual antennas
to resolve motion error.

For 3D bounding box prediction, AutoSense employs Convolu-
tional Neural Networks (CNNs) to extract object features from
mmWave heatmaps. The system utilizes YOLO-based object detec-
tion blocks [1] to extract these features, and head detection modules
to predict the center location, length, width, and height of vehicles
on the road. During the training phase, AutoSense uses 3D bounding
boxes obtained from a stereo camera as ground truth labels to su-
pervise the learning process and optimize the network parameters.
By using the camera-based 3D bounding boxes as a reference, the
system learns to accurately predict the 3D bounding boxes from the
mmWave heatmaps alone. Once trained, AutoSense only requires
mmWave heatmaps as input to predict 3D bounding boxes during
the testing or deployment phase.

3 PRELIMINARY RESULTS
We evaluate AutoSense using three standard metrics for 3D bound-
ing box prediction: Intersection-over-Union (IoU), mean Average
Precision (mAP), and Mean Absolute Error (MAE). IoU indicates
the volume overlap between the actual and predicted 3D bound-
ing boxes, with a value between 0 and 1. mAP accounts for False
Positives (FP) and False Negatives (FN) and is de$ned as the area
under the precision-recall curve. MAE represents the absolute dif-
ference between the predicted and actual values for length, width,
height, and center distance of vehicles. Figure 2(a) shows the CDF
of IoU. We observe a median IoU of 0.75, indicating a high degree of
overlap between the predicted and ground-truth bounding boxes.
AutoSense achieves an mAP of 0.64 for vehicles at an IoU threshold
of 0.5, which drops to 0.39 at an IoU threshold of 0.7 (Figure 2[b]),
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Figure 2: (a) CDF of IoU at IoU threshold of 0.3 and 60% pre-
diction con!dence of the vehicle; (b) mAP of vehicles with
all-interpolated and 11-interpolatedmethods; (c) Median and
90𝐿𝑀 percentile errors of vehicle length, width, height, and
3D center distance at di#erent IoU thresholds.

but it can be improved using multiple cascaded mmWave radars.
Figure 2(c) shows the median and 90th percentile plots of length,
width, height, and center distance at di!erent IoU thresholds. The
average vehicle length, width, and height in our test data samples
are 4.22, 2.31, and 1.69 meters, respectively. AutoSense estimates
vehicles’ length, width, and height with less than 7.5%, 9.0%, and
10.5% errors for the 90th percentile of test samples.

4 CONCLUSION AND FUTUREWORKS
In conclusion,AutoSense demonstrates the feasibility of usingmmWave
radar to predict 3D bounding boxes of vehicles, even in challenging
weather conditions. We plan to extend AutoSense to predict 3D
bounding boxes for pedestrians and other objects. We will also ex-
plore integrating AutoSense with other sensor modalities to create
a more robust system.
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