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a b s t r a c t

Millimeter-wave is the core technology to enable multi-Gbps throughput and ultra-low latency
connectivity. But the devices need to operate at very high frequency and ultra-wide bandwidth: They
consume more energy, dissipate more power, and subsequently heat up faster. Device overheating
is a common concern of many users, and millimeter-wave would exacerbate the problem. In this
work, we first thermally characterize millimeter-wave devices. Our measurements reveal that after
only 10 s of data transfer at 1.9 Gbps bit-rate, the millimeter-wave antenna temperature reaches
68↑C; it reduces the link throughput by 21%, increases the standard deviation of throughput by 6↓,
and takes 130 s to dissipate the heat completely. Besides degrading the user experience, exposure
to high device temperature also creates discomfort. Based on the measurement insights, we propose
Aquilo, a temperature-aware, multi-antenna network scheduler. It maintains relatively high throughput
performance but cools down the devices substantially. Our testbed experiments under both static and
mobile conditions demonstrate that Aquilo achieves a median peak temperature only 0.5↑C to 2↑C
above the optimal while sacrificing less than 10% of throughput.
© 2024 The Author(s). Published by Elsevier B.V. on behalf of ShandongUniversity. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The explosive demand for mobile broadband globally has cre-
ated significant stress on the existing wireless infrastructure.
Millimeter-wave (mmWave) has emerged as the core, new tech-
nology for the next-generation wireless LAN and cellular stan-
dards: IEEE 802.11ay [1] and 5G NR [2]. MmWave systems are the
key enabler for applications that demand multiple Gbps through-
put and ultra-low latency connectivity — virtual and extended
reality, tactile internet, telesurgery, control for smart infrastruc-
tures, and autonomous vehicle safety [2–4]. MmWave systems
achieve these capabilities by operating at a very high frequency
and ultra-wide bandwidth, on the order of multiple GHz.

Such a high operational regime, however, brings unique chal-
lenges: Compared to the micro-wave devices, like Wi-Fi and
LTE, the mmWave devices consume more energy, dissipate more
power, and subsequently heat up faster. Increase in device tem-
perature not only affects the hardware but also is disconcerting
to the users, especially when devices are small [5], hand-held
[4,6,7], body-worn [8,9], and near to the face and brain [10–
13]. For example, Fig. 1(a) shows that the surface of a running
mmWave device heats up very quickly. Device overheating is a
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common concern of many users, and mmWave would exacer-
bate the problem further. Thus, investigating ways to mitigate
thermal-inefficiencies in mmWave devices is of vital importance.

Existing research works have extensively characterized mmW-
ave channel, link, network, and applications; however, the ther-
mal characteristics of the mmWave device are relatively less
understood. Compared to the micro-wave devices, mmWave de-
vices operate at a very high frequency and ultra-wide bandwidth.
Thus, each hardware component, e.g., baseband, ADC/DACs, PLLs,
mixers, power amplifiers, etc., consumes more energy and dissi-
pates more power. Although mmWave devices are more energy-
efficient (consume less energy per bit) than Wi-Fi or LTE [14,15],
higher aggregate energy consumption and power dissipation can
heat the mmWave devices quicker. While existing works have
looked into the power consumption of the commercial mmWave
devices [14,15], to the best of our knowledge, none has looked at

the thermal characteristics of the mmWave devices.
To this end, we characterize the thermal profile of a Comm-

ercial-Of-The-Shelf (COTS) 60 GHz mmWave smartphone [7] un-
der various conditions. Our measurements reveal that after only
10 s of data transfer, at room temperature, with 1.9 Gbps bit-
rate, the mmWave antenna temperature reaches up to 68↑C. It
reduces the average link throughput by more than 21%, increases
the standard deviation of throughput by 6↓, and takes about 130
s to dissipate the heat. Such excessive temperatures of 5G NR
devices are also reported by consumers of different devices and
brands [16,17] as well as by recent publications [18,19]. Besides
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Fig. 1. (a) Thermal image of a networked millimeter-wave (mmWave) smartphone [7]. The core idea behind Aquilo: (b) VR device with 4 mmWave antennas
connected to the access point (AP) via antenna 1, and data transfer increases its temperature; (c) Scheduler switches to relatively cooler antenna 2 with the best
link to the AP; (d) Signal strength of the best beam from the 4 antennas; (e) A 60 GHz mmWave antenna [6].

degrading the user experience, an increase in device temperature
is disconcerting. More importantly, exposure to a high tempera-
ture may not only create short-term discomfort, but also could
have long-term adverse health effects [20,21].

Driven by the measurement insights, we propose Aquilo
1 —

a temperature-aware multi-antenna scheduler that cools down
mmWave devices substantially. Aquilo’s key idea is intuitive:
Before one antenna heats up excessively, its data stream may be
switched or distributed to other redundant antennas, allowing
it to dissipate the heat (see Fig. 1[b-c]). Equipping a mmWave
system, like 5G smartphone or VR, with multiple antennas is not
only a reasonable system’s choice, since the mmWave anten-
nas are tiny (Fig. 1[e]), but also is necessary to provide reliable
connectivity under channel fluctuations and obstructions [6,22,
23]. Coordination among these multiple antennas proactively can
reduce the overall temperature.

This idea draws inspiration from the existing thermal miti-

gation techniques in multi-processor architectures [24–28]; yet,
the challenges are in the variable thermal behavior and variable
connectivity of the mmWave antennas (Fig. 1[d]). We propose
an adaptive multi-antenna scheduler that exploits the recent
observation of the thermal profiles, and probe and switch scheme
to maintain relatively stable throughput and reduce the device
temperature.

While we motivate Aquilo with chip-level thermal character-
ization in [18], in this work, we further show that mmWave
devices may suffer from overheating at the external surface as
well. Moreover, Aquilo is originally designed and proposed for a
four-antenna device in [18], which may be a suitable choice for
smartphones. However, not every device can support four anten-
nas (e.g. smartwatches may support only two antennas) whereas
some devices can support more than four antennas (e.g. a VR
headset). This largely depends on the form factor of a mmWave
antenna as illustrated in Fig. 1(e). To this end, we scale Aquilo

to minimize temperature with variable number of antennas. A
key challenge in temperature-aware scheduling with an increased
number of antennas is the higher computational cost due to the

1
Aquilo was the Roman god of cold north wind and bringer of winter.

larger search space. To counter this, we propose an adaptive
Aquilo that further reduces the search space to achieve similar
temperature performance as the non-adaptive one while reduc-
ing the computational complexity significantly. Furthermore, we
consider Aquilo under a trigger-temperature mode, i.e. the system
will run without temperature-aware scheduling until a pre-set
threshold fpr the system temperature is reached at which point
Aquilo will be triggered. With these enhancements, Aquilo aims
to not only scale with a different number of antennas on mo-
bile devices but also strike a good balance between minimizing
temperature and maximizing throughput under practical settings.

We validate Aquilo on a 60 GHz mobile mmWave testbed; it
consists of a NETGEAR X10 Access Point (AP) [29] and ASUS ROG
smartphones [7]. Both the AP and smartphones are IEEE 802.11ad
standard-compliant; also, ASUS ROG is one of the commercially
available 60 GHz smartphone, currently. Since the COTS smart-
phone is equipped with one mmWave antenna only, we collect
real device throughput and temperature profiles, but use trace-
based methods to emulate a multi-antenna device. Our testbed
experiments demonstrate that, in comparison to a throughput-

only maximization scheduling, Aquilo can effectively reduce the
median peak temperature by 12↑C and 9.5↑C, under static and
mobile conditions, respectively. While these improvements come
from sacrificing 9.8% (static) and 8.5% (mobile) of throughput,
Aquilo is still able to support at least 1.4 Gbps throughput at all
times in static and 1.03 Gbps in more than half of the mobile
cases. Furthermore, we show that scaling the number of an-
tenna from 2 to 8 improves the temperature minimization by
11↑C in spite of the restriction imposed by the updated Non-

Adjacency Criteria. Our field trials with traces collected from two
applications, FTP and VR, show that Aquilo satisfies the minimum
throughput requirements while simultaneously achieving the
near-optimal device temperatures. We also show that Aquilo can
be triggered at higher threshold temperatures and still achieve
fair temperature minimization.

In summary, we have two contributions: (1) Thermal Charac-

terization of 60 GHz mmWave Device To the best of our knowl-
edge, we are the first to perform a systematic study of the effects
of mmWave device states and link performance on the device’s
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Fig. 2. (a) Millimeter-wave (mmWave) AP and smartphone. (b) The temperature of the room and the mmWave antenna at idle state. Effect of data transfer on: (c)
Mean heat dissipation time; and (d) Peak temperature.

temperature and the effect of temperature on the device’s per-
formance [18]. (2) Temperature-Aware, Scalable Multi-Antenna

Scheduler Based on the insights from our thermal characteri-
zation, we propose, design, and validate a temperature-aware
multi-antenna scheduler and demonstrate its effectiveness and
scalability in maintaining the link performance while reducing
the temperature substantially. We have open-sourced our ther-
mal characterization dataset and multi-antenna scheduler code
in [30].

2. Background and related work

Millimeter-Wave Devices and Standards MmWave devices
operate at a very high frequency and ultra-wide bandwidth. Cur-
rently, there are two most popular mmWave standards: 5G NR
[2] (frequency ranges are 26.5–29.5 GHz and 37.0–40.0 GHz);
and IEEE 802.11ad [31] (57–71 GHz). Specifically, IEEE 802.11ay
devices operate on the unlicensed 60 GHz mmWave, use 2.16 GHz
bandwidth, and can achieve peak bit-rate up to 7 Gbps. Since
mmWave channel suffers from high signal propagation loss, both
the standards use phased-array antenna and directional beam
for signal strength compensation. Due to the small form fac-
tor of mmWave radio-frequency (RF) components and elements,
multiple antennas can be integrated into mobile devices [6,22,
23]. Besides, multiple antennas provide reliable connectivity un-
der channel fluctuations and obstructions [32–36]. While ex-
isting research works have extensively characterized mmWave
channel [37–44], link [45–50], network [51–58], and applica-
tions [59–64], Aquilo is the first to characterize the thermal pro-
file of mmWave antennas, and design, evaluate, and demon-
strate a temperature-aware, scalable multi-antenna scheduling
scheme. Aquilo is complementary to the existing mmWave sys-
tems’ research and can benefit from their reliable connectivity
and improved performance.

Thermal Mitigation Techniques Aquilo is partly inspired by
the thermal mitigation techniques in multi-CPU systems.
Several proposed approaches can reduce the temperature signif-
icantly: dynamic trigger [24,65,66]; hybridized thermal stress-
aware adaptation [25]; priority queueing [26]; passive load
balancing and active migration [27]; and stochastic techniques
[28]. Yet, Aquilo faces two challenges that are absent in multi-
CPU systems: variable thermal behavior; and highly variable and
unpredictable connectivity of the mmWave antennas. While there
are existing works in micro-wave systems to minimize the power
or energy consumption [67–72], Aquilo is the first work to look
into minimizing the system-level temperature of active mmWave
antennas.

3. Thermal characterization

In this section, we characterize the impact of device’s states
and throughput performance on its thermal profiles. First, we

investigate the thermal behavior of a mmWave device: The de-
vice’s surface temperature as well as the antenna temperature
during the active and idle states. Second, we identify performance
fluctuations under high antenna temperatures. Finally, we study
the trade-off between throughput performance and antenna tem-
perature by inducing bit-rate adjustment and periodic idleness.
In all cases, we explain the underlying reason for the observed
behavior and how it differs from what may be expected. The find-
ings of this section inform our proposal for temperature-aware
multi-antenna scheduler.

Setup For our experiments, we use commercial mmWave
smartphones: ASUS ROG [7] and AP: NETGEAR X10 [29] (Fig. 2[a]).
The devices operate at 60 GHz mmWave and are IEEE 802.11ad
compliant [31]. They use Qualcomm mmWave chipset [73] and
operate on a 2.16 GHz bandwidth, support up to 4.62 Gbps
bit-rate, and have a 32-elements phased-array antenna [51,53].
Furthermore, the devices have embedded, high-resolution tem-
perature sensors that allow us to monitor the antenna’s tempera-
ture continuously. The smartphones use Android version 8.1 with
a Linux kernel, and we can access the temperature data directly
from the kernel file: /sys/kernel/debug/ieee80211/phy0/wil6210/
temp. We performed experiments in a temperature-controlled in-
door office environment with static mmWave channel conditions.

3.1. Thermal profile in idle and active states

Profile in the Idle State We start by understanding the impact
of the device’s idle and active states on the thermal profile. We
first measure the temperature when the mmWave antenna is
idle, i.e., no data communication with the AP. Fig. 1(a) shows
that in the idle state, the temperature of the device surface is
at 25.70↑C, measured with a FLIR One thermal camera [74]. This
is close to the ambient temperature of the measurement area.
Fig. 2(b) shows that the antenna’s average temperature is 48.63↑C,
about 24↑C higher than the room temperature. This high idle
temperature is due to the very high power consumption during
idle listening [15,71] — the smartphone needs to listen to the in-
coming mmWave packets and assess the clear channel condition
continuously [31]. This also corroborates with prior measurement
studies that show that the idle listening power consumption in
mmWave devices can be between 1–1.7 W [15,75].

Profile in the Active States

Active states consume more power (↔2.5 W) during data
transfer [15,71]. So, it increases the antenna temperature further.
Nonetheless, we expect that, as soon as the data transfer stops,
the antenna would cool down and reach its idle temperature
quickly. But heat acts just like stored energy in a capacitor — it
takes a long time to dissipate, and more the data transfer, longer
the heat dissipation time. To understand this effect, we set up the
smartphone 1 m away from the AP and transfer data at a peak
rate for a specific duration; the duration varies between 1 s and
15 s., and we measure the antenna temperatures.

3
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Fig. 3. (a–b) Data transfers for 5 and 10 s. (c–d) Antenna temperatures vs. time and heat dissipations.

Fig. 4. Link performance is affected by higher antenna temperature: (a) RSS is stable, but throughput fluctuates over time; every time index is marked for 2↑C
temperature increase; For every 2↑C increase, we see changes in (b) Average throughput; and (c) Standard deviation of throughput.

Figs. 3(a–d) plot two examples of antenna temperature for
5 s and 10 s of data transfers, where the 10 s of transfer re-
quires about 130 s for heat dissipation. The dissipation time is
measured as the time it takes for the antenna to return to its
idle temperature. Increase in the transfer duration increases the
dissipation time as shown in Fig. 2(c). More importantly, the

average dissipation time can be up to 20↓ higher than the transfer

duration. The transfer durations in our experiments are lower
than a typical application run-time; but certain applications, such
as wireless AR/VR streaming, require continuous Gbps data trans-
fer. Besides, higher data transfer duration affects the antenna’s
peak temperature too. Fig. 2(d) shows that the temperature can
reach up to 68↑C for only a 10 s. data transfer.

To study how quickly heat from the antenna percolates the
device’s surface, we measure the smartphone’s surface tempera-
ture with the FLIR One thermal camera from the point of boot-up
and during the device’s active state. Fig. 1(a) shows that the
device’s surface temperature increases from the room tempera-
ture 25.70↑C to 36.20↑C, i.e., an increase of ↗ 11↑C, within only
five minutes. Fig. 1(a) further shows that even though the heat
spreads throughout the device surface, the antenna region contin-
uously generates more heat. Such increased surface temperature
could be a source of discomfort to the user, degrading not only
the experience and but also potentially causing long-term adverse
health effects.

3.2. Performance fluctuations with high temperature

High antenna temperature can adversely affect the throughput

performance too, due to increased thermal noise and leakage
current. To quantify this effect, we perform experiments under
the previous setup, but change the AP-smartphone distance to
50 cm. First, we transfer data at a peak data rate for 90 s. duration
continuously and measure the antenna temperature as it rises up.
Then, we divide the measurement into several time segments,
marking every time index where the temperature increases by
approximately 2↑C. Finally, we measure the average and standard
deviation of the throughput for each time segment. We repeat
our experiments 85 times and present average of the results.
Throughout the experiments, we also measure the Received Sig-
nal Strength (RSS) by the AP. The standard deviation of the RSS
is 0.47 dB only; in other words, the data is transferred at a very
stable channel condition.

Fig. 4(a) shows an example RSS and throughput profile and
marks the time indices for each segment. Even under the sta-
ble channel condition, the throughput fluctuates significantly.
Figs. 4(b–c) plot the average throughput and its standard devi-
ation for every 2↑C rise in temperature, up to 14↑C maximum
increase. Clearly, average throughput degrades as the tempera-
ture increases; the link loses 21% of average throughput when
temperature increases by 14↑C. Besides, the standard deviation
of the throughput increases by almost 6↓; it can reach up to
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Fig. 5. Under three data transfer modes: 10 s. transfer and 5 s. idle, Continuous ↘180 s., and Continuous ↘270 s. (a) Throughput of the millimeter-wave link; and
(b) Temperature profiles of the antenna. (c) Effect of various idle durations on antenna’s peak temperature.

Fig. 6. (a) Temperature profile of 85 s of data transfer; (b) Average temperature increase for different throughputs.

240 Mbps. Thus, higher antenna temperature not only degrades

average performance, but also increases its variations significantly.
Since both noise and leakage current degrades signal fidelity, we
speculate that the device adapts to it by changing the bit-rate. But
commodity devices currently do not allow measuring such fine-
grained bit-rate adaptation, thermal noise, or leakage current; so,
we leave an extensive analysis of the performance fluctuations
under high temperature as future work.

3.3. Effect of periodic idleness and bit-rate adjustment

Inducing Periodic Idleness A strawman approach to reducing
the antenna temperature is to keep it idle in between the data
transfers, since an idle period helps the antenna to cool down. To
understand this effect, we use the previous experimental setup
and run experiments for 270 s with three transfer modes: con-
tinuous for 270 s; periodic for 10 s followed by idleness for 5 s
(i.e., 66.7% duty cycle); and continuous for 180 s (66.7% of 270
s). Figs. 5(a–b) show the throughputs and temperature profiles.
For continuous 180 s and 270 s transfers, the temperatures grow
steadily, peaking at 75.63↑C and 79.38↑C, respectively. After 180
s, when the transfer stops, the antenna starts cooling down; but
it never reaches the idle temperature within 270 s. Introducing
a periodic idleness of 5 s after every 10 s of transfer reduces the
temperature substantially; the peak temperature is below 64↑C,
for 96% of the time. Fig. 5(c) also shows that longer idleness in
between transfers can reduce the peak temperature when the
transfer durations are short. But this is ineffective for a longer
transfer duration, e.g., when the data transfer duration is periodic
15 s, none of the idle durations from 3 to 15 s. can reduce the
peak temperature below 66↑C.

Inducing Bit-Rate Adjustment Another approach to reducing
the temperature would be to slow down data transfer speed. The
device consumes less power to transfer at a lower bit-rate, thus,

heats up slowly. This is reflected in Fig. 6(a); it illustrates three
experiments at different mean throughput-level. For the mean

throughputs at ↔1.4 Gbps, ↔0.9 Gbps, and ↔0.024 Gbps, the
peak temperatures are at 67.5↑C, 63↑C, and 56↑C, respectively.
However, Fig. 6(b) shows that the temperature cannot be reduced
by changing the throughput-level anywhere from 1.6 to 1 Gbps,
hardly 0.17↑C. Furthermore, for certain devices and applications,
e.g., wireless VR/AR, neither increased idle duration nor reduced bit-

rate is affordable since they require stringent throughput and latency

guarantees; but it may be possible to switch the data stream to
another antenna with a lower temperature.

3.4. Measurements summary

In summary, we showed the following properties:
(1) MmWave device’s temperature could be high, even when

the device is idle; moreover, a longer data transfer duration not
only increases the peak temperature, but also takes significantly
longer time for heat dissipation — the dissipation time can be up
to 20↓ higher than the transfer duration.

(2) High device temperature, in turn, affects the link per-
formance: even at static conditions, it reduces the average link
throughput by more than 21% and increases the standard devia-
tion of throughput by 6↓.

(3) A lower bit-rate can reduce the device temperature, only
when the link throughput is below 1 Gbps; more importantly,
periodic idleness can help reduce antenna’s temperature, but only
when the data transfer duration is short.

4. Aquilo design

Driven by the measurement insights, we propose Aquilo, a
thermal profile based multi-antenna scheduler to maximize the
link performance and minimize the antenna temperature. Aquilo
enables a mmWave AP and end-user device to select relatively
cooler antennas dynamically. While existing works in micro-
wave systems reduce the idle temperature by scheduling sleep
periods [31,67–70] or reducing ADC bit-rate or clock-rate [71,72],
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to the best of our knowledge, none has looked at minimizing the

system-level temperature of active mmWave antennas.

Our key idea stems from the observation that the idle period
between data transfers helps the cooling process. Unfortunately,
periodic idle durations in a single antenna system are unaf-
fordable for many applications, e.g., wireless VR/AR, real-time
streaming, because they require stringent throughput and latency
guarantees. Fortunately, upcoming mmWave systems, like 5G
NR smartphones and VR/AR devices, are being equipped with
multiple antennas. It is not only a reasonable system’s choice, but
also necessary to provide reliable connectivity [6,22,23]. Aquilo
leverages the presence of and coordination among these multi-
ple antennas to reduce the overall system’s temperature. How-
ever, the objectives of high throughput and low device tem-
peratures are perennially in conflict. So, a key networking chal-
lenge we aim to solve is providing an uncompromised quality of
throughput and latency experience, while simultaneously main-
taining a near-optimal system’s temperature. To this end, we
design a multi-antenna, online thermal-profile driven, look-ahead
network scheduler. We now describe each component in detail.

Multi-Antenna Coordination At a high level, before one an-
tenna heats up excessively, its data stream may be switched to
the other antennas, allowing it to dissipate heat. This idea is
partly inspired by the thermal mitigation techniques in multi-
CPU systems [24–28,65,66]. But there exist significant differences
between CPU’s and mmWave antenna’s working principle. First,
while any one of the CPUs can be turned on and expected to
work, such an assumption is invalid for the mmWave antennas;
this is because channel fluctuations and antenna obstructions
may not allow for a link establishment that is strong enough
for the required throughput of the running application. Second,
the thermal behavior of the antenna quickly changes depending
on the link performance and user’s handling of the device, in
addition to device insulation and the surrounding temperature.
So, multi-antenna coordination techniques will need to consider
at least two mmWave issues not present in the current ther-
mal mitigation techniques: (1) variable thermal behavior; and (2)
highly variable and unpredictable connectivity.

To address these two issues, we propose using an online ther-

mal profile estimation based look-ahead scheduling among multiple

mmWave antennas. Data transfer from an antenna increases its
temperature while idleness decreases it. Furthermore, the in-
crease and decrease rates depend on the amount and duration of
transferred data (Section 3). Thus, if we could somehow predict
an antenna’s temperature when they are transferring data at a fu-
ture point in time, we would be able to schedule a set of antennas
such that the peak temperature is minimized and certain perfor-
mance criterion is met. Unfortunately, the temperature increase
and decrease rates are not always deterministic; besides, it is hard
to predict mmWave link performance ahead of time because of
highly variable connectivity. Aquilo leverages near-past observa-
tions of the thermal profile for the temperature prediction and
a look-ahead schedule and probe scheme for antenna selection.
Next, we describe these design components in detail.

4.1. Thermal profile estimation

Issues with a Fixed Thermal Profile Model A natural way
to predict an antenna’s future temperature would be to use a
fixed temperature rise and fall model. Since the model param-
eters depend on the data transfer rate and duration, based on
several measurements, we could extract the parameters and use
them during the run-time. Unfortunately, the model itself varies
depending on several factors: device types; insulation materi-
als, locations, and amount; surrounding temperature; and user’s
handling of the device. To understand the model variations, we

measure the thermal profile using the AP-smartphone set up
under two environments: indoor office; and home. We set up the
smartphone 50 cm. away from the AP and transfer data at a peak
rate for 10 s. continuously, ensuring that the channel is stable
and the average throughput is around 1.6 Gbps under both the
environments. Figs. 7(a–b) show the resulting thermal profiles
under the two environments. Clearly, they differ significantly in
terms of three parameters: peak temperature; heat dissipation
time; and noise. Thus, a fixed temperature rise and fall model
established from pre-measured dataset will not be generalizable.

Online Profile Estimation Instead of relying on a fixed model,
Aquilo leverages online measurements from near-past time, by
recording the temperature of the antennas when they are ac-
tive or idle. But from our observation in Figs. 3 (Section 3) and
Figs. 7(a–b), clearly, we need to model the active and idle states
separately; this is because switching an antenna from active to
idle state stops increasing and starts decreasing the temperature
immediately, creating a stark discontinuity in the thermal profile.
Thus, the thermal profile of a mmWave antenna can be modeled
as two exponentials: exponential gain, eω·t , in the active state;
and exponential fall, e↘ε·t , in the idle state. Furthermore, we can
estimate the ω and ε parameters from the near-past temperature
observations. Despite this discontinuity, these separate models
serve us better in estimating the thermal profiles accurately; the
average root mean square error for model fit across all our mea-
sured thermal profiles is only 0.52↑C. Figs. 7(a–b) also show two
such fitting results over the raw measurements. Unfortunately,
such raw data is unavailable when the device boots up, or the
antenna wakes up for the first time. In such cases, Aquilo can
randomly select and switch between antennas to bootstrap the
thermal profiles. Note that, such random selection and switch
happen only once per antenna since when an antenna starts data
transfer, we can measure its thermal profile immediately.

4.2. Look-ahead schedule, antenna probe and switch

Peak Temperature Based Schedule Aquilo leverages the esti-
mated thermal profiles to find a list of candidate antenna sched-
ules. The profile indicates the likelihood and change of an an-
tenna’s temperature when it is assigned for data transfer at a
future point in time. So, under each schedule, the antennas will
go through a temperature transformation and would reach a
different peak temperature potentially. Therefore, we can pre-
compute the peak temperature attained by each schedule and
select the one with the lowest peak. Selecting a schedule with
lowest peak temperature also ensures that there is no possibility
of a significant temperature differential, i.e., one antenna heating
up too high while the others are remaining at idle states. Let
us consider a simple example to illustrate this point. Assume
we have a 3 antenna system; each antenna is initially at idle
temperature, 48↑C. We would like to schedule antennas every
1 s. interval; therefore, for a total of 3 s., there are 27 (33)
possible schedules: (1, 1, 1); (1, 1, 2); . . .; (1, 2, 3); . . .; (3, 3,
3). Furthermore, let us assume that each antenna’s temperature
increases by 2↑C every 1 s. when they are scheduled and transfer
data. Hence, we can pre-compute the peak temperature of the
schedules: (1, 1, 1) ≃ 54↑C; (1, 1, 2) ≃ 52↑C; . . .; (1, 2, 3) ≃
50↑C; . . .; (3, 3, 3) ≃ 54↑C. Clearly, schedule (1, 2, 3) has the
lowest peak temperature, and choosing it for future data transfer
will minimize the system temperature.

Unpredictable Connectivity The above simple example as-
sumes that there is an equal likelihood of selecting any one
of the three antennas. In mmWave, however, the connectivity
is highly variable and unpredictable: channel fluctuations and
rampant obstructions from the user’s hand, body, and various
environmental objects may block one or many antennas [41,44–
48,51,76]. Thus, the antennas may not have a strong enough link
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Fig. 7. Data transfer for 10 s., and then, heat dissipation: (a) At office; and (b) At home. (c) Aquilo schedules antennas at the beginning of every frame Fi; then,
probes and switches to a new antenna every slot sk .

or sustain an application’s performance requirement. To over-
come this challenge, Aquilo proposes an antenna probing scheme
before selecting and switching to it. First, Aquilo sorts the list
of potential schedules as per the likelihood of the lowest peak
temperature and then selects the first choice; but there is no
guarantee on the first antenna’s performance in the selection.
Next, Aquilo invokes a fast beam alignment protocol [31,48,53] to
probe for link strength towards the AP, and using an effective SNR
metric [77] converts the strength to throughput performance. Fi-
nally, Aquilo switches to the new mmWave antenna that satisfies
the expected performance requirement of the application.

Since the first selection may not have sufficient link strength,
Aquilo iterates through the list of sorted schedules to eliminate
the ones beginning with the antenna without the link. It, then,
selects the first antenna from the resulting list, which ensures a
good quality link as well as a lower peak temperature. Still, there
could be scenarios where no antennas in the selected schedule
have any link towards the AP. In such cases, Aquilo falls back to
the currently active antenna to at least guarantee connectivity.
Furthermore, antenna probing and switching take a relatively
small amount of time with state-of-the-art beam alignment pro-
tocols (less than 0.5 ms. [48,53]); thus, the latency overhead from
Aquilo will be very low.

Practical Considerations Ideally, Aquilo should estimate the
thermal profiles, sort the list of schedules, and probe and switch
to a new mmWave antenna continuously. However, such contin-
uous operations will not only be computationally expensive, but
also incur high probing and switching overheads. For practical
considerations, Aquilo, thus, operates in a chunk of discrete-time,
which we call a frame F . At the beginning of ith frame, Fi, based
on the past frame’s thermal profile estimations, Aquilo predicts
the temperature of each of the antennas as if they are scheduled
for data transfer in Fi. Based on the predictions, Aquilo sorts a
list of antenna schedules and selects the one with the lowest
peak temperature. Each antenna transfers data for a limited time
only, which we call a slot s; and, at the beginning of every
slot sk, Aquilo probes and switches to the new antenna as per
the selected schedule. In parallel, Aquilo constantly monitors the
temperature of both the active and idle antennas, and update a
running estimation of their thermal profiles. At the end of Fi,
Aquilo uses the newly estimated thermal profiles for scheduling
in the next frame, Fi+1; and the above process repeats. Fig. 7(c)
shows an illustrative run-time example of Aquilo.

A key challenge is to identify the suitable lengths for the slot
and frame. Aquilo will incur high probing and frequent switching
overheads if the slot length is too small. But the scheduled an-
tenna will likely change performance within one slot if the length

is too large. Besides, slot length and number of slots determine
the frame length (slot length ↓ number of slots). A larger frame
length means better thermal profiles estimation; but that profile
may not be usable for the next frame since the estimation may
become stale. This staleness is due to the temporal variations of
different factors, such as the surrounding temperature and the
location of the user’s hand or body. Also, if the frame length is
too large with many slots, Aquilo will incur a high computational
overhead for thermal profile estimation. For example, if there are
4 mmWave antennas and 5 slots per frame, then the number
of possible schedules is 1,024; with only 8 slots per frame, it
increases to 65,536.

Non-Adjacency Criteria One way Aquilo reduces this huge list
of schedules is by leveraging a simple heuristic: Avoid scheduling
the same antenna in back-to-back time slots. We call it a Non-

Adjacency Criteria (NAC). The peak temperature attained by a
schedule where the same antenna is never scheduled back-to-
back is always lower than any other schedule; this is because
an antenna starts to cool down immediately after it stops trans-
ferring data (Section 3). This heuristic can reduce the number of
schedules exponentially. In the previous example, the number
of schedules with NAC is 8748, an almost 8↓ reduction from
65,536. In Section 6, we have also verified the performance of this
heuristic empirically in reducing the peak temperature.

Removing only the last scheduled antenna from the candidate
set is reasonable in a system with few antennas, such as two
to four. However, in a system with more antennas, it might be
more efficient to remove up to two, three, etc., antennas from
the candidate set. To achieve better thermal mitigation, Aquilo
would like to increase the idle time for each antenna in between
its transmission phases. Thus, the antennas scheduled in the past
few slots have a low probability of being scheduled in the next
slot in a thermally optimal scheme and could be eliminated from
the candidate set. This can significantly reduce the search space
of candidate schedules even further.

For instance, in a system with six antennas, if the schedule for
the first four slots is {2, 3, 6, 4}, and Aquilo stipulates that the last
three scheduled antennas cannot be scheduled in the slot, then
the set of possible antennas which can be scheduled in slot 5 is
reduced from {1, 2, 3, 4, 5, 6} to {1, 2, 5} (note that antennas 3, 4, 6
are eliminated). So, if there are ϑ slots in one frame, the number of
possible schedules is reduced from 6↓5ϑ↘1 to 6↓5↓4↓3ϑ↘3. For
example, for ten slots, the absolute reduction is from 11,718,750
candidate schedules to 262,440. In general, if the system has N

antennas to be scheduled in ϑ slots, and in each slot, a maximum
ϖ of the previously scheduled antennas are to be removed, then
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the possible number of schedules is:
)

d=ϖ↘1
d=0 (N ↘d)↓ (N ↘ϖ)ϑ↘ϖ .

Fig. 8 shows the effect of reduction in search space for a system
with 8 antennas and 7 slots.

Fig. 8. Effect of increasing the number of antennas eliminated from the
candidate sets in a system with 8 antennas and 7 slots.

Example Schedule and Performance Figs. 9(a–d) show exam-
ple of antenna schedule, system’s throughput, and peak temper-
ature under Aquilo and a throughput optimization scheme.

We set up our smartphone at 1 m away from the AP and trans-
fer data at a peak rate continuously for 90 s; the channel remains
in a near-static condition. We simulated a 4 antenna mmWave
system with slot length 10 s. and frame length 90 s. For visual
clarity, we averaged the system’s throughput and temperature
every 10 s window. Figs. 9(a–b) show the scheduled antenna
numbers and the corresponding throughput. Clearly, throughput
optimization achieves better throughput. However, it suffers from
a very high system’s temperature since it only selects two out
of four antennas with the best throughput; its peak tempera-
ture reaches 72↑C. But Aquilo selects the antenna to minimize
the system’s temperature. The peak temperature never crosses
beyond 55↑C — i.e., 17↑C temperature reduction sacrificing only
6% average throughput.

Algorithm for Multi-Antenna Scheduling Algorithm 1 for-
mally describes the antenna scheduling process. At the beginning
of every frame Fi, Aquilo gathers the thermal profile for all an-
tennas scheduled in frame Fi↘1; for each schedule sj, it can
pre-compute the peak temperature and create a list of sorted
schedules, S. Aquilo then probes the first antenna from the first
schedule in the list. Due to variable connectivity, this antenna
may fail to establish a link, Aquilo continuously probes the other
antennas in the first schedule, removes the unusable antennas,
and updates the list of schedules. Once Aquilo is able to establish
a link, it starts the data transfer, adapting its beam direction and
bit-rate, and updating its thermal profiles. Finally, after Aquilo

completes every slot scheduled in the current frame, it uses the
new thermal profile estimation in the next frame, Fi+1.

4.3. Latency for antenna probing and switching

Since at the beginning of every slot Aquilo probes the selected
antenna, it may incur additional latency; this is because, during
the antenna probe, no useful data transfer occurs. Using state-
of-the-art fast beam alignment protocols, we can reduce the
latency below sub-ms [48,53], but the number of switches and
total latency may be higher than other ‘‘temperature-unaware’’
schemes. However, the slot length in Aquilo is much longer than
beam alignment latency; therefore, the relative overhead is very
low. Next-generation mmWave standards also use multiple RF
chains so that many antennas can be active simultaneously and
operate independently [34–36,78]. (An RF chain consists of am-
plifiers, modulators, filters, PLLs, ADC/DACs, etc., and processes
the wireless signal.) So, Aquilo can continue data transfer with
the active antenna, while simultaneously probing and preparing
to switch to another antenna, incurring no additional latency. We
have also evaluated the effect of antenna switching on Aquilo’s
network delay performance in Section 6.

4.4. Integrating Aquilo with IEEE 802.11ad and 5G NR

Aquilo can be integrated with IEEE 802.11ad/ay or 5G NR
COTS devices seamlessly. Aquilo’s slots and frames span multiple
beacon intervals in IEEE 802.11ad (100 ms.) or multiple radio
frames in 5G NR (10 ms.). Throughout a beacon interval or ra-
dio frame duration, Aquilo can follow the standard protocols for
aligning the beam directions and transferring data with the active
antenna. At the beginning of each slot, instead of initiating a beam
alignment from the current antenna per the standard, Aquilo

initiates the probing and switches to the appropriate antenna
as per its schedule. Since this probe and switch happens after
every slot, that spans several beacon intervals, the relative cost
is very low. Besides, in the future, Aquilo can be integrated into
the standard devices to provide device temperature as a Quality of

Service, by enabling flexible guarantees on the peak temperature
of the mmWave devices.

Algorithm 1 Temperature-aware antenna scheduling

1: Frame, Fi; In: Thermal profiles Th(i↘1)
k

for all k antennas in Fi↘1; Out:
New thermal profile Th

i

k
;

2: For every schedules, sj = {a1, a2, a3, . . . , aϑ} ⇐j
3: PTsj ⇒ max{PT(a1), . . . , PT(aϑ)}; PT: Peak Temp.;
4: endFor

5: Sorted list of schedules: S = {s1, s2, s3, . . . , sN }, s.t., PTs1 ⇑ PTs2 ⇑
. . . ⇑ PTsN ;

6: Initialize the current schedule: ωi = {};
7: For each slot, k ⇓ {1, . . . , ϑ}
8: Scheduled antenna, SA ⇒ s1(ak); link ⇒ probe(SA);
9: while link is false

10: Remove all sj which starts with antenna SA; S ⇒
S \ sj, ⇐sj, s.t., SA = sj(ak);

11: SA ⇒ s1(ak); link ⇒ probe(SA);
12: endwhile

13: ωi ⇒ {ωi|SA}; switch(SA); Update thermal profile for SA: Thi

SA
;

14: endFor

5. Implementation

We implement and evaluate Aquilo by collecting throughput
and temperature measurements from our COTS testbed consisting
of a NETGEAR X10 AP and ASUS ROG smartphone (Fig. 2[a]).
While there are a few other 60 GHz smartphones in the market
currently, ASUS ROG has a similar specification and capability as
the others. The mmWave antenna on both the AP and smartphone
can generate up to 64 transmit and receive beams in 3D. Under
a multi-antenna device, each antenna can generate its own set of
64 beams; so when Aquilo switches to a new antenna, it selects
the antenna’s beam with the strongest link to the AP. Under
mobility and blockage, Aquilo steers the selected antenna’s beam
to support reliable connectivity. Both the AP and smartphones can
measure the wireless bit-rate, link throughput, and temperature
of its mmWave antenna every 1s. Throughout our evaluation,
we consider IEEE 802.11ad [31] as the underlying standard, and
follow its beacon structures, beam alignment process, and an-
tenna switching overheads. We collect measurements for various
data transfer periods ranging from 5 to 100 s. Between two
measurements, the set up was allowed to cool down to its idle
temperature so that all measurements have a common baseline.
To expedite the cooling process, we also used an external USB fan.

Since the COTS devices currently do not have multiple
mmWave antennas, we run trace-driven simulations. First, for
each experiment, we collect measurements by fixing the smart-
phone’s orientation. Then, we rotate it to 4 different orientations
w.r.t. the AP to create antenna’s different positions. Finally, we
combine the measurements to emulate a setup with 4 mmWave
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Fig. 9. Example results for a near-static 90 s. of data transfer under Aquilo and throughput optimization. (a) Scheduled antenna numbers; (b) System’s throughput;
(c–d) Temperature changes over time. Peak temperatures under throughput optimization and Aquilo are 71.85↑C and 55.20↑C, respectively.

antennas. However, a challenge with this emulation is that it
does not capture the effects of the user’s device handling, where
she may obstruct one or many antennas occasionally. To sim-
ulate these effects, we introduce random blockage as a proba-
bility of antenna producing zero throughputs; we also vary this
probability to simulate the different intensity of obstructions.

6. Evaluation

We evaluate Aquilo by considering performance along two
dimensions: system throughput and peak temperature. We will
show the following in our evaluation: (1) Aquilo reaches a median
peak temperature 1↑C above the best case temperature while
sacrificing 9.8% of throughput under various static conditions. (2)
Under various degrees of obstructions, Aquilo can approximate
the temperature-optimal scheme, with 1.1↑C to 5.4↑C differences,
while maintaining above 1.77 Gbps in more than half of the cases.
(3) While Aquilo needs to trade-off temperature-optimal anten-
nas under higher throughput requirements, it still outperforms
a heuristic-based scheme by 3.9↑C to 7.4↑C. (4) A larger frame
length has poorer performance and higher computational burden,
and a smaller slot length has higher probing and switching over-
heads; in practice, 1 s. slot and 10 s. frames perform well. (5)
More antenna choices in a device allow Aquilo for better thermal
mitigation without affecting the throughput significantly; the
increase in search space can be efficiently handled by extending
the Non-Adjacency Criteria to remove more than one antenna
from candidate schedules. (6) Under a trigger-temperature mode,
Aquilo achieves fairly well temperature minimization and strikes
the right balance between the temperature and throughput. (7)
Under mobility, Aquilo shows near-optimal performance, with
0.5↑C median difference from the optimal, even when the link
demands 1 Gbps throughput. (8) Finally, for field trials with
FTP and VR, Aquilo provides a similar quality of experience as
the best throughput scheme while keeping the temperature at
near-optimal level.

6.1. Compared schemes

We compare Aquilo with the following four schemes:
Best Case Temperature An ‘‘oracle’’ scheme that finds the

minimum system temperature under an experimental condi-
tion, considering all possible blockage conditions, temperature
changes, and antenna performance ahead of time but after the
fact. Although an impractical scheme, this provides the lower
bound on the peak temperature.

Random Scheduling with Non-Adjacency Criteria The sim-
plest way to schedule is to randomly select an antenna, ensure
that it meets the performance requirement, and start data trans-
fer. Since switching an antenna from active to idle state reduces
its temperature immediately, we consider a random selection, but
ensure that the same antenna is never assigned in adjacent time

slots. It allows shuffling so that the peak temperature does not
grow steadily.

Random Scheduling This scheme selects antennas randomly,
but without the non-adjacency criteria, and ensure they meet the
application’s performance requirement.

Throughput Optimization It tries to maximize only the
throughput, without regard to any knowledge of temperature. It
selects the schedule with the highest throughput and determines
the upper bound of a throughput maximization scheme.

6.2. Microbenchmark results

Performance under Static Conditions We first measure
Aquilo’s effectiveness under static conditions. We choose 200
static links, each with 100 s. duration, and estimate the best case
peak temperature. To estimate the ground truth of maximum
throughput, we also run the throughput optimization scheme. In
addition, we run the random scheduling with and without the
Non-Adjacency Criteria (NAC). While pure random scheduling cap-
tures the average case temperature behavior, random scheduling
with NAC evaluates a simple thermal mitigation technique: Al-
low periodic idleness by avoiding adjacent time slots. Finally,
we compare the throughput and peak temperature results from
Aquilo.

Figs. 10(a–b) show the empirical Cumulative Distribution
Function (CDF) of the system’s peak temperature and through-
put. The median of best case peak temperatures is 53.64↑C.
The throughput optimization shows the worst case temperature
performance; its median peak temperature is beyond 67↑C, even
worse than random scheduling. This is because it only maximizes
the throughput and is ‘‘temperature-unaware’’. Furthermore, a
simple heuristic of NAC effectively improves the median peak
temperature by more than 3.7↑C from the random selection.
Aquilo outperforms both random scheduling and throughput op-
timization in terms of temperature; its median peak temperature
is just about 1↑C above the best case. Compared to the throughput
optimization, Aquilo sacrifices only ↔ 9.8% throughput, but in
more than half of the cases, Aquilo reduces the peak temperature
by approximately 12↑C. This is an appreciably large reduction,
and the temperature is contained to within 4↑C of the idle state.

Effect of Environmental DynamismWe evaluate Aquilo’s per-
formance under environmental dynamism. A dynamic environ-
ment is the one with moving people, objects around mmWave
link, and user’s handling of the device, like orientation changes,
partial or complete obstructions of one or more antennas, etc.
We have modeled these events as the varying probability of
blockage: For example, if the probability is 0.2, then an antenna
can successfully establish a link towards the AP only 80% of the
time. Figs. 10(c–d) show the peak temperature and throughput
results. The temperature performance of Aquilo degrades with
increasing blockage probability; under 0.5 probability, the median
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Fig. 10. Empirical CDFs from different schemes across various static conditions: (a) Peak antenna temperature; and (b) System’s throughput. Effect of increasing
environmental blockage on the performance: (c) Increase in peak antenna temperatures from the best case; and (d) System’s throughput. The error bar shows 90th
percentile value.

peak temperature is more than 5↑C above the optimal. This is ex-
pected: As the blockage probability increases, Aquilo has limited
choices and flexibility in scheduling antennas with better thermal
mitigation, and thus, resort to whatever is available for continued
operation. A blockage probability of 0.5 is an extreme case and
hence will generate a much worse network performance. The
result shows that even under such an extreme case, the antenna
temperature is just 5↑C above the best case.

Delay Performance Aquilo may affect the network delay per-
formance, since it achieves thermal mitigation with antenna
probing. To find out the additional latency under Aquilo, we
simulate it in a device with 4 antennas, each with 64 beams,
in IEEE 802.11ad standard network under various environmental
dynamics. We use the standard beam alignment latency [46,48],
and simulated each blockage configurations for 1000 instances.
Fig. 11 shows the additional latency from Aquilo under a 100 s
time window. As expected, the latency increases with higher
blockage probability; this is because, under higher blockage prob-
ability, Aquilo may need to switch antennas more often, not only
for reliable connectivity, but also for better thermal performance.
However, even under an intense blockage occurrence with 0.5
probability, the total additional latency, averaged over 1000 in-
stances, is 36.36 ms — an overhead of less than 0.04%, which is
tolerable in practice.

Performance under Different Throughput Requirement To
support the stringent throughput requirements of applications,
like wireless AR/VR, Aquilo may need to trade-off temperature-
optimal antennas for throughput performance. Algorithm 1 will
be able to schedule only those antennas that guarantee perfor-
mance at or above the requirements. Thus, a higher minimum
throughput requirement will degrade the thermal mitigation ef-
fectiveness. Fig. 12(a) illustrates this point; at higher throughput
requirement, Aquilo’s performance deviates significantly from the
best case temperature and moves closer to random scheduling
with NAC. Still, Aquilo’s effectiveness is well maintained when the
throughput requirement is 1.4 Gbps or below.

Effect of Different Frame Lengths We evaluate Aquilo’s per-
formance in selecting optimal schedules under different frame
lengths, but fixed slot lengths. Fig. 12(b) shows the difference
in median peak temperatures between the best case and Aquilo.
We have three observations. First, the effectiveness of Aquilo

drops with higher frame length; this is because Aquilo uses past
frame’s thermal profile estimation to schedule antennas in the
next frame, which is more likely to be ineffective if the frame
lengths are too large. Second, the number of candidate schedules
increases with longer frame duration (shown with boxed num-
bers in Fig. 12[b]), and thus, in practice, Aquilo will have higher
computational overhead. Finally, irrespective of the frame length,
Aquilo’s median peak temperature still stays within 2↑C above the
optimal.

Performance under Mobility We now evaluate Aquilo’s per-
formance under mobility. We collect the trace data for various
mobility durations between 10 to 50 s., and measure the dif-
ference in peak temperatures between the best case and Aquilo.
We consider two factors in our mobility evaluation: variable slot
length; and variable minimum throughput requirement. Fig. 12(c)

Fig. 11. Aquilo delay within a window of 100 s. for different environmental
conditions; Error bar is one standard deviation. The average overhead is less
than 0.04%.
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Fig. 12. Increase in peak temperature from the best case. Under static cases, effects of: (a) Minimum throughput requirement; and (b) Frame lengths on peak
temperature and # of schedules. Under mobile cases: (c) Effect of slot lengths, on peak temperature and # of probes, when min. throughput is 1 Gbps; and (d) Effect
of minimum throughput, when slot length is 1 s.

shows that the effectiveness of Aquilo increases with smaller
slot lengths. This is intuitive: A smaller slot length, such as 0.1
s., allows fast switching between antennas and more frequent
schedule updates. However, the total number of probings will be
very high (shown with boxed numbers in Fig. 12[c]). For example,
over 50 s, with a slot length of 0.1 s., the number of probings
will be 500. Such a high overhead may not be worth the extra
gain in temperature performance. Nonetheless, a slot length of 1
s. enables reasonable thermal mitigation; and, the median peak
temperature is only ↔ 0.5↑C above the optimal.

Fig. 12(d) shows the effect of the minimum throughput re-
quirement of mobile links. Aquilo achieves near-optimal perfor-
mance when the requirement is at or below 0.5 Gbps; but the
performance deviates from the optimal, under stringent 1 Gbps
requirement. The performance is also relatively poor compared
to the static cases (Fig. 12[a]), since under mobility, Aquilo needs
to trade-off temperature-optimal antennas for throughput more
often than static cases. Still, the median peak temperature is
only 0.5↑C above the best case, even with 1 Gbps throughput
requirement.

6.3. Scalability to varying number of antennas

A four-antenna architecture is a reasonable design choice for
a smartphone, but depending on the form factor, a device can
accommodate a variable number of antennas. For example, a
smartwatch may have only two antennas, but a VR/AR headset
may have as many as eight antennas. We now evaluate Aquilo’s
scalability by running experiments with varying number of an-
tennas in a system: 2, 4, 6, and 8. We compare Aquilo with the
best case temperature and throughput optimization to show that
it can achieve the right balance between the throughput and the
temperature, irrespective of the number of antennas.

Figs. 13(a–b) show the throughput and temperature results
under different numbers of antennas. For each case, we eval-
uate the schemes with 7 scheduling slots, a mean slot length

of 10 s and a blockage probability of 0.2. A two antenna ar-
chitecture offers a very narrow space of choices: including the
Non-Adjacency Criteria restricts the possible number of antenna
schedules to only two, i.e., either transmission begins with the
first antenna and then alternates between the first and second,
or transmission begins with the second antenna and then al-
ternates between the second and first. The number of possible
schedules with 8 antenna, on the other hand, is manifold higher
due to massively large number of possible combinations. It is
expected that temperature minimization will improve with an
increasing number of antennas due to the expansion of choice
space. This is illustrated in Fig. 13(a), which shows that the peak
temperature under the best case scheme decreases from around
62↑C to around 51↑C in the median case from 2 antennas to 8
antennas. The temperature under Aquilo also decreases almost in
tandem, keeping a difference of around 1↑C than the best case.
The throughput optimization scheme shows no particular trend
in peak temperature with an increasing number of antennas,
which is expected since this is not a temperature-aware scheme.

The throughput optimization (Fig. 13[b]) shows an increas-
ing trend in throughput, while both the best case temperature
and Aquilo show a decreasing trend. For the throughput opti-
mization, the search space increases with more antennas, and
hence, throughput can be optimized further. The median through-
put increases from 1.93 Gbps to 1.99 Gbps. For the best case
temperature and Aquilo, the antennas which would have higher
throughput will be sacrificed more due to high temperature and
scheduled much later than in a system with fewer antennas.
Even so, the median throughput remains above 1.65 Gbps, which
is greater than the requirement in even the most data-hungry
applications [79].

There is, however, a related challenge due to increasingly more
antennas in the system. Due to the massively large number of
possible schedules, the search space is extremely large. We can
reduce this search space by extending the Non-Adjacency Criteria,
as discussed in Section 4.2. Fig. 14(a) shows that removing more
antennas from the choice space does not increase the median
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Fig. 13. Performance change with an increasing number of antenna: (a) Peak temperature; (b) Throughput.

Fig. 14. Adverse effects, i.e., (a) Increase in peak temperature; and (b) Loss in throughput of increasingly more antennas removed.

Fig. 15. Peak temperature and system throughput under Aquilo with different threshold temperatures compared with oracle schemes.

peak temperature above the best case temperature by more than
2↑C in a system with 8 antennas and 7 slots. The loss in median
(Fig. 14[b]) throughput is consistently below 20% when the last
five scheduled antennas are removed from the choice space and
do not affect the data-hungry applications [79].

6.4. Trigger Temperature for Aquilo

So far, we have assumed that Aquilo runs continuously from
the time of device boot-up. We would also like to investigate
the scenario when Aquilo allows the best throughput antenna
to transmit from the beginning until the system temperature
crosses a pre-set threshold, so Aquilo is triggered only when the
temperature threshold is crossed. This flexibility further allows
the system designer to prioritize throughput over temperature
under certain application contexts.

We carry out this investigation on a system with 4 antennas,
10 slots, and blockage probability of 0.2. We use three temper-
ature thresholds: 50↑C, 55↑C, and 60↑C. The transmission begins

with the antenna with the best instantaneous link at the time of
boot-up and continues with this antenna until the temperature
crosses the threshold. Aquilo is then triggered to optimize the
temperature performance. Fig. 15(a) shows that the temperature
minimization is achieved fairly well for the threshold 50↑C, and
system temperature under Aquilo is always within 5↑C of the most
optimal bound. For 55↑C threshold, the temperature can rise up
to 58↑C, but it is not continuously so warm, since Aquilo kicks
in to reduce the temperature. For 60↑C threshold, however, the
temperature can rise further and can reach up to 65↑C — almost
15↑C increase from the most optimal bound. Fig. 15(b) further
shows that the system throughput remains stable at around 2.1
Gbps (±0.1 Gbps), with the 60↑C temperature threshold, which is
comparable to the most optimal bound (black line). Even under
different temperature thresholds, the throughput consistently re-
mains above the 1.8 Gbps mark, which is more than the minimum
throughput requirement of many data-hungry applications, such
as AR, VR, or tactile internet [79].
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Fig. 16. Performance in field trial applications: (a) System’s peak temperature; (b) Application’s throughput.

6.5. Field trials

Finally, we evaluate Aquilo on real applications; we use previ-
ous mobility set up and collect temperature and throughput trace
data while running two applications: FTP; and Virtual Reality (VR)
gaming. First, we set up an FTP server on the AP, and have the
smartphone download a 2 GB file. Then, we set up a gaming server
on a PC [80] that streams real-time data (video, voice, control)
over the smartphone via the 60 GHz mmWave link; we also used
a Google cardboard [81] to set up a smartphone VR. However,
all our field trials are limited to 1 Gbps maximum throughput,
since this is highest possible transfer rate with the Ethernet
port on the PC. Figs. 16(a–b) show the average throughput and
peak temperature performance. For both the applications, Aquilo
maintains the required throughput performance while reducing
median peak temperature within 0.75↑C of the best case tem-
perature scheme. In summary, Aquilo provides a similar quality

of experience as the best throughput scheme, while simultaneously

reaching near-optimal device temperature.

7. Conclusion

In this paper, we present the first-of-a-kind study on mmWave
thermal characterization; the study reveals new challenges and
opportunities to keep IEEE 802.11ad and 5G NR devices cool.
Based on the measurement insights, we propose Aquilo, the
first temperature-aware, scalable multi-antenna scheduler for
mmWave devices and networks. We use testbed experiments
from COTS mmWave devices to demonstrate Aquilo’s effective-
ness in maintaining link performance while reducing temperature
substantially. In the future, we plan to continue investigating
mmWave performance fluctuations under high device tempera-
ture with more fine-grained measurements, and characterizing
thermal performance under different applications and use cases,
both indoor and outdoor; besides, we plan to design, implement,
and evaluate a real-time Aquilo on commercial multi-antenna
mmWave devices. Overall, we believe, our research on mmWave
device cooling helps allay concerns in some quarters about health
effects of 5G and accelerates its deployment broadly.
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