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Abstract

Human evaluation of generated language
through pairwise preference judgments is per-
vasive. However, under common scenarios,
such as when generations from a model pair
are very similar, or when stochastic decoding
results in large variations in generations, it re-
sults in inconsistent preference ratings. We
address these challenges by introducing a meta-
evaluation measure, SEPARABILITY, which es-
timates how suitable a test instance is for pair-
wise preference evaluation. For a candidate test
instance, SEPARABILITY samples multiple gen-
erations from a pair of models, and measures
how distinguishable the two sets of generations
are. Our experiments show that instances with
high SEPARABILITY values yield more con-
sistent preference ratings from both human-
and auto-raters. Further, the distribution of
SEPARABILITY allows insights into which test
benchmarks are more valuable for comparing
models. Finally, we incorporate SEPARABIL-
ITY into ELO ratings, accounting for how suit-
able each test instance might be for reliably
ranking LLMs. Overall, SEPARABILITY has
implications for consistent, efficient and ro-
bust preference evaluation of LLMs with both
human- and auto-raters.

1 Introduction

As large language models’ (LLM’s) capabilities
have rapidly improved in recent years, evaluation
of these capabilities has become increasingly re-
liant on human preference judgments that compare
pairs of model generations. While these judgments
offer freedom from gold-standard references (Pa-
pineni et al., 2002; Lin, 2004; Zhang et al., 2019),
they are far from perfect (Gehrmann et al., 2022).

In particular, human evaluation faces issues
including low rater agreements (Goyal et al.,
2022), spurious correlations with factors like
length (Wu and Aji, 2023; Sun et al., 2019), lack
of measurement validity (Ethayarajh and Jurafsky,

2022), and inconsistent usage and interpretation
of inter-rater agreement (Amidei et al., 2019;
Prabhakaran et al., 2021). Furthermore, for anno-
tation efficiency, human judgments are sometimes
replaced with LLM judgments, which have shown
high correlation with crowdworker ratings (Dubois
et al., 2024; Zheng et al., 2024; Lin et al., 2024;
Liu et al., 2023; Zeng et al., 2023); however, it
remains unclear whether such auto-evaluations are
a step in the right direction or exacerbate existing
biases (Zheng et al., 2024; Wang et al., 2023; Wu
and Aji, 2023; Chang et al., 2024).

In this work, we focus on the problem of unreli-

able preference judgments from human raters, illus-
trated in Figure 1. We show that output pairs from
any two modern LLMs can often be hard to distin-
guish from each other; such high cross-alignment
between models can cause preference judgments
to be highly arbitrary. We identify another under-
studied factor affecting judgments: the variability

within one LLM’s generations for the same input,
owing to the stochasticity of popular decoding tech-
niques such as temperature sampling (Giulianelli
et al., 2023; Tsvilodub et al., 2024). Such low
self-alignment, in addition to high cross-alignment
between models, may lead to inconsistent ratings—
highly dependent on the exact sampled pair chosen
for preference judgments. As a concrete example,
on 100 news articles from CNN/DailyMail (Nal-
lapati et al., 2016), our human evaluations show
that when comparing five different summary pairs
for each input, raters picked the same model only
46% of the time (§3). These findings raise the ques-
tion: when can we rely on pairwise judgments to
compare generations from two LLMs?

We argue that some test instances might be better
suited for human evaluation than others, mirroring
insights from prior work (Rodriguez et al., 2021;
Vania et al., 2021). We introduce SEPARABIL-
ITY, a meta-evaluation measure that determines,
for a single instance, how distinguishable two sets
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The group discusses their 
upcoming presentations and 
decides to split into two teams, with 
the girls and guys working 
separately. They also joke about 
gender roles and being gentlemen.

Ethan mentions that Solstafir is playing 
on November 21st and asks who will 
be attending. Noah expresses interest 
but is unsure due to work, while Leo 
and Ethan encourage him to come. 
Archie jokes that there are better 
concerts, but the others are still 
excited to see Solstafir.

Ethan, Noah, Archie, and Leo discuss 
who will be attending a Solstafir 
concert on November 21st. Noah is 
unsure if he can make it due to work, 
but the others try to convince him to 
come.

The group discusses attending a 
concert by the band Solstafir on 
November 21st, with Noah 
expressing interest but also 
considering the possibility of 
missing it due to work 
commitments. Leo is insistent that 
Noah attend, and the others agree.

The group discusses seeing 
Solstafir in concert, with Noah 
expressing interest and Leo 
confirming he will go. Archie and 
Ethan mention better concerts, but 
Noah and Leo insist on going.

Model A Summaries Model B Summaries

The group discusses the idea of 
presenting in groups instead of 
individually. They decide to divide 
into two groups and choose a 
subject from an email sent by a third 
party. There is a joke about girls 
being better at the subject, but it is 
playfully dismissed.

The group discusses the idea of 
presenting in groups instead of 
individually. They decide to divide into 
two groups and choose a subject from 
an email sent by a third party. There is 
a joke about girls being better at the 
subject, but it is playfully dismissed.

Low SEPARABILITY Test Instance

Ethan: who's going to see solstafir? 
Noah: solstafir! when? 
Noah: i had no idea they were playing 
Archie: I'm not :D. 
Leo: i'm going ofc! 
Ethan: 21.11 
Noah: that's a wednesday... ehh... 
… 

High SEPARABILITY Test Instance

Jamie: What do you think about doing those 
presentations in groups? 
Marlo: I’m so down man, I don’t wanna do it 
alone, it’s a lot of work 
Jamie: I know, interviews, then transcriptions, 
then compiling material,  
then writing 
… 

GPT-3.5 / Vicuna Separability on  
SAMSum Dialogue Summarization

The group discusses their 
upcoming presentations and 
decides to divide into two teams. 
They also playfully joke about 
gender roles and who will choose 
their presentation topic first.

❓
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Figure 1: Illustration of SEPARABILITY on SAMSum dialog summarization from our human experiments (§3). Test
instances have varying degrees of SEPARABILITY, which lead to different levels of consistency in preference ratings.
For lower SEPARABILITY instances, the choice of which pair of sampled generations to show raters affects human
rating (raters preferred Model A under Pair 1 and B under Pair 2); hence the overall judgment between model pairs
is inconsistent. Human preferences are consistent under higher SEPARABILITY (raters always preferred Model B).

of generations from two models are (§2). SEPA-
RABILITY builds on the intuition that the harder
it is to distinguish generations from two models,
the less consistent the preference ratings will be.
Our formulation of SEPARABILITY combines cross-
alignment between generations between pairs of
models as well as self-alignment between multi-
ple generations from each given model. We op-
erationalize self- and cross-alignment in SEPARA-
BILITY with a flexible choice of similarity metric
depending on the salience of the variability (e.g.
lexical, semantic) in the preference judgment.

Our experiments with SEPARABILITY on
different model pairs, benchmarks and tasks show
that SEPARABILITY can not only identify test
instances which are likely to yield consistent
preference ratings, but also benchmarks likely
to yield consistent comparisons between models.
For instance, we show that evaluation sets such
as CNN/DailyMail (Nallapati et al., 2016) are
not as useful in comparing modern LLMs as they
were in comparing earlier summarization-specific
models, supporting prior findings (Goyal et al.,
2022; Zhang et al., 2023). Through extensive
human evaluation, we show that instances with
high SEPARABILITY scores tend to result in more
consistent preferences (§3). Moreover, we find that

LLM-based auto-evaluation systems (Dubois et al.,
2024) also have similar patterns of consistency and
inconsistency as human raters.

Finally, as a direct application of SEPARABIL-
ITY, we extend it to ELO, a rating system based on
pairwise comparisons, now used widely for LLM
generations (Chiang et al., 2024). By modifying
the ELO rating update function to account for the
SEPARABILITY of each new instance, our SEP-
ARABILITY-ELO ratings provide more nuanced
comparisons (§4). Overall, SEPARABILITY offers
a reliable signal in the noisy landscape of gen-
erative evaluation via pairwise ratings, provides
insights into benchmarks and test instances, and
complements existing ranking measures for ro-
bust preference evaluation. Our code and data
is available at https://github.com/dill-lab/
separability.

2 SEPARABILITY as a Meta-Evaluation

We address the problem of consistency in modern
generative evaluation: namely, how suitable a test
input xi → X is for collecting reliable preference
ratings between output generations from a pair
of models, mA and mB . Our approach is based
on the key intuition that it is harder to collect
consistent preference ratings between mA and mB

12788

https://github.com/dill-lab/separability
https://github.com/dill-lab/separability


if their output generations are, on average, harder
to distinguish for a (human) rater. For instance, the
distinction is hard when the generations focus on
similar content (see summaries in Figure 1, left),
or have similar styles; we call this high cross-
alignment between generations from mA and
mB . Another factor that may make distinguishing
two models’ generations harder is large variability
within each model’s sampled generations, due
to stochastic LLM decoding approaches such as
temperature and nucleus sampling. Such vari-
ability, which we refer to as low self-alignment,
makes it hard to characterize each model’s specific
tendencies, which in turn makes it hard to have a
consistent preference for a single model. Under
the above two conditions, the choice of which gen-
erations to use for pairwise comparison influences
the preference rating outcome (Figure 1).

Both kinds of alignments, while orthogonal, play
a key role in determining how consistent human
ratings for an instance might be (§2.1). We intro-
duce SEPARABILITY, a meta-evaluation measure
that estimates how suitable a test instance is for
preference rating by consolidating cross- and self-
alignment (§2.2). While SEPARABILITY does not
determine which generation is better or more prefer-
able, it helps us understand how much we can trust
each preference rating for a given input instance.

At a very high level, there are four common sce-
narios which may occur in comparing generations
from two models, which we highlight in Figure 2.1

Scenarios 1, 2 and 3 all depict output sets where
any sample from model A is expected to be very
distant from any sample from model B (i.e. low
cross-alignment). It is easy to distinguish the two
models under scenarios 1 and 3. In Scenario 1, if
two generations are very different, they must be
from different models. For Scenario 3, the differ-
ence in self-alignments is a clear distinguishing
factor between the two sets of generations. Under
scenario 2, generations from the same model are
also far from each other (i.e. the self-alignment

is also low), which makes the overall output sets
hard to distinguish. In contrast, scenario 4 depicts
a situation where both self- and cross-alignments
are high; all generations, regardless of the model
they came from, are similar, making it hard for the
rater to distinguish the models’ output sets.

Formally, given a set of test inputs {xi}Di=1 (e.g.
1While these scenarios aren’t fully exhaustive, they repre-

sent 97.5 % of the roughly 30,000 instances that are used for
experiments in this section.

Scenario 1

Low cross-alignment

High self-
alignment

 High Separability⇒

High self-
alignment

 High Separability⇒Scenario 3

Low cross-alignment

Low self-
alignment

High self-
alignment

 Low Separability⇒
Low cross-alignment

Low self-
alignment

Low self-
alignment

 Low Separability⇒Scenario 4

High cross-alignment

High self-
alignment

High self-
alignment

Scenario 2

Figure 2: Four scenarios illustrating the intuition be-
hind SEPARABILITY. Blue and gold circles represent
generations from models mA and mB respectively, and
Euclidean distances represent (dis)similarities between
them. For a given input, at least one of the two models
needs to have higher similarity among its own genera-
tions (high self-alignment) to have high SEPARABILITY
for that input. High similarity across generations from
different models (high cross-alignment) leads to lower
SEPARABILITY. High self-alignment corresponds to
low spread of a set of same-colored circles and vice-
versa. High cross-alignment corresponds to low spread
of the entire set of circles and vice-versa.

news articles and instructions to summarize them),
LLMs mA and mB each induce a conditional
distribution pmA(y

i | xi), pmB (y
i | xi) over

output generations yi → Y (e.g. summaries of
xi). From this distribution, we can sample K
generations using a common stochastic decoding
algorithm such as temperature sampling, yielding
sets {ŷi,j

A }Kj=1 and {ŷi,l
B }Kl=1.

2.1 Calculating Generation Alignments
We define an alignment function, Ai

A,B that es-
timates the similarity of two output distributions
pmA(y

i | xi), pmB (y
i | xi) produced by LLMs

mA,mB on an input xi,

Ai
A,B := Eyi

A→pmA ,yi
B→pmB

[s(yi
A,y

i
B)], (1)

where s : Y ↑ Y ↓ R is a text similarity metric
such as ROUGE (Lin, 2004), BERTScore (Zhang
et al., 2019), or BLEU (Papineni et al., 2002). In-
tuitively, the alignment score Ai

A,B measures the
expected similarity between an output from mA

and an output from mB , parameterized by s. A
high value of Ai

A,B indicates high similarity (low
variability) between the generations of the two mod-
els. Different similarity metrics can be used for
different tasks. In cases where a user cares about
fine-grained lexical differences, a metric such as
BLEU may be suitable. On the other hand, if
fine-grained lexical differences are less important
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than coarser semantic differences, metrics such as
BERTScore or word embedding cosine similarity
would be more suitable. We use a variation of
BERTScore with a length-adjustment (defined in
Section 2.2), unless otherwise noted.

Since the space of model generations is in-
tractable to calculating Equation 1 exactly, in prac-
tice we use Monte-Carlo samples to approximate
the alignment score. We sample K generations
from each model, resulting in output sets {ŷi,j

A }Kj=1

and {ŷi,l
B }Kl=1. We approximate Ai

A,B as:

Âi
A,B =

1

K2

K∑

j=1

K∑

l=1

s
(
ŷi,j
A , ŷi,l

B

)
(2)

When measuring self-alignment2—the level of
variability in an individual model’s output—we
set A = B in Equation 2. When evaluating the
variability between two distinct model, i.e. A ↔= B,
we label this function cross-alignment.3

2.2 Calculating Generation SEPARABILITY

Intuitively, in order to determine how distinguish-
able two models are, we need to measure the differ-
ence between the variability within each model’s
generation sets and the variability of the combined
set of generations (i.e. the difference between each
self-alignment and the cross-alignment). If the
combined set has more variability than the variabil-
ity within either model’s generations, we consider
the two generation sets to be separable.

We define the generation SEPARABILITY be-
tween models A and B for instance i, ωiA,B as:

ωiA,B = max
(
Ai

A,A,Ai
B,B

)
↗Ai

A,B. (3)

In Figure 2, under scenarios 1 and 3, generations
of at least one model have low variability (and
therefore high self-alignment); this combined
with the low cross-alignment leads to higher
SEPARABILITY than in scenarios 2 and 4.

SEPARABILITY can take values in [↗1, 1].4 In
practice, however, cross-alignment is usually lower
than self-alignment, making ωiA,B → [0, 1].

2For self-alignment, we skip j = l terms in the summation.
3We generate K = 5 samples using temperature sampling

with ω = 0.5 as the default in our experiments; this corre-
sponds to K2 = 25 cross-alignment comparisons.

4We apply min-max normalization to constrain the range
of alignments to [0, 1] and to make alignment scores more
interpretable and comparable across different model classes.

Similarity Functions As our default similarity
function s, we use a length-adjusted version of
BERTScore (Zhang et al., 2019), using the same
length penalty used in BLEU (Papineni et al.,
2002).5 In the case of translation, where more
fine-grained lexical differences are important, we
use BLEU itself. Appendix E reports results with
additional similarity functions: ROUGE-1 F1 (Lin,
2004)6, BLEU (Papineni et al., 2002), Entity Sim-
ilarity, and Cosine Similarity of DistilRoBERTa
sentence embeddings.7 Due to the large variance
in the range of each of these functions, we apply
min-max normalization over the alignment values
to constrain them to the range [0, 1].

Some of these metrics (e.g. BLEU) were de-
signed to compare a “candidate” generation to a
“reference,” we do not make this distinction since
we do not use any reference generations. Instead,
we arbitrarily choose the longer generation as the
reference. We use F1-score variants of these met-
rics rather than recall or precision-oriented variants.
While prior work (Gehrmann et al., 2022) shows
that some of these similarity metrics are not opti-
mal for reference-based evaluation, we use these
as textual similarity functions.

2.3 Computing SEPARABILITY on Generation
Benchmarks

We compute SEPARABILITY for various generation
tasks under 6 different benchmarks using 3 model
pairs, and demonstrate how SEPARABILITY can
allow model developers and users to visualize and
understand how much a model pair’s generations
differ on a particular dataset. Figure 3 shows the
empirical SEPARABILITY distributions on two
summarization benchmarks (left): CNN/DailyMail
(Nallapati et al., 2016) and SAMSum (Gliwa et al.,
2019), and two machine translation benchmarks
(right): Czech to English and German to English
from the WMT-19 dataset (Barrault et al., 2019).
Figure 4 shows the empirical SEPARABILITY
distributions for abductive reasoning and sentence
simplification, where we use the ART (Bhagavat-
ula et al., 2019) and BiSECT (Kim et al., 2021)
benchmarks respectively.

For each benchmark, we compare three model

5LP = exp

(
1→ |yi

ref|
|yi

hyp|

)
, where we fix yi

ref to be the

longer generation in order to ensure the penalty is symmetric
6Using the rouge-score package.
7Using all-distilroberta-v1 in the

sentence-transformers library
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Figure 3: Histograms of SEPARABILITY distributions for summarization (Left) and translation (Right). For similar
model pairs, CNN/DailyMail for news summarization and translation from a high-resource language (German)
have lower average SEPARABILITY compared to SAMSum for dialogue summarization and translation from a
lower-resource language (Czech). We use length-adjusted BERTScore (Zhang et al., 2019) (defined in Section 2.2)
as the similarity metric for summarization and BLEU(Papineni et al., 2002) for translation.

Figure 4: SEPARABILITY distributions for ART and
BiSECT. We use length-adjusted BERTScore here (de-
fined in Section 2.2) as the similarity metric. SEPA-
RABILITY has higher variance, especially for BiSECT,
largely caused by differences in instruction prompt in-
terpretation; see Appendix C.

pairs: GPT-3.5 vs. Vicuna-7B (LMSys, 2023),
Vicuna-7B vs. Mistral-7B (Jiang et al., 2023),
and GPT-3.5 vs. FLAN-T5-XXL (Longpre et al.,
2023). We use identical instructions for each model,
with different model-specific system prompts that
were used to fine-tune each model during instruc-
tion tuning. We prompt each model in a zero-shot
manner. In Appendix A, we present the instruc-
tion prompts we used for each dataset described
in this section. For our experiments, we use tem-
perature sampling with temperature ε = 0.5. To
calculate alignment scores, we use K = 5 samples
and C = 25 cross-alignment comparisons, unless
mentioned otherwise. In Appendix C, we present
examples of low and high SEPARABILITY genera-
tions corresponding to each of these tasks.

We highlight several key takeaways. Models

with very different training methods, such as
GPT-3.5 and FLAN-T5-XXL, output generations
that are, on average, much easier to distinguish
than models that are trained similarly, such as
Vicuna-7B and Mistral-7B. Benchmarks such as
CNN/DailyMail (Figure 3, top left) have instances
with very low SEPARABILITY on average (except
GPT-3.5 versus FLAN-T5-XXL). These findings cor-
roborate prior work that suggests CNN/DailyMail
may not be useful for comparing modern LLMs
(Goyal et al., 2022; Zhang et al., 2023).

Likewise, for machine translation, we see that
it is easier to distinguish LLMs on lower-resource
language test sets such as Czech↓English,
compared to high-resource language test sets such
as German↓English.

Notably, SEPARABILITY distributions for
BiSECT are far less peaked (Figure 4), indicating
highly variable SEPARABILITY. For both ART
and BiSECT, differences in how the models
interpreted the instructions (which didn’t include
explicit length constraints for these benchmarks)
led to large differences in generation lengths,
contributing to the high SEPARABILITY of certain
instances. See Table 5 in Appendix C for examples.

Our formulation of SEPARABILITY is robust to
the choice of hyperparameters: K for number
of samples, ε for temperature in sampling and
the number of samples used in computing cross-
alignment, C; Figure 5 shows these ablations.

3 SEPARABILITY as Rating Consistency

We conduct a human study to verify our formula-
tion for SEPARABILITY as a meta-evaluation mea-
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Figure 5: SEPARABILITY is robust to changes in the
temperature ε used for generation (Left), the number of
samples used to estimate alignments K (Middle), and
the number of cross-alignment comparisons C (Right),
for GPT-3.5 vs. Vicuna-7B on SAMSum.

sure of preference rating consistency for a given
instance xi and a pair of generative models, mA

and mB . Given that generation sets correspond-
ing to low SEPARABILITY instances are harder to
distinguish, we hypothesize that preference judg-
ments from raters on those sets will be inconsis-
tent. In other words, raters will not consistently
prefer the same model’s generation for any pair
of generations sampled from low SEPARABILITY
instances. On the other hand, we hypothesize that
a rater’s preference judgments on generation sets
corresponding to high SEPARABILITY instances
will be consistent. While the inherent subjectiv-
ity present in generative evaluation may prevent
raters from agreeing with each other on high SEP-
ARABILITY instances, we hypothesize that each
individual rater’s judgments will consistently favor
one model’s generations.

3.1 Rating Consistency
We define consistency of preference judgments
as the average ratings from raters over N sampled
pairs. For an input instance xi, we sample N
generations yi,j → Y, j → 1 . . . N each from mod-
els A and B to obtain a set of paired generations

PAB(xi) =
{(

yi,j
A ,yi,j

B

)}N

j=1
.

We represent a rater (annotator) a by a rating
function ra : Y ↑ Y ↓ {↗1, 0, 1} that, for a
pair of generations from mA and mB , indicates
which model’s generation was preferred: ↗1 if
mA’s generation was preferred, 1 in case mB was
preferred, and 0 if the rater had no preference. By
having rater a make preference judgments for each
generation pair in P(xi), we obtain a rating set

Ra(xi) :=
{
ra

(
yi,j
A ,yi,j

B

)}N

j=1
. We define the

consistency, c
(
Ra(xi)

)
of that rating set as:

{
0, if {↗1, 1} ↘ Ra(xi),

mean(
∣∣ra(xi)

∣∣
ra↑Ra

), otherwise
(4)

Intuitively, if the rater prefers generations
from both models during the course of the N
trials, we deem their rating set inconsistent (i.e.
c (Ra(xi)) = 0). If the rater only ever picks one
model’s generations or 0 ratings (ties), we deem
their rating sets that include fewer 0 ratings as
more consistent.

In some cases, we may want to differentiate
cases where there are differing degrees of in-
consistency. We address these cases through an
additional metric called system preference strength,
with definitions and results in Appendix D.

3.2 Study Protocol and Settings
We conducted a human study with raters hired from
Amazon Mechanical Turk. Each human intelli-
gence task (HIT) consisted of reading a source
text (in our case, a news article or a dialogue) and
N = 5 pairs of generated summaries.8 For each
summary pair, raters were asked to select which
summary they preferred, with the option of picking
no preference.

We hired a pool of 30 raters (workers) from Ama-
zon Mechanical Turk, all of whom were native En-
glish speakers. Each rater was hired based on par-
ticipation in a qualification study. The raters were
paid at a rate of $1.20 per HIT, which was equal
to roughly $18 per hour using internally calculated
time estimates for a single HIT. The order in which
models’ summaries were shown in each pair was
randomized in order to prevent positional bias. The
HIT interface can be found in Appendix B.

Each HIT batch comprised source texts and sum-
maries corresponding to a different model pair and
dataset configuration. We chose these configura-
tions such that we had one set of instances with low
average SEPARABILITY (≃ 0.2), one with high av-
erage SEPARABILITY (≃ 0.7), and two in-between:

1. Low: GPT-3.5 vs. Vicuna-7B on CNN/DM
2. High: GPT-3.5 vs. FLAN-T5-XXL on

CNN/DM
3. Medium: GPT-3.5 vs. Vicuna-7B on SAM-

Sum
8While we performed our experiments with summariza-

tion, we expect our results to hold for other tasks as well. In
addition, the raters are performing 5 cross-model comparisons
as opposed to 25 when calculating SEPARABILITY, but we
find that 5 comparisons suffice.
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Figure 6: Proportion of rating sets with each value in the range of consistency corresponding to different SEPARA-
BILITY ranges. Ratings are not aggregated across raters for a test instance here. For each model pair and dataset
configuration, the support is divided into equal sized ranges. The proportion of perfectly consistent ratings increases,
and the proportion of inconsistent ratings decreases in higher SEPARABILITY ranges.

4. Medium: Vicuna-7B vs. Mistral-7B on
SAMSum

We collected ratings for 50 HITs for each of the
four configurations. Since each HIT was rated by
3 raters, we have 600 total rating sets.

3.3 Higher SEPARABILITY Instances Receive
Consistent Human Ratings

To analyze the relationship between SEPARABIL-
ITY ranges and consistency ratings, we bin the sup-
port of a SEPARABILITY distribution for each our
selected configurations into four equal-width bins.
We plot the proportion of rating sets with each
possible consistency value in each bin in Figure 6.
For each model pair on the two benchmarks, we
observe that, as SEPARABILITY increases, the pro-
portion of inconsistent rating sets decreases and the
proportion of perfectly consistent ratings increases.
For SEPARABILITY ωA,B ⇐ 0.2, the majority of
ratings are inconsistent. When ωA,B ⇒ 0.4, incon-
sistent ratings make up less than half of all ratings
for all configurations. Ratings for SAMSum tend
to be more inconsistent across all ranges. GPT-3.5
and FLAN-T5-XXL, two models with different ar-
chitectures and capabilities always produce more
consistent ratings, even at lower SEPARABILITY
ranges. Nonetheless, there are a non-trivial number
of inconsistent ratings at the lowest SEPARABILITY
range, and perfectly consistent ratings make up less
than half of all ratings at this range. These findings
indicate that at higher values of SEPARABILITY,
raters are likely to give more reliable preference
ratings that are not dependent on the choice of
generation pair that they are shown.

3.4 Higher SEPARABILITY Instances Receive
Consistent Auto-Rater Ratings

LLM-based automatic raters have been rising in
popularity (Chang et al., 2024) and are being used
to replace human raters in many preference evalua-

tion setups. We ask: do auto-raters produce similar
patterns of consistency as humans when making
preference judgments? We repeat our experiments
using the same 600 instances in §3.3 with auto-
raters provided by AlpacaEval (Dubois et al., 2024)
Each test instance is judged by three auto-raters,
which have the highest correlations with humans
(as of June 2024).9 Since these raters cannot give
tie judgments, the only possible consistencies are 0
or 1.

Results in Figure 7 show that, much like hu-
mans, auto-raters produce inconsistent ratings for
low SEPARABILITY instances under most config-
urations. For the GPT-3.5 vs. FLAN-T5-XXL com-
parison, the auto-raters always choose GPT-3.5,
whereas humans sometimes choose FLAN-T5-XXL
in lower separability ranges. This phenomenon
may be due to auto-raters being biased towards
generations from their own model family (Pan-
ickssery et al., 2024).10 In contrast to human raters,
auto-raters provide inconsistent ratings between
Vicuna-7B and Mistral-7B even under higher
SEPARABILITY. This suggests that the factors in-
fluencing human judgments can be subtle and dif-
ferent from those influencing auto-raters.

In Figure 8, we plot the mean consistency
for each of five equal-sized SEPARABILITY
ranges, aggregating over all four model pair and
dataset configurations. Consistency increases with
SEPARABILITY for both human- and auto-raters,
highlighting that raw SEPARABILITY values can be
directly compared across model pairs and datasets.
Moreover, human- and auto-rater consistency
patterns bear close resemblance with each other,
with auto-rater consistency being slightly lower

9These models are: alpaca_eval_gpt4,
alpaca_eval_cot_gpt4 _turbo_fn, and
alpaca_eval_llama3_70b_fn from AlpacaEval (Dubois
et al., 2024).

10In our case, two of the auto-raters are in the GPT family.
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Figure 7: Auto-raters from AlpacaEval produce more consistent ratings at higher SEPARABILITY instances, much
like human raters in Figure 6.

Figure 8: Mean consistency of human and auto-rater
preference judgments increases with SEPARABILITY.
Mean consistency is computed over all 600 HITs col-
lected. Consistency for a particular test instance is aggre-
gated over raters by taking the mean of each individual
rater’s rating consistency.

on average. This resemblance suggests that
SEPARABILITY is a valid meta-evaluation
measure of the reliability of preference ratings,
regardless of the type of rater.

4 Applying SEPARABILITY to ELO

As another concrete application of SEPARABILITY,
we investigate extending a popular novel method
for ranking LLMs: ELO ratings (Chiang et al.,
2024; Boubdir et al., 2023b). In particular, we
weight how much a new preference comparison
affects a model’s ELO rating using the SEPARA-
BILITY of the test instance for that comparison.

ELO ratings have emerged as a popular method
of scoring and comparing LLMs (Chiang et al.,
2024; Boubdir et al., 2023b). Originally devel-
oped to score and rank Chess players, ELO ratings
model the expected win probability of a model in a
pairwise comparison. After observing the outcome
of a comparison between two models, both models’
ratings are updated. The ELO updated rating for a
model mA is given by

ELO
→
A = ELOA +Ki(Si

A ↗ Ei
A), (5)

where ELOA is the original rating, Si
A is the out-

come of the comparison with instance i, Ei
A is

the expected win probability (based on the current

Figure 9: After incorporating SEPARABILITY into ELO,
we get narrower gaps in model rankings, reflecting sim-
ilar capabilities of both Mistral-7B and Vicuna-7B.

ELO score), and Ki is a weighting factor which
determines how much more recent comparisons
should influence the rating. The value of Si

A is
equal to 1 for a win, 0 for a loss, and 1

2 for a tie.
Typically, Ki is set to small values such as Ki = 4
for all i in LLM comparisons (Chiang et al., 2024);
larger Ki values are used in sports.

We propose incorporating SEPARABILITY into
the ELO update in Equation 5 by modifying the
weight Ki for each new comparison based on its
SEPARABILITY value. For an update ELO

→
A after a

comparison on an instance xi with SEPARABILITY
ωiA,B , we use the weighting factor:

Ki
SEP = Ki · ϑ

1 + exp
(
↗ϖ(ωiA,B ↗ T )

) , (6)

where T is a chosen threshold, ϑ and ϖ are hyper-
parameters controlling the how much the weight is
updated and how fast. We set T = 0.4 and ϑ = 2
and ϖ = 6 in our experiments.11 Intuitively, this
update rule upweights Ki (Equation 5) when the
input i has high SEPARABILITY, and vice-versa.
When the input’s SEPARABILITY value is at the
chosen threshold T , K is not updated.

We compute ELO and SEPARABILITY-weighted
11Since we do not have ground-truth regarding true model

rankings, these parameters are dependent on user preference
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ELO (SEP-ELO; Equation 6) using data from our
600 human evaluation HITs as preference judg-
ments (§3). To calculate these ratings, we sam-
ple one rating for each input from our pool of rat-
ings. We compute confidence intervals with the
bootstrap method with 100 trials. Figure 9 shows
that SEP-ELO has narrower gaps in model rank-
ing, suggesting that models are more similar un-
der adjustments to consistency of judgments (or,
SEPARABILITY). We acknowledge that our results
are a pilot due to the limited number of ratings
we could use in our computation. However, we
expect SEP-ELO can reveal reliable trends even
when applied to larger sets of preference data such
as LMSYS12. Further testing with larger sets of
ratings can also help users more optimally tune the
hyperparameters used in the SEPARABILITY-ELO
score calculation. However, we note that hyperpa-
rameter selection involves a subjective judgment
on how much a practitioner wishes to incorporate
SEPARABILITY values into the score update.

Alternative Applications of SEPARABILITY Be-
yond SEP-ELO, SEPARABILITY values could be
used for adversarially filtering test sets (Bras et al.,
2020). Not only would this lead to fine-grained
comparisons between models, but could also lead
to obtaining cost- and time-efficient human ratings.
However, some caution is to be urged since such fil-
tering may lead to biases (Schwartz and Stanovsky,
2022), since low SEPARABILITY instances can still
contain valuable information. Instead, we recom-
mend importance weighting instances by SEPARA-
BILITY when sampling instances for human judg-
ments, in a similar manner as it is used in ELO
ratings. That is, we recommend that high SEPA-
RABILITY instances be used for human preference
judgment collection. Alternatively, a stratified sam-
pling approach from different separability ranges
could ensure a more robust preference evaluation
scheme.

5 Related Work

Model Output Variability Giulianelli et al.
(2023) comprehensively characterize LLM vs hu-
man output variability, with a focus on comparing
it to human output variability. Suzgun et al. (2022);
Bertsch et al. (2023) take advantage of production
variability to select more optimal generations us-
ing Minimum Bayes Risk (MBR) decoding. In a

12https://lmsys.org/

similar vein, our work incorporates variability in
generations into our meta-evaluation measure.

Prioritizing Test Instances Rodriguez et al.
(2021); Vania et al. (2021) evaluate test instances
on a variety of dimensions such as difficulty and dis-
criminability (similar to our notion of SEPARABIL-
ITY) using Item Response Theory (IRT), albeit in a
text classification setting. Boubdir et al. (2023a);
Ashury-Tahan et al. (2024) study prioritizing test in-
stances for human evaluation for efficiency-related
purposes. However, the approach of Boubdir et al.
(2023a) relies on access to model logits which are
not necessarily available to LLM users. Moreover,
we take a more task-centered approach. Ashury-
Tahan et al. (2024) use embeddings of model out-
puts and a clustering-based method to select a sub-
set of test instances that are most illustrative of
model differences.

6 Conclusion

We present SEPARABILITY, a meta-evaluation mea-
sure that estimates how suitable a test instance is
for pairwise preference elicitation. We show that
instances with high SEPARABILITY yield more con-
sistent human judgments. We show that the test dis-
tribution of SEPARABILITY can be used to analyze
how useful a benchmark may be for the comparison
of two LLMs. We show that SEPARABILITY can
be incorporated into ELO scores. Our work shows
that SEPARABILITY can help LLM developers and
users determine and prioritize evaluation instances
and benchmarks. Future work will look at applying
SEPARABILITY in building quality filters for prefer-
ence tuning data for learning from human feedback.
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Limitations

We only used SEPARABILITY in tasks that produce
English output generations. Due to resource and
time constraints, our human evaluation for veri-
fying SEPARABILITY was done on two summa-
rization tasks with five summary pair comparisons
for each instance by three annotators. We chose
instances with separability values for our human
comparisons to highlight different levels of con-
sistency in ratings. We expect that an even larger
comparison would reveal more fine-grained varia-
tions. Our analysis on applying to SEPARABILITY
to ELO also used limited human comparisons and
model pairs. Larger scale preference data collec-
tion would be needed for more fine-grained analy-
sis. While we expect our conclusions to hold for
different tasks, different similarity functions may
be optimal for different tasks, since the importance
of what type of differences are most influential for
human judgments can vary by task. Furthermore,
we only used 5 human comparisons per pair and 5
samples to compute SEPARABILITY for our main
experiments.
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A Task Instructions

We list the zero-shot instruction prompts we used
for experiments in Section 2.3 in Table 1.

B Human Study Interface

We present the HIT interface shown to AWS MTurk
workers in Figure 10.

C Qualitative Examples

We present examples of generations corresponding
to higher and lower SEPARABILITY instances for
the benchmarks used in our experiments in Tables 2
to 7.

D Preference Strength

In addition to consistency (Equation 4), we define
define another way to determine how much a rat-
ing set shows preference towards one model or
another. We call this metric preference strength.
We recycle the notation from Equation 4 and define
preference strength of a rating set Ra(xi) as:

pref-strength(Ra(xi)) =
∑N

j=1 ra((y
i,j
A ,yi,j

B ))
N

(7)
Intuitively, preference strength is simply the mean
of the rating set. Preference strength of ↗1, 1 re-
flects a rating set where all the ratings were towards
model A,B respectively.

We present the proportion of instances with each
possible preference strength per SEPARABILITY
range in Figures 11 and Figures 12.

E Using other similarity metrics

In Section 2.2, we describe how different similarity
functions can be used for different tasks, as well as
to measure different dimensions of SEPARABILITY.

We present SEPARABILITY distributions in Fig-
ures 13 to 16 for ROUGE-1 (Lin, 2004), the origi-
nal BERTScore (Zhang et al., 2019), entity similar-
ity13, and cosine similarity14, and text embedding
cosine similarity on the summarization benchmarks
used in our experiments.

13We calculate entity similarity between two generations by
using spacy to extract named entities and taking the Jaccard
Similarity of the set of entities from each generation

14Using all-distilroberta-v1 in the
sentence-transformers library
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Dataset Instruction

CNN/DailyMail (Nallapati et al., 2016) Summarize the following article in 3-4 sentences.
SAMSum (Gliwa et al., 2019) Summarize the following dialogue in 1-2 sentences.
WMT-19 (Barrault et al., 2019) Translate the following {Czech, German} sentence

into English.
ART (Bhagavatula et al., 2019) Write a hypothesis that explains the following ob-

servations.
BiSECT (Kim et al., 2021) Write a simplification of the following sentence.

Table 1: Prompt instructions for each benchmark used in §2.3

6/12/24, 4:48 PM localhost:63342/summarization_comparison/reports/figures/article_hit.html?_ijt=9cnsk1mvb4h360355op51ivgln&_ij_reload=RELOAD_ON_SAVE

localhost:63342/summarization_comparison/reports/figures/article_hit.html?_ijt=9cnsk1mvb4h360355op51ivgln&_ij_reload=RELOAD_ON_SAVE 1/3

6/12/24, 4:48 PM localhost:63342/summarization_comparison/reports/figures/dialogue_hit.html?_ijt=9cnsk1mvb4h360355op51ivgln&_ij_reload=RELOAD_ON_SAVE

localhost:63342/summarization_comparison/reports/figures/dialogue_hit.html?_ijt=9cnsk1mvb4h360355op51ivgln&_ij_reload=RELOAD_ON_SAVE 1/3

Figure 10: MTurk HIT Interface for news article (Left) and dialogue (Right) summary evaluation used in §3
.

Figure 11: Proportion of instances with each possible preference strength value in a SEPARABILITY range, with
human raters
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Lower Separability Instance Outputs
Dataset Model A Generations Model B Generations
CNN/DailyMail 1. A Palestinian teenager’s name was recently added

to an Israeli memorial commemorating fallen soldiers
and victims of terrorism, causing controversy and com-
plaints from his family and an organization represent-
ing victims of terror. The teen’s name, Mohammed
Abu Khdeir, was ultimately removed from the memo-
rial after his father’s objections and a demand from
the organization. The three suspects in Abu Khdeir’s
killing are currently on trial.
2. The name of a Palestinian teenager, Mohammed
Abu Khdeir, was included on an Israeli memorial for
fallen soldiers and victims of terrorism. His family and
an organization representing victims of terror objected
to his inclusion, and his name will now be removed
from the memorial. The teenager was beaten and
burned alive by three Israelis in July, and the suspects
are currently on trial.
3. The name of a Palestinian teenager, Mohammed
Abu Khdeir, was included on an Israeli memorial wall
for fallen soldiers and victims of terrorism. His fam-
ily and an organization representing victims of terror
objected to his inclusion and demanded his name be
removed. The National Insurance Institute of Israel
has agreed to remove his name from the memorial.
The teenager was beaten and burned alive by three
Israelis in July and the suspects are currently going
through a trial.

A Palestinian teenager’s name was added to an Israeli
memorial for fallen soldiers and terrorism victims,
but his family and a victim advocacy group objected,
leading to the removal of his name. The teenager,
Mohammed Abu Khdeir, was killed by three Israelis
in July, and his family did not give permission for his
name to be included. The National Insurance Institute
of Israel will remove his name from the memorial
following the complaints.
A Palestinian teenager’s name was added to an Israeli
memorial for fallen soldiers and terrorism victims,
but his family and a victim advocacy group objected.
The father of the teenager, who was killed in a bru-
tal way, refused permission for his son’s name to be
listed among soldiers of the occupation. The National
Insurance Institute of Israel will remove the teenager’s
name from the memorial following the complaints.
The teenager’s name has already been removed from
the organization’s website.
A Palestinian teenager’s name was added to an Israeli
memorial for fallen soldiers and terrorism victims,
but his family and a victim advocacy group objected.
The father of the teenager, who was killed in a brutal
way, said his son’s name should not be listed among
soldiers of the occupation. The National Insurance
Institute of Israel, which maintains the memorial site,
will remove the teenager’s name following the com-
plaints. The judicial hearing for the suspects in the
teenager’s killing began in January.

SAMSum 1. Ursula shares her success of getting a 93 on her
French exam, while her friends congratulate her and
discuss their own experiences with the exam.
2. Ursula shares her achievement of getting a 93 on her
French exam, and her friends congratulate her while
discussing their own experiences with the exam.
3. Ursula shares her success of getting a 93 on her
French exam, while Vaughn admits to getting a 65
without studying. Jana and Bob congratulate Ursula
while Vaughn jokes about his own score.

1. Ursula got a 93 on her French exam, while Vaughn
got a 65. Jana is impressed with Ursula’s score and
asks how she managed it, to which Ursula replies that
she studied hard. Vaughn admits that he didn’t study
and only got a passing grade.
2. Ursula got a 93 on her French exam, Bob congrat-
ulated her, Jana was impressed, and Vaughn got a 65
but didn’t study for it.
3. Ursula got a 93 on her French exam, Bob congrat-
ulated her, Jana was impressed, and Vaughn got a 65
but didn’t study for it.

Table 2: Examples of lower SEPARABILITY instances for summarization benchmarks used in our experiments

Figure 12: Proportion of instances with each possible preference strength value in a SEPARABILITY range, with
auto-raters.
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Higher Separability Instance Outputs
Dataset Model A Generations Model B Generations
CNN/DailyMail 1. Ciudad Juarez, Mexico, which was once known

as the murder capital of the world with an average of
8.5 killings per day in 2010, is now making efforts to
attract foreign tourists and investors back to the city.
The city launched the tourism campaign "Juarez is
Waiting for You" this month. Violence in the city has
decreased significantly, with only 89 killings so far
this year compared to over 3,000 in 2014.
2. Ciudad Juarez, Mexico, which was once known
as the murder capital of the world, is now making
efforts to lure tourists and investors back with a new
tourism campaign called "Juarez is Waiting for You."
In 2010, the city averaged 8.5 killings per day, but
local officials claim that it is much safer now. The
violent past, which included a turf war between cartels
and high levels of corruption within the local police
force, has left deep scars.
3. Ciudad Juarez, Mexico, which was once known
as the murder capital of the world with an average of
8.5 killings per day in 2010, is now making efforts
to lure foreign tourists and investors back. The city
launched the tourism campaign "Juarez is Waiting for
You" this month, and local officials claim that the city
is much safer than it was five years ago. In 2014, there
were 424 homicides, but this year, there have been 89
killings, a significant decrease in violence.

1. Ciudad Juarez, Mexico, was once the murder capital
of the world, with an average of 8.5 killings per day
in 2010. However, local officials say the city is much
safer now, and plans are underway to lure foreign
tourists and investors back to Juarez.
2. Ciudad Juarez, Mexico, was once the murder capital
of the world, with an average of 8.5 killings per day
in 2010. However, local officials say the city is much
safer now, and plans are underway to lure foreign
tourists and investors back to Juarez.
3. Ciudad Juarez, Mexico, was once the murder capital
of the world, with an average of 8.5 killings per day
in 2010. However, local officials say the city is much
safer now, and plans are underway to lure foreign
tourists and investors back to Juarez.

SAMSum 1. Tom agrees to pick up Susan’s daughter Becky from
school because she has a fever and Susan cannot leave
the office. Tom also needs to return to the office soon,
so he will take Becky to his mother’s house.
2. Tom agrees to pick up Susan’s daughter Becky from
school because she has a fever and Susan cannot leave
the office. Tom also needs to return to the office to
finish a project.
3. Tom will pick up Susan’s daughter Becky from
school because she has a fever and Susan cannot leave
the office. Tom also needs to return to the office to
finish a project.

1. Susan’s day was disappointing due to a failed pre-
sentation, and she asked Tom to pick up their sick
daughter Becky from school since she couldn’t leave
work early. Tom agreed and planned to take Becky to
his mother’s house. Susan expressed her frustration
over a disappointing day, including a failed presen-
tation, and requested Tom’s help in picking up their
sick daughter Becky from school due to her inability
to leave work early. Tom agreed and shared his own
work pressure, intending to take Becky to his mother’s
house.
2. Susan shares that her day was disappointing due
to a failed presentation, and reveals that her daughter
Becky is sick at school, requiring Tom to pick her up
and take her to his mother’s house, as Susan is unable
to leave work early and doesn’t have her car. Tom
mentions the pressure he’s under to complete a project
on time.
3. Susan’s day was disappointing due to a failed pre-
sentation, and she asked Tom to pick up their sick
daughter Becky from school as she couldn’t leave
work early and didn’t have her car. Tom agreed, men-
tioning his own work pressure. Susan had a frustrating
day with her presentation going wrong, and she asked
Tom to pick up their sick daughter Becky from school
as she couldn’t leave work early and didn’t have her
car; Tom agreed, mentioning his own work pressure
and offering to take Becky to his mother’s house.

Table 3: Examples of higher SEPARABILITY instances for summarization benchmarks used in our experiments
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Lower Separability Instance Outputs
Dataset Model A Generations Model B Generations
ART 1. Regular practice and exposure to rock climbing with

friends can improve an individual’s climbing ability and
confidence, leading to better performance on a real rock
wall.
2. My hypothesis is that the practice and experience
gained from indoor rock climbing with friends improved
my skills and confidence, leading to better performance
on a real rock wall the following day.
3. Participating in indoor rock climbing with friends
can improve an individual’s climbing abilities and confi-
dence, leading to better performance on a real outdoor
rock wall.

1. The experience of rock climbing with friends and the
subsequent visit to the real rock wall helped me develop a
better understanding of the techniques and skills required
for rock climbing, which improved my performance on
the real rock wall.
2. The experience of rock climbing with friends, even if
it was just pretend, helped improve my skills and confi-
dence in real rock climbing.
3. The experience of rock climbing with friends, even
if it was just pretend, helped me develop the skills and
confidence needed to successfully climb a real rock wall.

BiSECT 1. Stiripentol is absorbed quickly, reaching its peak con-
centration in about 1.5 hours.
2. Stiripentol is absorbed quickly, reaching its peak
concentration in about 1.5 hours.
3. Stiripentol is rapidly absorbed, reaching its peak
plasma concentration in 1.5 hours.

1. Stiripentol is rapidly absorbed, reaching its peak con-
centration in approximately 1.5 hours.
2. Stiripentol is rapidly absorbed, reaching its peak con-
centration in approximately 1.5 hours.
3. Stiripentol is rapidly absorbed, reaching its peak con-
centration in approximately 1.5 hours.

Table 4: Examples of lower SEPARABILITY instances for ART and BiSECT

Figure 13: SEPARABILITY distributions using ROUGE-1 F1 as a similarity metric.
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Higher Separability Instance Outputs
Dataset Model A Generations Model B Generations
ART 1. Joey’s desire to color in coloring books and his wish

for his parents to appreciate him may be related to his
need for attention and validation.
2. Joey’s desire to color in coloring books and his wish
for his parents to appreciate him may be related to his
need for attention and validation.
3. Joey’s desire to color in coloring books and his wish
for his parents to appreciate him may be related to his
need for attention and validation.

1. Hypothesis: Joey’s engagement in coloring activities
in his coloring books could be an expression of his innate
need for creativity and self-expression, which may serve
as a coping mechanism to deal with his unmet emotional
need for appreciation from his parents. 2. Explanation:
Joey’s enjoyment of coloring might provide him with a
sense of accomplishment, relaxation, and control, which
can help him feel good about himself.
2. Hypothesis: Joey’s engagement in coloring as a
second-grader could be an expression of his desire for
approval and appreciation from his parents. The act of
coloring may provide him with a sense of accomplish-
ment, creativity, and relaxation, which in turn, could be a
way for him to express his emotions and seek validation
from his caregivers. However, the fact that he expressed
a wish for his parents to appreciate him more suggests
that he may not feel fully valued or recognized for his
efforts and talents outside of this activity.
3. Hypothesis: Joey’s engagement in coloring activities
in his coloring books could be an expression of his de-
sire for recognition and appreciation from his parents.
This hypothesis is based on the observation that Joey, as
a second-grader, enjoys coloring, but also expressed a
wish for his parents to value and acknowledge him. It’s
possible that the act of coloring provides Joey with a
sense of accomplishment and pride, and he may hope
that his parents will notice and praise him for his efforts.

BiSECT 1. The rise in cheap imports harms Community producers
by putting downward pressure on prices and decreasing
their sales.
2. The rise in cheap imports harms Community produc-
ers by putting pressure on prices and decreasing their
sales volume in the market.
3. The increase in low-priced imports is harming Com-
munity producers by putting pressure on prices and de-
creasing their sales volume in the Community market.

1. There is a correlation between the rise in imports at
low prices and the harm suffered by European producers.
The increase in imports has had negative effects on prices
and sales volume for European producers in the European
market.
2. There is a connection between the rise in imports at
low prices and the harm suffered by European producers.
This increase in imports has negatively impacted prices
and reduced the volume sold by European producers in
the European market.
3. There is a connection between the rise in low-priced
imports and the harm suffered by European producers.
This increase in imports has caused negative effects,
such as pushing down prices and reducing the amount of
goods sold by European producers in their home market.

Table 5: Examples of higher SEPARABILITY instances for ART and BiSECT

Lower Separability Instance Outputs
Dataset Model A Generations Model B Generations
WMT-19
DE to EN

1. If the offer arrives, we will expand it.
2. If the offer arrives, we will expand it.
3. If the offer arrives, we will expand it.

1. If the offer comes, we will expand it.
2. If the offer comes, we’ll expand it.
3. If the offer comes, we’ll expand it.

WMT19 CS
to EN

1. Papuans rarely have the necessary capital and educa-
tion to start a business.
2. Papuans rarely have the necessary capital and educa-
tion to start a business.
3. Papuans rarely have the necessary capital and educa-
tion to start a business.

1. Papuans rarely have the necessary capital and educa-
tion to start a business.
2. Papuans rarely have the necessary capital and educa-
tion to start a business.
3. Papuans rarely have the necessary capital and educa-
tion to start a business.

Table 6: Examples of lower SEPARABILITY instances for translation benchmarks used in our experiments
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Higher Separability Instance Outputs
Dataset Model A Generations Model B Generations
WMT-19
DE to EN

1. In 2013, a total of 25 plots were fenced in by eleven
participants through the pasture fence promotion.
2. In 2013, a total of 25 plots were fenced in by eleven
participants through the pasture fence promotion.
3. In 2013, a total of 25 plots were fenced in by eleven
participants through the pasture fence promotion.

1. 11 participants enclosed 25 parcels with fencing in
2013.
2. 11 participants enclosed 25 parcels with fencing in
2013.
3. 11 participants enclosed 25 parcels through the pasture
fencing promotion in the year 2013.

WMT19 CS
to EN

1. They shoot less, and even when they have a half-empty
goal in front of them, they prefer to pass.
2. They shoot less, and even when they have a half-empty
goal in front of them, they prefer to pass.
3. They shoot less, and even when they have a half-empty
goal in front of them, they prefer to pass.

1. I prefer to shoot when there is an empty space in front
of me, even if it means taking a risk.
2. I prefer to shoot when there is an empty space in front
of me, even if it means taking a risk.
3. I prefer to shoot when there is an empty space in front
of me, rather than when I have an empty space behind
me.

Table 7: Examples of higher SEPARABILITY instances for translation benchmarks used in our experiments

Figure 14: SEPARABILITY distributions using vanilla BERTScore as a similarity metric.
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Figure 15: SEPARABILITY distributions using cosine similarity as a similarity metric.

Figure 16: SEPARABILITY distributions using entity similarity as a similarity metric.
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