This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

Path-Dependent Constrained Formation
for a Quadrotor Team

Zhongjun Hu

Abstract— Constrained formation problems, for quadrotors
and other systems, have been examined in various works in the
past decade. Nevertheless, most works only consider constant or
time-varying constraint functions, to be best of our knowledge.
In this work, we examine path-dependent constraint requirements
during formation tracking operations by a team of quadrotors,
where the constraints are functions on path parameters. Uni-
versal barrier functions are used to deal with path-dependent
constraint requirements, including constraints on distances with
desired paths and inter-vehicle distances. Furthermore, unknown
quadrotor’s mass, inertia, and disturbances are addressed using
an adaptive robust formation algorithm. The newly proposed
path-dependent constrained formation architecture can ensure
formation tracking errors converge exponentially to small
neighborhoods near the equilibrium, with all path-dependent
constraint requirements met. At the end, a simulation study
further illustrates the proposed scheme and demonstrates its
efficacy.

Index Terms— Path-dependent constraints, path-following for-
mation, multi-vehicle system, quadrotors, robust formation
tracking.

NOMENCLATURE
doi dei = ||pi — paill, ith quadrotor (i =
1,---, N) distance tracking error.

deei  deei = doi — 26ei, e; being an arbitrarily
small positive constant.

dij  dij = ||pi — pj||. distance between the
ith and jth quadrotors (i = 1,---, N,
jeN.

deij deij £ 4 i — L;j, relative distance tracking
error between the ith and jth quadrotors.

Egij Eaj = fj(p,- — pj), unit vector from the
Jjth quadrotor to the ith quadrotor.

E.; Ee 2 dlei(p,- — pdi), unit vector from
the ith quadrotor’s desired path to the ith
quadrotor.

EL,'j EL,'j £ L%_(pd,' — pdj), unit vector from

the jth quadrotor’s desired path to the ith
quadrotor’s desired path.
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Thrust of the ith quadrotor.
Gravitational acceleration.

Inertia matrix of the ith quadrotor.
Positive control gains.

A positive design constant.

Lij 2 ||pai — paj]|. desired relative dis-
tance between the ith and jth quadrotors.
Mass of the ith quadrotor.

Neighbor set of the ith quadrotor (|JN;| =
2).

Number of quadrotors (N > 3).
Adaptive control parameters.

pai(si), paj(s;)) : R — R3, desired
paths of the ith and jth quadrotors,
respectively.

pi = [xi, vi. zl% pj 2 xj, yj. z;1%,
positions of the ith and jth quadrotors.
Path parameter for the ith quadrotor.

vg; (s7) R — R, a desired speed
assignment for the ith quadrotor.
Velocities of the ith and jth quadrotors.
Stabilizing functions for position and
attitude of the ith quadrotor.
Disturbances for the ith quadrotor.
Transformed errors defined in (14).

O; £ (¢, 6;, ¥i]T, attitude of the ith
quadrotor in the inertial reference frame.
Odi £ [pai, Oai, Vail', desired attitude
of the ith quadrotor in the inertial refer-
ence frame.

Torques of the ith quadrotor.

Qui(si) : R — RT, path-dependent
constraint function for d,;.

Qumi £ Qui — 2¢ei, Eei being an arbi-
trarily small positive constant.

Qu;ij(si, 87), Quij(si,sj) : RxR — RT,
path-dependent constraint functions for
de,' j

Angular velocity of the ith quadrotor
with respect to the body-fixed frame.
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I. INTRODUCTION

ORMATION control of unmanned aerial vehicles (UAVs),

especially quadrotors, has many practical applications
in surveillance [1], [2], search and rescue [3], con-
tour mapping [4], [5], source locating [6], object lifting
and transporting [7], [8], [9], [10], [11], just to name
a few.

During UAV formations, various motion constraints need to
be guaranteed to ensure safety and performance of the system.
Common approaches in handling this UAV constrained for-
mation problem include artificial potential fields (APFs) [12],
[13], [14], [15], [16], [17], control barrier functions (CBFs)
[18], [19], [20], [21], [22], barrier functions/barrier Lyapunov
functions (BLFs) [23], [24], [25], [26], [27], [28], and model
predictive control (MPC) methods [29], [30], [31], [32], [33].
However, only constant or time-varying constraint functions
are discussed in the aforementioned works. In practice, there
are often situations in which the constraints are geometric or
spatial in nature. For example, for a team of small UAVs to
pass through a narrow window, the formation needs to be
more compact at the window compared with other locations.
In this example, the corresponding constraint requirements
on inter-UAV distances are spatial related (where the narrow
window is located), regardless of time (when the team is
pass through the narrow window). Defining such constraint
requirements as functions of time will put unnecessary tem-
poral restrictions on the system dynamics. Therefore, existing
constrained formation control algorithms in the literature are
not suitable for such path-dependent constrained formation
requirements.

Very recently, we have proposed a path-dependent con-
strained control algorithm for an autonomous vehicle on a 2-D
plane [34], where path-dependent constrained requirements
can be satisfied during operation. However, [34] focuses on
the operation of a single vehicle on a 2-D plane, hence not
suitable for multiple UAVs formation in a 3-D space.

In this paper, for the first time in the formation control lit-
erature, we investigate path-dependent constraints for UAV
formation operations. This is in contrast to most existing
works in the literature that can only handle constant or at best
time-varying constraint requirements, which can be conserva-
tive in constraint formulation and cannot respond well to the
operation environment. First, for the performance constraints,
the distance between each quadrotor and its desired path
should not be too large. Second, for the safety constraints, we
need to guarantee that the relative distance between any two
quadrotors cannot be either too small or too large. The main
technical difficulty is the fact that the constraint requirements
are not directly depending on the time variable. The design
is further complicated by system unknown parameters and
disturbances. To address these difficulties, a path parameter
timing law is designed and integrated into the constrained
formation control law, which updates path parameters based
on system states. This timing law serves as a bridge between
the temporal vehicle dynamics and the geometric/spatial con-
straint requirements. We adopt universal barrier functions to
address path-dependent constraints in this paper. The newly
proposed path-dependent constrained formation architecture
can ensure formation tracking errors converge exponentially
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Fig. 1. Tllustration of the inertial {I} and body-fixed {B} frames.

to arbitrarily small neighborhoods near the equilibrium, with
all path-dependent constraint requirements met.

We will use the following standard notations in this paper.
First, R is real number set, RT is positive real number set, and
I,, denotes the m x m identity matrix. Moreover, ()T is the
transpose of (-), |-| represents the absolute value for scalars,
and ||-|| represents the Euclidean norm for vectors and induced
norm for matrices. Furthermore, we use cO to denote cos0,
s6 to denote sinf, and tf to denote tand. We also write (:)
as the first order time derivative of (), if (-) is differentiable.
Besides, for any two vectors vy, vy € R3, the cross-product
operator S(-) gives S(vi)vy = v X vp. It is also true that
S(v)vy = —S(v2)v1 and v]S(v2)v; = 0. Finally, SO(3) =
{X e R¥3:XTX = I3} is a set of orthogonal matrices in R3*3,
and S? = {x € R3:||x|| = 1} is a set of unit vectors in R3.

II. PROBLEM FORMULATION

A. Basic Graph Theory and Notations

A weighted undirected graph is represented by G = (V, &),
where V = {1,---, N} is a nonempty set of nodes/agents,
and £ C V x V is the set of edges/arcs. (j, i) € £ implies that
agent i can receive information from its neighboring agent
J, and vice versa. In this case, agent j is called a neighbor
of agent i. Furthermore, N; denotes the set of neighbors
of agent i and |N;| represents the number of neighbors.
In this work, we consider the scenario where |N;| = 2. The
topology of a weighted graph G is often represented by the
adjacency matrix A = [a;j] € RN, where a;; = 1 if
(j,i) € &; otherwise a;; = 0. It is assumed that a;; = 0,
and the t(;}pology is fixed, i.e., A is time invariant. Define
a; = Zj:1aij as the weighted in-degree of node i and
A = diag(ay, --- ,an) € RV*N as the in-degree matrix. The
graph Laplacian matrix is £ = A — A € RVXV,

B. System Dynamics

Consider a group of N quadrotors (N > 3), where, for the
ith quadrotor (i = 1,---, N) shown in Figure 1, the position
and attitude in the inertial reference frame are represented
as pi(t) £ [x(0), yi(0), z@®]" € R and ©;(1) £
[@i (), 6;i(2), wi(t)]T e R3, respectively. The translational
velocity with respect to the inertial reference frame is repre-
sented as v;(f) € R3. Moreover, define a body-fixed frame
with the origin being at the center of mass for each quadrotor,
and the angular velocity with respect to this body-fixed frame
is denoted by w; (1) £ [wyi (1), wyi(t), w;(H)]T € R The
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kinematics for the ith quadrotor are expressed as

pi(t) = vi (1), (1)
0;(t) = T(O;(1))w;i (1), 2)

where p;(0) = pio € R and ®;(0) = ©;p € R3, with
pio and ®;p being initial conditions. Besides, 7 (®;(z)) is a
transformation matrix [35] that relates the angular velocity in
the body-fixed frame to the rate of change of Euler angles in
the inertial frame, and is given by

1 S¢;to; co;th;
T®)=|0 coi —séi |, (3)

0 s¢i/cti  coi/ch;
where we have ||T(©;(?))|| < Tmax, With Tphax > 0 being a
known constant, when —% < ¢;(¢) < 7 and =7 < 6;(1) < 7.
The ith quadrotor (i = 1,---, N) system dynamics are

represented by

mvi (1) = mige; — FiR(O;(1))e; + y1i (1), 4)
Jiwi (1) = S(Jiw; (1) w; (1) + T (1) + y2 (1), (5)
where v;(0) = vio € R and 0;(0) = wo € R*. m; € R,
m; > 0 is the mass of the ith quadrotor (i = 1,---, N), and

J; € R33 is a symmetric positive definite matrix representing
the inertia of the ith quadrotor. F;(f) € R and 1;(¢) € R3 rep-
resent the thrust and torques of the ith quadrotor, respectively.
yi(t) € R3 and yi(t) € R3 denote the external disturbances.
Furthermore, g € R is the gravitational acceleration and
e. =10, 0, 117 € S? is a unit vector. R(®;(¢)) € SO3) is a
rotation matrix [35], which translates the translational velocity
vector in the body-fixed frame into the rate of change of the
position vector in the inertial frame

R(©;)
cOicyr;  aspisticyri — sy cpisbicyr + sy
= | cOisY;  sPisOisy +coicyi  cdisOisy — seicy;

— 891‘ Sd)i C@,’ Cqb,' 009,'

(6)

C. Performance and Safety Constraints

The coordinate of the desired path for the ith quadrotor
(G =1,---,N) pgi(si) : R = R3 is denoted by pg;(s;) =
[xai(si), Yai(si), zai(si)]T € R3, where 5; € R is a path
parameter of the ith quadrotor, and pg;(s;) is chosen to be
at least three-times continuously differentiable with bounded
derivatives. Note that pg;(s;) is any arbitrary point on the
desired path, not necessarily the vehicle’s closest/projection
point on the desired path.

The distance tracking error dg;(t, s;) for the ith quadrotor
is defined as

dei (t, 5i) = || pi(t) — pai(si)l|. (M
Furthermore, the desired relative distance between the ith
and jth G =1,---, N, j € N;) quadrotors is defined as
Lij(si,sj) = ||pai(si)) — paj(s))|| (3
and the actual relative distance is given by
dij(t) & ||pit) — p;®)]|. ©))

During the formation tracking task, there are performance
and safety constraint requirements that need to be satisfied.
First, for i = 1,---, N, let Qui(s;) : R > Rt be uniformly
bounded and at least three-times continuously differentiable
with bounded derivatives, and d; (0, s; (0)) < Qu; (s;(0)). The
distance tracking error for the ith quadrotor d¢;(t,s;) (i =
1,---, N) has to satisfy the following performance constraint

dei (1, 51) < Qi (57). (10)

From (7), dg; (t,s;) > 0 at all time. However, in order to
avoid singularity in the controller later in the analysis, it is
needed for d.; (¢, s;) to be bounded away from the origin. Thus,
the constraint requirement (10) is modified as

0 < gei < dei(t,si) < Qmi(si), (11)
where &; is any arbitrarily small positive constant. Note that
(11) is equivalent to

—8ei < deei (1, 5i) < 24w (5i), (12)
where deei (1, 5i) = dei (1, 5;) — 26 and Qi (s7) = Qi (si) —
2865.

Remark 1: An example for Qp;(s;) can be

e (6 (02
Qui (51) = dei (0, 5;(0))e i G =i O 4 o o

where ap; > 0 is a selected constant to determine the
convergent speed of this constraint function, and Qg > 2&¢;.
Such a selection of Qp;(s;) tolerates a relatively larger initial
distance tracking error, but puts a tighter requirement on the
distance tracking error as the operation continues.

Remark 2: In the analysis to be presented later, we will
show that the distance tracking error dg; (¢, s;) will converge to
a small neighbourhood of 2¢.;, which is a shifted equilibrium
point bounded away from zero. This equilibrium shift method
to avoid singularity in the control design is common in
the literature [36], [37], [38]. More discussion on how the
modified constraint requirement (12) can help avoid singularity
in the control design can be seen in the later Remark 10.

Second, define the relative distance tracking error
between the ith and jth quadrotors (¢ = 1,---,N,
j € /\/,) as deij(t,s,-,s]-) £ dl'j(t) — Lij(si,s]-). Let
Quij(si,sj), Quij(si,s;) : R x R — RT be uniformly
bounded and at least three-times continuously differentiable
with bounded partial derivatives, and —£;;(s;(0), s;(0)) <
deij (0, 5:(0),5;(0)) < Qu;j(si(0),5;(0)). The safety con-
straint is

—Qij(si,85) < deij(t,si,87) < Quijlsi,sj),  (13)
which requires that the inter-quadrotor distance cannot be
either too large or too small. For instance, when quadrotors
need to exchange information for coordination, the distances
between them should be within the effective communication
range. Besides, too small inter-quadrotor distance may lead to
collisions between quadrotors.

Authorized licensed use limited to: UNIVERSITY OF KENTUCKY. Downloaded on December 01,2024 at 18:04:29 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

Remark 3: An example for Qy;;(s;, s;) and r;;(s;, s;)
can be

Qi (5. 57) = Ideij 0. 51 (0), 5 (0)) [ 81~ O°
+(1- Sij)e*”‘“if'“-"*"f(o))z] + 2Hijoo,

Q15 (51, 57) = Ideij (0, 51 (0), 5 (O[3~ 50"
+ (1 — &)L (=5 (0))2] + QLijoo,

where ay;; > 0 and ar;; > 0 are selected to determine
convergent speeds of safety constraint functions. Moreover,
QHjjoor QLijoo > 0, and 0 < §;; < 1. In this example,
Qu;j(si,s;) and Qp;;(s;, s;) tolerate a relatively larger initial
distance tracking error, but put a tighter requirement on the
relative distance tracking error as the operation continues.

D. Control Objective

The control objective for the path-following formation
tracking problem is to design a control framework such that:

1) The distance tracking error de; (¢, s;) for the ith quadrotor
(i=1,---,N) can converge into an arbitrarily small neigh-
borhood of the equilibrium;

2) The relative distance tracking error d;;(z, s;, s ;) between
the ith and jth ( = 1,---,N, j € N;) quadrotors can
converge into an arbitrarily small neighborhood of zero;

3) For the ith quadrotor (i = 1,---,N), the attitude
tracking error eg; £ legi, eqis e¢i]T = ©; — ®g; can converge
into an arbitrarily small neighborhood of zero, where ®g; £
[pdgi, bdi, wdi]T is the desired attitude to be specified later;

4) The path speed error zg; £ §i—vgi(s;), can converge into
an arbitrarily small neighborhood of zero, where vg; (s;) : R —
R is at least twice continuously differentiable with bounded
derivatives;

5) The path-dependent performance and safety constraint
requirements (12) and (13) will not be violated during forma-
tion.

Remark 4: Note that the constraint requirements (12)
and (13) depend on the path parameters s; (i = 1,---, N)
instead of the time variable ¢ directly. The physical meaning
behind this new constraint formulation is that the constraint
requirements are geometrically/spatially related, not tempo-
rally defined. Similar to the control structures in [39] and [40],
timing laws will be introduced to connect these path-dependent
constraint requirements and temporal vehicle dynamics.

Define the unit vector between the ith quadrotor and its
desired path as Ee; (i = 1,---, N) and unit vectors between
the ith quadrotor and its neighboring agents Eg4;; (j € Ni)
as Ee; = d%l.(ﬁi — pai) € $? and Egj £ %(Pi —pj) €S2
We will need the following assumptions for the analysis and
discussion of our main theoretical results.

Assumption 1: In this work, the system states including
position, velocity, attitude, and angular velocity can be accu-
rately measured for the controller design.

Remark 5: Addressing safety and performance constraints
with measurement uncertainties is in general a difficult task.
For example, if the system is subject to stochastic noise,
the constraint requirements can only be defined in terms of
probability, as in our prior work [41]. For the benefit of dis-
cussion and to focus our main contributions on path-dependent

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

constrained formation, sensor uncertainties are beyond the
scope of this work.

Assumption 2: For the ith quadrotor ( = 1,---, N), the
unit vectors Ee; and Ey;j (j € N;) are not coplanar.

Remark 6: Geometrically, Assumption 2 requires that the
3D UAV formation problem should not be reduced onto a 2D
plane for any agent at all time. More discussion can be seen
in Remark 11.

Assumption 3: For the reference attitude of the ith quadro-
tor, we require that ¢g; € (=5, %), 6u; € (=5, %), and
Ya;i € [—m, m], where g is at least once continuously
differentiable with bounded /g;.

Assumption 4 ([25], [42], [43]): The thrust F; and exter-
nal disturbances yy; and y»; for the ith quadrotor are uniformly
bounded with unknown bounds.

Assumption 5 ([42]): The mass m; and inertia J; for the
ith quadrotor are unknown, and the inverse of J; is assumed
to be bounded, such that for any z € R3, QJI-ZTZ < ZTJl-_lz <
b;iz¥z, where by; and b;; are unknown positive constants.

Assumption 6 ([25]): The attitude of the ith quadrotor is
confined such that ¢; € (—%, %), 0; € (—%, %), and V; €
[—m, 7]

Remark 7: The boundedness of ¢; and 6; guarantees that
T (®;) given in (3) is invertible during the operation.

III. UNIVERSAL BARRIER FUNCTION

Here we introduce the structure of universal barrier function
(UBF) [44] to address the issue of path-dependent constraint
requirements. Specifically, the following transformed error
variables are introduced

Nei = le—[ideei
T (Quni — deei) (8ei + deei)’
Qui i Qriidei:
nij HijsdLijleij (14)

(Quij — deij) (Qij + deij)
The universal barrier functions used to deal with the constraint
requirements (12) and (13) for the ith agent are then designed
as

1 1
Vei = 5773,," Vij = 57712]

Remark 8: Compared with widely used BLFs, such as log-
type BLF [45] and tan-type BLF [46], the UBF first transforms
the original state with the constraint requirement into an
unconstrained one. Next, by keeping the UBF uniformly
bounded through closed-loop analysis, the transformed error
variable will also become bounded, therefore, the constraint
requirement can be guaranteed. UBFs can also deal with
symmetric and asymmetric constraints in a unified framework.
Due to the page limit, more details can refer to our earlier work
[44].

Remark 9: The UBF approach employed in this work
differs fundamentally from CBF-based approaches in the
following three aspects: 1) Computational demands: CBF
approaches are optimization-based algorithms that demand
significant computational power, which is often unrealistic
for small UAV platforms; 2) Analytic solutions: Unlike CBF
frameworks, which do not offer analytical solutions, our
algorithm provides explicit analytical controllers; 3) Feasibility

15)
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Path-Dependent
Constraint
Requirements

!

Universal
Barrier Function

Path Parameter
Timing Law

Adaptive
» Backstepping
Controller

Quadrotors’
Dynamics

Fig. 2. High-level block diagram of the overall control framework.

concerns: Unlike UBF approaches, optimization-based algo-
rithms face feasibility problems, as feasible solutions may or
may not exist.

IV. CONTROL DESIGN AND MAIN RESULTS

First, to provide a brief overview of the proposed control
framework, we present a high-level block diagram as Figure 2.

The following lemma is needed for the controller design
and theoretical analysis to be presented.
Lemma I ([47]): For any constant ¢ > 0 and any variable

z€R, we have 0 < |z] — =& <.
- A/ 22 4€2

Detailed analysis is as follows.

A. Distance Control Design and Results

Step 1:

At this step, we consider the position kinematics of the
quadrotors. Let V| = Z,N=1 (Ve,- +> ieN; Vi j), its derivative
with respect to time leads to

N
V)= Z(neiﬁei + Z 77ijﬁij)~

(16)
i=1 jeN;
First we examine the dynamics for ne; (i = 1,---, N).
From (14), we have
. 0ei . Mei 7.
;= —58;i + E_ . pi, 17
i = ST g Eeipi 17
where
OMei _ Omei dS2mi _ Oei prdpai
3S,’ 8QdHi dS,' 3dae1 el dS,' ’
Omei  S2ani(S2qHiEei +d2%) >0
0dgei (Rqui — d&ei)z(gei + dsei)2 ’
Hence for Voj i =1,---, N) we get
. 0nei | 01ei
Vei = Nei 35 ——Si + Nei Bdgel, Ee, Di. (18)
Similarly, for V,] i=1,---,N, jeN;) we obtain
877 87711
th—nzja st‘l’r]l]a Sj
an A
L B (i — B)), (19)
0deij

5
where
omij  Onij 0Qmi; | 0nij 9SQwij
3S,’ GQHU Bs,- BQL,']' 3S,’
_ Omij Zi'dl’di ¢R.
adeij J dS,’
omij  Onij 0Qmi; | 0nij 9Qwij
8Sj GQHU 3Sj BQL,']' 8Sj
0 d
Nij Ezl Pdj eR,
0deij Y ds;
1
ELij = 7 (Pai = paj) € s?,
ij
anij Qpi; QL5 (2137 2L +de,])
Adeij — (Qmij — deij)*(Qij + deij)?
Hence, from (16), V; yields to
N
Vi = Z(n;z\ ET v+ I—Iplgws,) (20)
i=1
where
T
My 2 [nei, mij | e R,
jeN;
. 07 91i; 3%3
A, £ dia , 2—=— ) e R,
pl g(adsei 8dez/
—_——
JjeN;
E,i 2 | Eei, Egqi; | e R?3 o | e 3’7iiTeR3
pi eis dij s gst 3Si 3si .
JeN; jeN;:

Next, define the fictitious velocity tracking error as e,; =
E},vi — ap;, with the stabilizing function a); € R (i =
1,---, N) designed as

api = =N, (gsivai + KiTl i), @1)

where K; £ diag(Kei, Ki;j ) in which K¢; > 0 and K;; > 0
——
o JeNi . :
are the control gains. Besides, since A j; is a diagonal matrix
with positive diagonal entries, Ap; is invertible and A;l.l =

dlag( T

311'561
——
jeN

ap; in (21) is non-singular.
Hence, (20) yields

. ) Thus, the proposed stabilizing function

N
Vi = Z(H;iApievi — Keing — Z Kijnj; + H;,’gsiZsi)-
i=l JeN:
(22)
Step 2:

At this step, we consider the translational dynamics of the
quadrotors. Let V, = ZZNZ | %eziev,', and its time derivative
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. 1 1
Vo = Zezi [EIT,igez - ;M,’Q - m—
i

l
_dpiilv

in which we denote u;o = E;iu,- eR3 u = FiRgie; € R3,
and

E}Fi(Ri — Rae;

I ot =T
+ ;Epi)/li +E,vi (23)
1

P dap; it oap; ;
r l
P asi d(pi — pdai)
Ja i 8
+ > [—”( v —v)) + —= ,} (24)
JeN: a(pi ) 85]
where % and a;:”i are given in Appendix A (see (52)

and (53)). Moreover, E ;Ui in (23) can be expressed as

: Pd .
Eoy = 3 (v - 22 ) Z e —v), (29
]e i
where
Eei = [Q5vi, 03, 03] e RYS,
£4ij = [03, Q},-,-vi, 03] € R¥3,
where 03 = [0, 0, 0T € R3, 0 = %B=PizPi)Es o p3x3,

d2
and Qui; = d"r(’;—;”’w‘” eR¥3 i =1,... N,jeN.
For &4i; (j € N, thej (1 + Ii./)th column vector is Q;ij v; and
other columns are zero vectors, where I;; is the index of j in
the set of neighbors of agent i.

Remark 10: In (25), singularity in Q¢; and Qg;; can only
happen when de; = 0 or d;jj = 0, i,=1,---,N,j € N,.
However, in view of the performance and safety constraint
requirements (12) and (13), we have de; > &¢; > 0 and d;; >
0, hence de; = 0 and d;; = 0 will not happen if (12) and (13)
are satisfied. Therefore, singularity will not occur in (25).

Now, for the ith quadrotor (i = 1, ---, N), the control law
u; € R3 is designed as

up = Ep (E;l;iEpi)_luiOa ujo = Mmilijo, (26)

_ T T 9
i = A pi Tl p; + Epl-gez + Kyieyi + (5ei - m)vi
1 i

0 pi aOtpi
+ [(5}"_—p)(vi_vj)__vdji|
/;Ni Yo d(pi — pj) ds
T
0 i dpqi R E 'Epievi
_( asl'ﬂ + ;—ds_l)vdi + fmi —— ;ﬂ =
' ! ey E i Epievi + ¢

27)

where K,; > 0 is a control gain, & > 0 is a design constant,
m; is the estimation of the unknown constant m;, and [i,,;
is the estimation of the unknown constant p,; satisfying
(= FiRs = Raez + ]| = s

Remark 11: According to the definition of E[,, in (20),
rank(E ;) = 3 under Assumption 1. Therefore E ;Epi in (26)
is invertible.
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Next, we substitute the control design (26) back into (23),
which yields

1 mi o _ mi o _
——eyui0 = ——ey;iljo = —ey;ilio — —eyilio,  (28)
i i m;
where m; =m; —m; (i =1 , N). Hence, (22) and (23)
lead to
V] + Vz
N
< Z(H Apievi — Keingg — D Kijmy; + T, 84iZsi
i=1 jeM
_ 1
— eEiuio + egi EIT,igeZ — Ui + 6 Ep, Y1i

1
— elidp = —el B Fi(Ri = Rd,')ez). (29)
1

Note also that in (29), under Assumption 4 we have

1

1
T T TET
o E,; Fi(R; — Ra)e; + m_ieviEpiyli

1 1
< [|Epicui| H——m Fi(Ri = Rai)e: + —— V]i'
4 L

TrT ., .
ey Epi Epievi

< Eilmi + Mmi (30)

eEi E,Tu' Epievi + 81'2
Therefore, it follows from (29) that
Vi+ Vs
N
= Z[_Kei’?ezzi - 2 Kinjj -
i=1 jeN;
dpai
T T T 9Pdi
+ (Hpigsi T CuiSei Ty T
1
63,- E,f,- Epievi

Kvte i €vi

o7 8051,1 Somi o
€yi Zsi — €yilli
0s; m;

— Hmi €1V

— 2+€iuml},
eviEpiEPievi +¢;

where i = fmi — fmi @ =1,---, N).
Next, design the adaptive laws for the estimators m; and
[imi, and the path parameter timing law §; of the ith quadrotor

@i=1,---,N) as the following
i = e ilio — omitii, (32)
2 eEi E,Tu' Epieyi .
Mmi = Ryumi — 3 — OumiMmi s (33)
eviE .Ep,-ev,- + &
dpagi duo 0 i
. T.T i T pi T Dl
Si = €y; ei?“‘_ Ula__ lg“ Z €yj 95
! jeN; J
dvg; |
— Kyizsi + _lsi, (34)
dsi

where 71;(0) = 10, Ami(0) = fimio, $i(0) = si10, and

8;(0) = $i20- Bmi» Nymi > Omis Opumi» and K; are positive design
I U Y SN 1 2

constants. Let Viy = 22y gy, Vium = 252, 2o P

Ve = >N, 122 Denote Vpos = Vi + Va + Vi + Vi + Vi,
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for its time derivative we can get

N
y 2 2 T 2
Vpos < E (_Keﬂ?ei - E Kijm,- — Kyieyievi — Kyizy;

i=1 jeN;
Omi  ~2 Oumi ~2
T T g i+ Cli) (35)
Nmini numi
where Cy; = Zmm; + 4 12 4 g; . Hence
Li = 25,/ 21 pmi i iMmi - >

Vios < —k1 Vpos + 01, (36)

where K1 £ mini,j(ZKe,', 2Kij, 2Kvi: ZKSi, Omi s O';,Lmi)y 01 £
Z,N: 1 C1i. The aforementioned design procedure leads to the
following theoretical result.

Theorem 1: For the ith quadrotor (i = 1, --- , N), with the
thrust law as (26) and (27), adaptive laws (32) and (33), and
the path parameter timing law (34), the quadrotor formation
system described by (1) and (4), under Assumptions 1-6 will
have the following results:

1) The path-dependent constraint requirements (12) and

(13) will be met during formation.
2) The transformed output tracking errors ne; and n;; (i =
1,---, N, j €N;) will converge into the set

) 201
X =i, Nij ¢ x| <&y, &= ol (37

which implies that the output tracking errors de; and de;;
will converge into the following regions

{de,- imax (&, 28ei + &yp,) < dei < 28ei + Exyy },
(38)
{deij : _8LL,'j < deij < 8LHij}v (39)

where ¢, and g,,, are expressed as

ey (Quni — €ei) — Qanil
n \/[sﬂszlmifsei)fﬂda,-]?

+48%QC1H,'83,*
Exni = 2e, )
[en(QRuni — €ei) — Ranil
_\/[SU(QdHi—Sei)-‘rQaIHi]2
+462 Qi ei
ExLi =

2ey

Moreover, &,;; and &,,; can be written as

—[Quij QLij — £y (Qpuij — QLij)]

n Q62 (Qnij+Quij)?
—2e,Qu;j2Lij (Rmij —2Lij)

2ey
—[2mi;2Li; + €, (Rpi; — QLij)]

| S Qi+ Qi)
+26Q2pi; QLij (Quij —RLij)

Eupij =

E,.. =

tLij 2ey

3) The ith quadrotor’s desired speed assignment along
the path vg; (i = 1,---,N) can be satisfied, i.e.,
lim sup;_, o I8i — vdil < &.

4) The adaptive laws (32) and (33), and the path parameter
timing laws (34), are all uniformly bounded.

Proof: From (36) we have

o1

1 _
Vpos(t) < (Vpos(o) - i_l)e ar 4 )

(40)
The uniform boundedness of V}os in turn implies boundedness
of ne; and n;; i=1,---,N, j€ N;). Hence, the constraints
requirements (12) and (13) are both satisfied during the
operation.

Moreover, we have lim sup,_, o, Vpos < %11’
i—]‘ when t — oo, therefore ne; will converge to the
set (37). Similar relationship holds for #;;. Furthermore, uni-
form boundedness of Vj,os implies boundedness of the adaptive
estimates m; and f[i,;, as well as boundedness of fictitious
errors ey; (i=1,---,N).

Next, note that in the range —é&e; < deei < QaHi, Nei 18
a function in d.e;. Recall that dge; N - 2&0i, With go; >
0 being an arbitrarily small constant. Hence, the range (12)
gives the range for d,; given in (38). Besides, within the range
of (13), n;j is quadratically related to d;;. Hence, satisfying
the constraints (12) and (13) means that the distance tracking
errors de; and de;; will be confined in the ranges defined by
(38) and (39).

Furthermore, since lim sup,_, %zfi < i—:, the speed
assignment errors will satisfy |s; — vg;| < &, when t — oo.
Besides, the boundedness of vg; will lead to the boundedness
of fi.

Finally, for the ith qudrotor, boundedness of the adaptive
estimates m; and fi,;, the path parameter speed $;, and the
fictitious error e,; as well as the invertibility of ETI. Ep; can
be utilized to check that «;, u;, u;o, and u;q are all uniformly
bounded. Hence, it is clear to imply that the adaptive laws (32)
and (33), and the path parameter timing law (34), are all
uniformly bounded. u

Remark 12: In Theorem 1, using I’Hopital’s rule we can
derive that

1.2
hence 577, <

(41)

s}]iglo Exmi> Exuiv Ewmijr Cwij = 0,
fori =1,---, N, j € N;. This implies that when the modified
error variables 7e; and »;; converge into small neighborhoods
of zero, the relative distance tracking error d.;; will converge
to a region close to zero and the distance tracking error dg;
will converge to a region arbitrarily close to 2e;, with &¢; >
0 being an arbitrarily small constant.

Remark 13: To reduce the size of the set in (37), we need
to select large k1 and small o;. To make «; large, we can
select large control gains K;, K;j, and Ky;, fori =1,---, N,
j € N; and large adaptive and path timing control parameters
Omi» Oumi> and K. To make ¢ small, we can select small
¢i, and large adaptive control parameters n,; and 7 ,,;.

B. Attitude Control Design and Results

Step 3:

Next, we address the attitude kinematics of the quadrotors.
Let V3 = Zf\;l %eT@.e@i. With some algebraic analysis shown
in Appendix B (see (54)-(59)), the stabilizing function a@; €
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R3 for the ith quadrotor (i = 1,---, N) is designed as

aoi = —(Keoi + )T 'eor, (42)

where Kg; > 0 is a control gain and v; > 0 is a design
constant.

Step 4:

At this step, let V4 = ZlNzl %ez)iewi. With some algebraic
analysis shown in Appendix C (see (60)-(65)), the torque law

and adaptive laws for the ith quadrotor i = 1,---, N) are
designed as
=T= A2
ewil: T;iP4:
T=-— R L T — (43)
\/eZiewi fini:a%i + 81'2
-1
_ (T ) T
7, = (Kei + vi)( oo + wi) + Kyiewi +T; eo;
_T -
~ CwiW; Wi
+ i ; : ; (44)
e;f)i ewi + &; eL. ew,-a);ra)i + &
Pri =Npries: T — 0psibris (45)
. T ~T -~
A € .Cui;: Wi A
hji=nyji Twl _Tl_ > = ol jis (46)
,/ewiewiwi w; + ¢&;
T
X € ,iCwi (47)

Qi =nyji——2— — ouJjiflJi,
V eaT)iewi + ‘91‘2

where p;;(0) = pyio, hj(0) = hj, and 17:(0) = figio
are the initial conditions. K,; > 0 is a control gain. fi;; is
the estimator of the unknown constant pj; expressed in (65),
h ji is the estimator of the unknown constant h j; expressed in
(61), and py; is the estimator of the unknown constant p;; =
ble_. NpJis OpJis Ny ji» Opji» NuJis and o, ; are positive design
constants.

N ~ . _ NN 172
Now, let V,; = >0 12n,,1, P07 Vg = 2o lznhj,hjl
Vi =ZlN12n o u]l Denote Vo = V3+Va+ V5 +V, 5+

Vs, after some algebraw manipulation, we can arrive at

. b,.0,7i
T T 27i%Ji 2
Ve < (—K@ie@ie@i — Koiepiewi — =257,

2npyi
Onii 72 Ouli ~2
- W2 WL 4 Cy), (48)
Ny i NuJi
- b i i -
where Co; = &;(hj; + pyi + b)) + g + i+
;“M’j’l /,le + v%_@ﬁi. Hence, we can get
Vau < —k2 Vay + 02, (49)

where xp, = min; 2Ke;, 2Kwi, 0pJis 0y jis Oudi)s 02 £
Zf\/: 1 C2i. The above backstepping design for the attitude
leads to the following theorem.

The overall control algorithm can be summarized into the
block diagram in Figure 3.

Theorem 2: For the ith quadrotor (i = 1 , N), with
the torque law as (43) and (44), and adaptive laws (45),
(46), and (47), the quadrotor formation system described
by (2) and (5), under Assumptions 1-6, achieves the following
performance:

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

1) The attitude tracking error eg; (i = 1,---,N) will

converge into the sets

|202
{x=e¢i769iae"//i : |'x| <87’]’ 87’]= E]a (50)

2) The control torque laws (43) and (44), and adaptive
laws (45), (46), and (47), are all uniformly bounded.

Proof: Following (49), we can conclude that the

Lyapunov function V,y is bounded, since from (49) we can

get
@) omr 1 2
K2 K2

The uniform boundedness of Vg in turn implies boundedness
of ey;, ep;, and ey; (i = 1,---, N). Moreover, we have
lim sup,_, o Var < %, hence %ezi < Q—; when ¢t — o0,
therefore ey; will converge to the set (50). Similar relationships
hold for eg; and ey;. The boundedness of adaptive estimates
OJis h 7i» and fi;, as well as boundedness of fictitious errors
ewi, can be concluded from the fact that Vy is bounded.
This implies that the torque law (43) and (44), and adaptive
laws (45), (46), and (47), are all bounded. |

Vi) < (Vau(0) - (51

V. SIMULATION STUDIES

We conduct a simulation with a team of N = 4
quadrotors. For i = 1,2,3,4, the model parameters
of the quadrotors are m; = 4kg, g = 9.81m/s?,
Ji = diag(0.109, 0.103, 0.0625)kg~m2. Note that the
units of the position, attitude, translational and angular
velocities are m, rad, m/s, and rad/s, respectively. The
communication topology for the UAV team is selected
as N1 = {2,3}, M = (1,4}, N3 = (1,4},
Ns = {2,3}. The desired paths for vehicles are given
as pqi(s;) = [O.6cos(0.7s1) + 0.015sy, 0.65sin(0.7s1)

+ 0.015s1, —04s; — 03]", par(s2) = [0.6c0s(0.752) +
0.01552, 2.15 + 0.65in(0.7s2) + 0.01552, —0.455 — 0.6]",

paz(s3) = [2 + 0.6c0s(0.7s3), 0.6sin(0.7s3), —0.4s3 —
0.4]T, and pgs(s4) = |1.0 4+ 0.6cos(0.7s4), 1.0 +
0.65in(0.7s4), —0.4s4 — 1] with reference yaw signal

Yai = 0,1 = 1,2,3,4, and the desired speed assignment

is vy = % ‘ The constraint functions are selected

as Qui(si) = (3.0 — 0.25)e~ 1% + 0.25, Quij(si,s) =
. 4s -8 j
(1.5 = 0. 1)% + 0.1, and Qu;j(si,s;) = (0.7 —

0.2 ™™ 401§ = 1,2,3.4,j € A;. The lower
bounds for the distance tracking errors are chosen as g¢; =
0.005,i =1,2,3,4.

Next, the design parameters are chosen as ¢; = 0.1, n,,; =
1.59, Numi = 2.0, NpJi = 0.6, nyii = 0.6, npji = 0.2, Omi =
0.1, oymi = 0.1, 0py; = 0.01, 0, 5; = 0.01, 0,y; = 0.01,
and K = 50, i = 1,2,3,4. The control gains are designed
as Ke; = 0.8, K;j = 0.55, Ky =5, v; =05, Kei =2,
and K, = 4,i = 1,2,3,4, j € N;. The initial positions

of the quadrotor team are p;(0) = [0.25, O, 177, p2(0) =
[0, 2, 1.5]7, p3(0) =[2, 0, 1.2]", and p4(0) = [2, 2, 1.0]".
The initial attitudes of quadrotors are ®;(0) = [0, O, 0.1]7,

i =1, 2,3,4. The initial conditions of translational and angu-
lar velocities of every agent are zero. The external disturbances
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Fig. 3. Block diagram of the overall control algorithm.
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Fig. 4. The profile of distance tracking errors de; under the proposed  Fig. 5. The profile of relative inter-quadrotor distance tracking errors de;j

controller (M) and trajectory-tracking formation controller (M>) [48] with

gei > 0 and path-dependent constraint functions 2;yy; .

are y|; = [0.11 sin(0.27), 0.06 cos(0.15¢), 0.03 cos(0.12¢) T
and y»; = [0.03sin(0.25¢), 0.04sin(0.2¢), 0.06cos(0.31)] ,

where i =1, 2, 3, 4.

under the proposed controller (M) and the trajectory-tracking formation

controller (M3) [48] with constraint functions Qp;; and ;.

In order to show the effectiveness of our proposed con-
trol framework, we conduct a comparative study with a
trajectory-tracking formation controller [48] which does not

account for path-dependent constraint requirements. In [48],
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Fig. 6. Trajectories of the quadrotors in 3D space.
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Fig. 7. The profile of quadrotors’ attitude ¢;, 6;, and ;.

control gains and design parameters are K, = 0.8, K, =5,
K, =50, and K; = 16. The model parameters of quadrotors
are selected the same as in our simulation. Moreover, both
controllers operate with identical external disturbances and
initial states for the UAV team. The simulation results are
presented in Figures 4-10. Distance tracking errors de; under
the proposed path-dependent constrained formation controller
(M) and trajectory-tracking formation controller (M) [48]
are shown in Figure 4. On the one hand, the performance
constraint requirements for all agents under the trajectory-
tracking formation controller (M) [48] are violated when ¢ >
3. On the other hand, under the proposed controller (M), d;
can converge to small regions close to 2g.; without violating
performance constraint requirements, which is not the case
with the trajectory-tracking formation controller (M>). Next,
Figure 5 gives the profile of inter-quadrotor distance tracking
errors dejj under the proposed path-dependent constrained
formation controller (M;) and trajectory-tracking formation
controller (M) [48]. On the one hand, we can observe that
safety constraints are never violated during the formation
operation when applying the proposed controller (M). On the
other hand, under the trajectory-tracking formation controller
(M>) [48], the higher safety constraint requirements 224 and
Qu34 for the relative distance tracking errors deoq and de34 are
violated when ¢ > 3.

The 3D trajectories of the four quadrotors are depicted
in Figure 6. The effectiveness of our proposed formation
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Fig. 10. Path speed errors zg; profile.

algorithm is evident in the precise path following of quadrotors
over time. The profile of quadrotor attitudes, ¢;, 6;, and ¥;
presented in Figure 7 shows the stabilization of the attitudes
despite the lack of model parameters and influence of the
external disturbance y»;.

Moreover, the thrust F; and torques ty;, Tg;, and Ty;
are plotted in Figures 8 and 9, respectively. The thrust F;
can converge to a region close to the gravitational force
of the quadrotor with system uncertainties and unknown
time-varying external disturbances. The torques can accom-
modate the disturbance y»; despite the lack of accurate model
parameters. Finally, the path speed errors z5; are exhibited in
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Figure 10, which shows the path speed errors can converge
to neighborhoods of the origin. To summarize, the afore-
mentioned simulation results align with the theoretic analysis
discussed in Theorems 1 and 2.

VI. CONCLUSION

For the first time in the formation control literature, we
propose a new formulation of path-dependent constraints
during UAV formation operation. Specifically, we develop a
path-dependent constrained formation control framework to
address path-dependent performance and safety constraints.
Universal barrier functions are incorporated into the controller
design and analysis, to ensure that the constraint require-
ments on the distance tracking errors and relative distance
tracking errors are both satisfied during the operation. Under
the proposed constrained formation architecture, the distance
tracking errors and relative inter-quadrotor distance errors can
exponentially converge to small regions near the equilibrium,
meanwhile all constraint requirements can be guaranteed.
In the future, research directions include path-dependent
constrained formation control problems for UAVs with col-
laborate objectives, such as load lifting and transporting with
path-dependent system uncertainties.

APPENDIX A
STEP 2 OF BACKSTEPPING DESIGN
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APPENDIX B
STEP 3 OF BACKSTEPPING DESIGN

First, we need to extract the reference attitude from the
position control design. Recall that u; = F; Rgje;, we have

Cy; SOai cWai + spa; sPdi
ChdisOdiSVdi — SPdiC¥di |,
Chg; COd;

I/[l' = F‘l (54)

in which we recall that F; is the thrust of the ith quadrotor.
Here, for any designated reference yaw signal 14; satisfying
Assumption 1, we define ([25])

Fi = lu;ll, (55)
b = arcsin(uilslﬁdi‘l;r'tizm//di)’ (56)
l
O4i = arctan(u“mpdi + uiosyai ) 57

ui3

where u; = [u;1, ujz, ui3]* € R3, with ¢gi and 6y; satisfying
Assumption 2.
Let V3 = ZlNz , %eT@ie@i, which has the following time

derivative

N N
Vs=> ehicoi = e (Tiew, + Tizoi — Oai),  (58)
i=1 i=1
where we define e¢,; = w; —ag; ( = 1,---,N), with

the stabilizing function ag; € R3 designed in (42). Taking
derivative of ¢g; in (56) and 64; in (57) with respect to time
yields

: Lot ; 0 . 0 . 0ddi
Gai = ouj1 i ou;s 2 ou;i3 s 3%1 vai,
. 004; . 004; . 004; P 39dz
Q4 = . . ,
di iy uj1 + s ujz + 8”13 awdz I/fdl
where u;, u;j2, u;3, ¥4, and x'bdi are all bounded according to
Theorem 1 and Assumption 2, such that terms gfd;, gfdé gfc‘;

O¢ai 00 00y 964 96q;
Ty i’ Fuiz® dwis’ and are all bounded. The result of

1fferent1atlng u; in (26) w1tﬁ respect to time can be combmed
with Theorem 1 to conclude the boundedness of i;1, u;2, and
;3. Therefore, @di is bounded, which satisfies H@di H < Ogi,
where @g; is an unknown positive constant. Note that for any
v; > 0,

T o, < 11 @y 1(:)2 ) 12
€piOdi < lleeill Od < —OF + v; |leq;l|
Vi

Therefore, from (58) we can get

1
Vs < Z( Koiehieoi + e Tiewi + ;%)- (59)
1
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Taking derivative of V4 = vazl %eziewi with respect to

time yields
N

Vi= D er.(J7'SUiwpw; + I '
i=1

— i + J; ),
(60)

where, from (42), we can get

: Az h ny
api = —(Kei +vi) —q @ tw —T; O ).
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Ji=[hio e B Jain Jsic Jsi] (62)
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and
~ 2 2 2 T
w; = I:wxi, WyiWyi,  WxiWzi, @y, WyiWz, CUZ,':I (63)

Hence V,4 can be rewritten as
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N
Va= Zegi[JiIS(Jiwi)wi + J,-flfi + Jfl)/Zi
i=1

AT .
+ (Kei +v;) —q @ +ow; =T 0g)|, (61

where Tl._lé)di is bounded since (-:)d,- and ’ Ti_IH are both

bounded. Note that we can further parameterize the term
-1 -1 7 - 7
ez)iJl._ S(J;w;i)w; as ezill. S(Jiw)w; = e;r)l.],-a),', where .]i
and w; for the ith quadrotor (i = 1,---, N) are defined in
(62) and (63), as shown at the top of the page. Here J; is
an unknotvn constant matri)f, and there e)fists an unknown
constant A j; satisfying w]rjiwz < llwill hj; |lwz]| for any
w; € R? and wy € RO,
Therefore, we have

T ;-1 s
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Besides,
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where py; is an  unknown  constant  satisfying
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