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A B S T R A C T

The N2O + O reaction plays a critical role in NOx formation at high pressures and low peak temperatures,
in the ‘‘dark zone’’ region of deflagration waves of organic energetic materials, and in N2O consumption
in NH3 combustion. While the rate constant for N2O + O = NO + NO (R3) is considered reasonably well
established, viewpoints regarding the rate constants for N2O + O = N2 + O2 (R2)—and even the main products
of the N2O + O reaction—have not reached a consensus, with studies from the past few years continuing
to reach drastically different conclusions. To date, no single model has been presented that can reproduce
all key datasets on both sides of the debate. Using the MultiScale Informatics (MSI) approach, we identified
a model consistent with a vast catalog of theoretical and experimental data previously used to determine
rate constants for R2, R3, and other key reactions influencing experimental interpretations. Notably, this MSI
model (presented herein) reproduces all experimental datasets previously used to anchor low-activation-energy
𝑘2 expressions that greatly favor R2 at intermediate temperatures. However, its kinetic parameters are also
consistent with theoretical calculations that instead show high activation energy for R2 and 𝑘2 values many
orders of magnitude lower—such that R3 is the main channel at essentially all temperatures. This model is also
consistent with our new experimental data (presented in our companion paper) at optimally selected conditions
that avoid the interpretation ambiguities that have hindered definitive conclusions from previous experimental
data. The present analysis elucidates the role of secondary reactions that would have artificially inflated the
apparent 𝑘2/𝑘3 ratio previously deduced from experiments in a manner that may not have been detectable from
even multi-species measurements at typical conditions—and may, therefore, explain the persistent historical
difficulties in establishing the main products of N2O + O.

Novelty and significance statement
Despite decades of research, viewpoints regarding the rate constants for N2O + O = N2 + O2 (R2)—and

even the main products of the N2O + O reaction—have not reached a consensus, with studies from the past
few years still reaching drastically different conclusions. To date, no single model has been presented that
can reproduce all key datasets on both sides of the debate. Here, we present a single model consistent with
a vast catalog of theoretical and experimental data, including all experimental datasets previously used to
anchor low-activation-energy expressions for 𝑘2 that greatly favor R2 as the main channel at intermediate
temperatures—but with kinetic parameters consistent with theoretical calculations that instead show high
activation energy for R2 and N2O + O = NO + NO (R3) as the main channel at essentially all temperatures.
1. Introduction

Together with

N2O (+M) ⇌ N2 + O (+M) (R1)
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the reaction of N2O with O
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N2O + O ⇌ NO + NO (R3)

lays a key role in NOx formation at high pressures and low peak
emperatures [1–3], in the ‘‘dark zone’’ region of deflagration waves
f organic energetic materials [4,5], and in N2O consumption in NH3
ombustion [6]. Species measurements during N2O decomposition ex-
eriments have often been used as a way to infer the rate parameters
or (R1)–(R3) from simpler chemical systems than those of combustion.
The rate constant for (R1), which is the initiating reaction and main

ate-limiting step in N2O decomposition, is relatively well established
or common bath gases at 1 atm (with remaining uncertainties due to
rossing seam anharmonicity [7], tunneling [8], third-body efficien-
ies [6,9,10], and mixture rules [11–13]). Likewise, the rate constant
or (R3), for which the rate constant for the reverse reaction can also be
etermined from experiments with NO as the reactant, is also relatively
ell established [6,14] and experimental determinations agree with ab

initio theoretical kinetics calculations [15,16].
However, despite decades of research, viewpoints regarding the

rate constants for (R2)—and even the main products of the N2O + O
eaction—have not reached a consensus, with studies from the past few
ears continuing to reach drastically different conclusions [6,16,17]. To
ake matters worse, contradictory conclusions have been reached for
very class of study, with some theoretical studies [15], experimental
tudies [18], and review studies [6] each reaching entirely differ-
nt conclusions from others [14,16,17], as described in the following
aragraphs.
The earliest studies (e.g., [18]), which relied on indirect inferences

rom experimental data, led to the first long-prevailing notion summa-
ized in several review studies that 𝑘2 ≈ 𝑘3 (i.e., 𝑘2 / 𝑘3 ≈ 1) for all
temperatures with an activation energy of ∼28 kcal/mol [19–22].

This view largely prevailed until the landmark experimental study
in 1992 by Davidson et al. [23], who used their measured O2 and
NO time profiles in shock-heated N2O/Ar mixtures to infer 𝑘2 and 𝑘3,
respectively, using a detailed kinetic mechanism. While their 𝑘3 deter-
minations agreed with previous and later work, their 𝑘2 determinations
indicated a much lower pre-exponential factor and activation energy
(∼10.8 kcal/mol) than previously thought [19,20].

This newer view [23] was strengthened by the equally influen-
tial review in 2000 by Meagher and Anderson [14], who critically
evaluated dozens of previous studies using detailed kinetic modeling.
Their analysis led them to discard essentially all previous data for
𝑘2 due to experimental and/or interpretive artifacts (low-purity gases,
H2O contamination, surface reactions, boundary layer effects, thermal
equilibrium issues, etc.) except for those from two studies: (1) Davidson
et al. [23] (discussed above) and (2) Fontijn et al. [24] (the experi-
mental companion study to [14]). Fontijn et al. used their measured O
time profiles in flash-photolyzed N2O/precursor/Ar mixtures to derive
𝑘2 + 𝑘3 at intermediate temperatures. Given that their derived 𝑘2 +
𝑘3 values were much greater than previously established values for 𝑘3,
𝑘2 + 𝑘3 was primarily attributed to 𝑘2—suggesting much higher 𝑘2
and 𝑘2/𝑘3 (favoring N2 + O2) at intermediate temperatures than the
earliest studies [20] but agreeing with the low pre-exponential factor
and activation energy suggested by Davidson et al. [23]. These two
studies [23,24] formed the sole basis for the 𝑘2 recommendation in
Meagher and Anderson [14].

A year later, González et al. [15] calculated rate constants for both
(R2) and (R3) via the triplet surface using ab initio transition state
heory. While their calculations agreed with previous data for (R3),
hey showed a very high barrier for (R2) (∼40 kcal/mol)—yielding
uch lower 𝑘2 and implying NO + NO as the dominant products at
ost temperatures. Interestingly, there were contemporary experimen-
al studies providing support for the lower ranges of 𝑘2. Using measured
time profiles measurements in shock-heated N2O/Ar mixtures, Ross
t al. [25] inferred an upper limit for 𝑘2 + 𝑘3 similar to (though
isconcertingly somewhat lower than) previously established values
f 𝑘3—implying an upper limit for 𝑘2 inconsistent with the higher
2

roposed ranges [14,23]. r
In spite of these two studies [15,25], kinetic models [26–33] (with
ew exceptions [22,34]) have generally adopted rate constants [14,23]
ith low pre-exponential factor and low activation energy. That is, the
odern prevailing view is that N2 + O2 are the main products of N2O
O at intermediate temperatures.
In fact, the recent experimental and theoretical studies by Pham,

in, and co-workers [16,17] (in 2020 and 2022) appear to provide
urther support for very high 𝑘2. Their inferred values of 𝑘2 from
heir measured NO time profiles in N2O/Ar mixtures and theoretically
alculated values of 𝑘2 via intersystem crossing (ISC) are even a factor
f ∼5 higher at 1000 K than the recommendation of Meagher and
nderson [14].
Just a few months ago, however, Glarborg et al. [6] presented the
ost recent critical evaluation of previous studies using detailed kinetic
odeling. They showed (consistent with the present work) that the
easured NO time profiles from Pham et al. [17] can be equally well
eproduced using the very low 𝑘2 indicated by the earlier theoretical
alculations on the triplet surface of González et al. [15]. They also
oint out that the reported geometry [16] of the ISC point, which is
entral to the ISC calculations of Pham and Lin [16], does not actually
atisfy the requirement that the singlet and triplet energies at the ISC
oint have to be equal. Calculations using CCSD/aug-cc-pVTZ theory
as used in [16]) of the triplet and singlet energies at the ISC geometry
re 11 and 33 kcal/mol, respectively—indicating an error in the ISC
alculations [6].
Glarborg et al. [6] advocated that 𝑘2 ≈ 0, for which the pri-
ary support appears to come from their interpretations of Zuev and
tarikovskii [35], which Meagher and Anderson [14] discarded due
o experimental artifacts (boundary layer growth and heat release),
aufman et al. [18], which Meagher and Anderson [14] discarded due
o experimental artifacts (surface reactions and thermal equilibrium
ssues), and Ross et al. [25], for which their modeling [6] employed
n unexplained adjustment in 𝑘1 by a factor of two. Notably, Glarborg
t al. [6] do not show comparisons of their model against the data
rom Fontijn et al. [24] and their model does not reproduce the data
f Davidson et al. [23]—i.e., the two datasets on which Meagher and
nderson [14] anchor their recommendations.
In other words, the two most comprehensive and recent reviews

f the title reaction [6,14] reach opposite conclusions on the basis of
ntirely different sets of data. All told, with such frustratingly oppo-
ite viewpoints among theoretical [15,16], experimental [17,18], and
eview [6,14] studies, it is clearly difficult to come to any satisfying
onclusion regarding the value of 𝑘2 and even whether N2 + O2 or NO
NO are the main reaction products at intermediate temperatures.
At the heart of the issue is the fact that any individual rate constants

erived using an assumed kinetic model—even for a deceivingly simple
echanism—will depend on the parameters assumed for the other
eactions. This complication was noted by Allen et al. [36], who found
hat even their simultaneous measurements of four species (N2O, O2,
O, and NO2) could be reproduced equally well with models using
rastically different 𝑘2 [20,23] with only 30% differences in 𝑘1 (which
s well below estimated uncertainties in 𝑘1). Yet, no previous analysis
f experimental data for 𝑘2 and 𝑘3, including all reviews before [19–
1] and after [6,14,29] the study of Allen et al. [36], simultaneously
onsidered species measurements used to constrain 𝑘1.
A further confounding factor is the role of the secondary reac-

ions [6,14,36]

O + O (+M) ⇌ NO2 (+M) (R4)

O2 + O ⇌ NO + O2 (R5)

hich, as we describe herein, would lead to artificially high 𝑘2/𝑘3 if
ata are interpreted in their absence or, interestingly, if larger values
f 𝑘2 are used when assessing their impact.
All of this implies that reanalysis of previous experimental data
equires simultaneous consideration of datasets used to inform multiple
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Table 1
List of parameters used in the optimizationa.
Reaction Kinetic parameters Source
(R1) N2O (+M) = N2 + O (+M) 𝐴′

R1 𝑛R1 𝐸𝑎,R1 [22]

(R2) N2O + O = N2 + O2 𝐸𝐵1,R2 𝜈′𝐵1,R2 𝜈′𝑖𝑚𝑎𝑔 𝐵1,R2 [15]
𝐸𝐵2,R2 𝜈′𝐵2,R2 𝜈′𝑖𝑚𝑎𝑔 𝐵2,R2

(R3) N2O + O = NO + NO 𝐸𝐵1,R3 𝜈′𝐵1,R3 𝜈′𝑖𝑚𝑎𝑔 𝐵1,R3
𝐸𝐵2,R3 𝜈′𝐵2,R3 𝜈′𝑖𝑚𝑎𝑔 𝐵2,R3

(R4) NO + O (+M) = NO2 (+M) 𝐴′
R4 𝑛R4 𝐸𝑎,R4 [22]

(R5) NO2 + O = NO + O2 𝐴′
R5 𝐸𝑎,R5 [41]

Macroscopic observables Physical model parameters Source
e = 1, 2 Flow reactor: N2O/H2O/N2 𝑇 ′

𝑒 𝑃 ′
𝑒 𝛥𝑡𝑒 𝑋′

N2O, 𝑡=0, 𝑒
𝑋′

H2O, 𝑡=0, 𝑒
𝑋′

N2 , 𝑡=0, 𝑒
[36]

e = 3...90 Jet-Stirred reactor: N2O/NO/NO2/He 𝑇 ′
𝑒 𝑃 ′

𝑒 𝜏′𝑒 𝑋′
N2O, 𝑖𝑛, 𝑒

𝑋′
NO, 𝑖𝑛, 𝑒 𝑋′

NO2 , 𝑖𝑛, 𝑒
𝑋′

He, 𝑖𝑛, 𝑒 [37]
e = 91, 92 Shock tube: N2O/Ar 𝑇 ′

𝑒 𝑃 ′
𝑒 𝛥𝑡𝑒 𝑋′

N2O, 𝑡=0, 𝑒
𝑋′

Ar, 𝑡=0, 𝑒 [23]
e = 93, 94 Flow reactor: N2O/H2O/Ar 𝑇 ′

𝑒 𝑃 ′
𝑒 𝜏′𝑒 𝑋′

N2O, 𝑖𝑛, 𝑒
𝑋′

H2O, 𝑖𝑛, 𝑒
𝑋′

Ar, 𝑖𝑛, 𝑒 [42]
e = 95 Flow reactor: N2O/Ar 𝑇 ′

𝑒 𝑃 ′
𝑒 𝛥𝑡𝑒 𝑋′

N2O, 𝑡=0, 𝑒
𝑋′

Ar, 𝑡=0, 𝑒 [43]

e = 96 Flow reactor: N2O/H2O/Ar 𝑇 ′
𝑒 𝑃 ′

𝑒 𝜏′𝑒 𝑋′
N2O, 𝑖𝑛, 𝑒

𝑋′
H2O, 𝑖𝑛, 𝑒

𝑋′
Ar, 𝑖𝑛, 𝑒 [44]

e = 97 Flow reactor: N2O/H2O/He 𝑇 ′
𝑒 𝑃 ′

𝑒 𝜏′𝑒 𝑋′
N2O, 𝑖𝑛, 𝑒

𝑋′
H2O, 𝑖𝑛, 𝑒

𝑋′
He, 𝑖𝑛, 𝑒

e = 98 Flow reactor: N2O/H2O/N2 𝑇 ′
𝑒 𝑃 ′

𝑒 𝜏′𝑒 𝑋′
N2O, 𝑖𝑛, 𝑒

𝑋′
H2O, 𝑖𝑛, 𝑒

𝑋′
N2 , 𝑖𝑛, 𝑒

e = 99...113 Shock tube: N2O/Ar 𝑇 ′
𝑒 𝑃 ′

𝑒 𝛥𝑡𝑒 𝑋′
N2O, 𝑡=0, 𝑒

𝑋′
Ar, 𝑡=0, 𝑒 [45]

e = 114, 115 Static reactor: N2O/Ar 𝑇 ′
𝑒 𝑃 ′

𝑒 𝑋′
N2O, 𝑡=0, 𝑒

𝑋′
Ar, 𝑡=0, 𝑒 [17]

e = 116...118 Shock tube: N2O/Ar 𝑇 ′
𝑒 𝑃 ′

𝑒 𝛥𝑡𝑒 𝑋′
N2O, 𝑡=0, 𝑒

𝑋′
Ar, 𝑡=0, 𝑒 𝜎̂′

O [25]

a Note that ′ indicates the natural logarithm of the quantity relative to the (nominal) value in the a priori model.
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reactions, including not only (R2) and/or (R3) but also (R1) and others
such as (R4) and (R5). Furthermore, any definitive conclusions regard-
ing 𝑘2 would also require new intermediate-temperature experiments
that can constrain 𝑘2 more effectively than previous experiments.

The present paper and our companion paper address these two
needs. Our companion paper [37] presents new experiments at opti-
mally selected conditions that avoid the interpretation ambiguities that
have hindered previous conclusions based solely on experimental data.
This paper presents a comprehensive analysis of previous data for all
five important reactions ((R1)–(R5)) using our MultiScale Informatics
(MSI) approach [38–40], which has previously enabled identification
of consistent (and reliable [38]) explanations of apparently inconsistent
data. This analysis focuses on the theoretical calculations of González
et al. [15] based on the issues with the calculations of Pham and
Lin [16] raised by Glarborg et al. [6] and based on our own experi-
ments [37], which convincingly rule out such high values of 𝑘2. We
show that the resulting MSI model—notably with a high activation
energy consistent with [15]—is broadly consistent with both theoret-
ical data and experimental data across a broad array of experimental
conditions, including measurements used to constrain 𝑘1 across wide
ranges of temperature, our new intermediate-temperature measure-
ments [37], and, importantly, measurements from Davidson et al. [23],
Fontijn et al. [24], and Pham et al. [17] that previously anchored the
low-activation-energy 𝑘2 expressions [14,16,23].

2. Approach

In short, the MSI approach [38] identifies optimized values and
quantified uncertainties for a set of molecular parameters (within the-
oretical kinetics calculations), rate parameters, and physical model pa-
rameters (within simulations of experimental observables) informed by
data from various sources and scales. Theoretical kinetics calculations
(e.g., TST, RRKM-ME) relate active molecular parameters (e.g., bar-
rier heights) to rate constants for phenomenological reactions. Kinetic
models, consisting of these rate constants for some reactions and any
active rate parameters for other reactions (e.g., pre-exponential fac-
tors or activation energies) are then combined with physical models
(e.g., adiabatic, constant-volume reactors) and active physical model
parameters (e.g., initial temperatures) for each experiment to predict
macroscopic observables measured experimentally. These multiscale,
3

physics-based models enable predictions, 𝑓𝑖(𝒙), for a given set of active
parameters, 𝒙, of properties spanning molecular to macroscopic scales.

Inverse uncertainty quantification (UQ) [46] is then accomplished
via a surrogate-model-based minimization of the uncertainty-weighted
least-squares error between model predictions of the 𝑖th target, 𝑓𝑖(𝒙),
and the target datum, 𝑦t𝑖 ,

𝐸(𝒙) =
∑

(

𝑦t𝑖 − 𝑓𝑖(𝒙)
𝑧𝑖

)2

(1)

where the weighting factor, 𝑧𝑖, is equal to the uncertainty of the 𝑖th
target datum, 𝜎𝑖, divided by an additional weighting factor, 𝑤𝑖 = 𝑛−0.5,
here 𝑛 is the number of data points in the dataset from a particular
tudy. Assuming multivariate normal prior and posterior distributions
nd local linearity near the optimized values (similar to other inverse
Q studies of comparable size [46–48]), the joint probability distribu-
ion function of the MSI model (i.e., the posterior) is then described
y the optimized set of active parameters, 𝒙∗, and covariance matrix,
. Uncertainties here are intended to correspond to two standard
eviations.
In the results shown below, the a priori model consists of all pa-

ameters at their nominal values with uncertainties constrained only
y ab initio calculated values for molecular parameters, reported ex-
erimental conditions for physical model parameters, and other pri-
rs; the (optimized) MSI model consists of all optimized parameters
ith uncertainties additionally constrained by rate constant deter-
inations and/or measured macroscopic observables; and prediction
ncertainties were propagated using the covariance matrix.

. Implementation

The MSI analysis focused on the five reactions (cf. Table 1) relevant
o interpreting the raw data from the key experiments. The a priori
odel used rate constants from the theoretical calculations of González
t al. [15] for (R2) and (R3); recently proposed rate constants for
(R5) [41]; rate constants for (R1) and (R4) from Glarborg et al. [22]
(with third-body efficiencies readjusted to match the original data on
which the efficiencies in [22] were based, shown in Fig. 2 and S2–S4,
yielding values of 𝜀H2O = 15.0, 𝜀He = 2.7, 𝜀N2

= 2.1, and 𝜀O2
= 2.2

for (R1)); and rate constants for the H/N/O reactions of secondary
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Table 2
List of targets used in the optimizationa,b.
I. Ab Initio calculations Source

𝐸𝐵1,R2(5 kcal mol−1) 𝜈′𝐵1,R2(0.22) 𝜈′𝑖𝑚𝑎𝑔 𝐵1,R2(0.26) [15]
𝐸𝐵2,R2(5 kcal mol−1) 𝜈′𝐵2,R2(0.22) 𝜈′𝑖𝑚𝑎𝑔 𝐵2,R2(0.26)

𝐸𝐵1,R3(5 kcal mol−1) 𝜈′𝐵1,R3(0.22) 𝜈′𝑖𝑚𝑎𝑔 𝐵1,R3(0.26)
𝐸𝐵2,R3(5 kcal mol−1) 𝜈′𝐵2,R3(0.22) 𝜈′𝑖𝑚𝑎𝑔 𝐵2,R3(0.26)

II. Rate constant measurements Source
𝑘4(0.69 − 1.61) [49,50]
III. Global experiments IV. Experimental conditions Source

e = 1, 2 𝑋′
N2O, 𝑡, 𝑒

(0.1) 𝑋′
NO, 𝑡, 𝑒(0.07 − 0.2) 𝑇 ′

𝑒 (0.003) 𝑃 ′
𝑒 (0.02) 𝛥𝑡𝑒(0.4 s) [36]

𝑋′
NO2 , 𝑡, 𝑒

(0.1 − 0.2) 𝑋′
N2O, 𝑡=0, 𝑒

(0.03) 𝑋′
H2O, 𝑡=0, 𝑒

(0.1) 𝑋′
N2 , 𝑡=0, 𝑒

(0.03)
𝑋′

O2 , 𝑡, 𝑒
(0.09 − 0.3)

e = 3...90 𝑋′
N2O, 𝑜𝑢𝑡, 𝑒

(0.1) 𝑋′
NO, 𝑜𝑢𝑡, 𝑒(0.05 − 0.09) 𝑇 ′

𝑒 (0.01) 𝑃 ′
𝑒 (0.01) 𝜏′𝑒(0.05) [37]

𝑋′
NO2 , 𝑜𝑢𝑡, 𝑒

(0.09 − 5000) 𝑋′
N2O, 𝑖𝑛, 𝑒

(0.008 − 0.06) 𝑋′
NO, 𝑖𝑛, 𝑒(0.02 − 0.05)

𝑋′
O2 , 𝑜𝑢𝑡, 𝑒

(0.05 − 0.09) 𝑋′
NO2 , 𝑖𝑛, 𝑒

(0.02 − 0.1) 𝑋′
He, 𝑖𝑛, 𝑒(0.0008 − 0.02)

𝑋′
N2 , 𝑜𝑢𝑡, 𝑒

(0.05 − 0.09)

e = 91, 92 𝑋′
O2 , 𝑡, 𝑒

(0.05) 𝑋′
NO, 𝑡, 𝑒(0.05) 𝑇 ′

𝑒 (0.02) 𝑃 ′
𝑒 (0.02) 𝛥𝑡𝑒(10 𝜇s) [23]

𝑋′
N2O, 𝑡=0, 𝑒

(0.01) 𝑋′
Ar, 𝑡=0, 𝑒(0.01)

e = 93, 94 𝑋′
N2O, 𝑜𝑢𝑡, 𝑒

(0.07 − 0.2) 𝑇 ′
𝑒 (0.01) 𝑃 ′

𝑒 (0.02) 𝜏′𝑒(0.05) [42]
𝑋′

N2O, 𝑖𝑛, 𝑒
(0.02) 𝑋′

H2O, 𝑖𝑛, 𝑒
(0.1) 𝑋′

Ar, 𝑖𝑛, 𝑒(0.02)

e = 95 𝑋′
N2O, 𝑡, 𝑒

(0.05) 𝑋′
NO, 𝑡, 𝑒(0.1) 𝑇 ′

𝑒 (0.01) 𝑃 ′
𝑒 (0.02) 𝛥𝑡𝑒(10 s) [43]

𝑋′
N2 , 𝑡, 𝑒

(0.05 − 0.06) 𝑋′
N2O, 𝑡=0, 𝑒

(0.05) 𝑋′
Ar, 𝑡=0, 𝑒(0.05)

e = 96 𝑋′
N2O, 𝑜𝑢𝑡, 𝑒

(0.08 − 0.1) 𝑇 ′
𝑒 (0.01) 𝑃 ′

𝑒 (0.02) 𝜏′𝑒(0.05) [44]
𝑋′

N2O, 𝑖𝑛, 𝑒
(0.02) 𝑋′

H2O, 𝑖𝑛, 𝑒
(0.3) 𝑋′

Ar, 𝑖𝑛, 𝑒(0.0001)

e = 97 𝑋′
N2O, 𝑜𝑢𝑡, 𝑒

(0.08 − 0.5) 𝑇 ′
𝑒 (0.01) 𝑃 ′

𝑒 (0.02) 𝜏′𝑒(0.05)
𝑋′

N2O, 𝑖𝑛, 𝑒
(0.02) 𝑋′

H2O, 𝑖𝑛, 𝑒
(0.3) 𝑋′

He, 𝑖𝑛, 𝑒(0.0001)

e = 98 𝑋′
N2O, 𝑜𝑢𝑡, 𝑒

(0.07 − 0.2) 𝑇 ′
𝑒 (0.01) 𝑃 ′

𝑒 (0.02) 𝜏′𝑒(0.05)
𝑋′

N2O, 𝑖𝑛, 𝑒
(0.02) 𝑋′

H2O, 𝑖𝑛, 𝑒
(0.3) 𝑋′

N2 , 𝑖𝑛, 𝑒
(0.0001)

e = 99...113 𝑋′
N2O, 𝑡, 𝑒

(0.06 − 4) 𝑇 ′
𝑒 (0.02) 𝑃 ′

𝑒 (0.04) 𝛥𝑡𝑒(10 𝜇s) [45]
𝑋′

N2O, 𝑡=0, 𝑒
(0.1) 𝑋′

Ar, 𝑡=0, 𝑒(0.1)

e = 114, 115 𝑋′
N2O, 𝑡, 𝑒

(0.07 − 0.2) 𝑋′
NO, 𝑡, 𝑒(0.1) 𝑇 ′

𝑒 (0.01) 𝑃 ′
𝑒 (0.02) [17]

𝑋′
N2O, 𝑡=0, 𝑒

(0.02) 𝑋′
Ar, 𝑡=0, 𝑒(0.02)

e = 116...118 𝑎𝑏𝑠′O, 𝑡, 𝑒(0.08 − 2) 𝑇 ′
𝑒 (0.02) 𝑃 ′

𝑒 (0.02) 𝛥𝑡𝑒(10 𝜇s) [25]
𝑋′

N2O, 𝑡=0, 𝑒
(0.03) 𝑋′

Ar, 𝑡=0, 𝑒(0.03) 𝜎̂′
O(0.5)

a Note that ′ indicates the natural logarithm of the quantity relative to the (nominal) value in the a priori model.
b Uncertainties listed in () are intended to reflect two standard deviations.
importance (not listed in Table 1) from [22] (with a correction to the
third-body efficiency of Ar in O + O + M = O2 + M from 0 to 1, an issue
which may have stemmed from inadvertent omission of a dedicated
Arrhenius expression for an Ar bath).

Active kinetic parameters were then assigned to represent the un-
certainties in the kinetic model (cf. Table 1). The theoretical kinetics
calculations of González et al. [15] were used for the active kinetic
treatment of (R2) and (R3). Active parameters were assigned to the
barrier height (𝐸), scaling factor for all harmonic frequencies (𝜈), and
scaling factor for the imaginary frequency (𝜈𝑖𝑚𝑎𝑔) of each of the two
transition states involved in (R2) and (R3) with uncertainties (cf. Ta-
ble 2) commensurate with the difficulties of CASPT2//CASSCF(18,14)
calculations in describing reactions with such large barrier heights.

For (R1), whose rate constant is sufficiently constrained by macro-
scopic observables across the full range of relevant temperatures here,
modified Arrhenius parameters were considered as active parameters
(without prior constraints). For (R5), Arrhenius parameters were con-
sidered as active parameters with a prior uncertainty of a factor of 10
for the pre-exponential factor and a prior uncertainty of 4 kcal/mol for
the activation energy (to represent the uncertainties in the theoretical
calculations from Li et al. [41], for which insufficient information
was provided in their paper to employ the full theoretical treatment
4

within MSI). For (R4), similar to (R1), modified Arrhenius parameters
were considered as active parameters without prior constraints, though
rate constant determinations [49,50] were included as targets with
conservative uncertainties of a factor of two. (While it would be better
to include the raw data [49,50] as macroscopic observables to enable
their reinterpretation [38], the raw data used to infer 𝑘4 in those
studies [49,50] are not available.) To assess the influence of secondary
reactions (i.e., those not listed in Table 1), MSI analysis was performed
with and without pre-exponential factors for all other reactions with
prior uncertainties from the compilation of Cornell et al. [51], which
yielded negligible differences in the results.

Measurements from a wide array of experimental studies used to
determine rate constants for (R1)–(R3) were then added as macroscopic
observable targets to enable MSI to reinterpret all the data simultane-
ously. These macroscopic observables included measurements of N2O,
NO, NO2, O2, N2, and O across a wide array of experimental devices
(shock tubes, flow reactors, static reactors, and jet-stirred reactors) and
temperatures from ∼1000 to 2500 K. Measurements with strong signal
interference (e.g., absorption by another species) or low signal-to-noise
ratio were unweighted in the optimization. The O-atom fluorescence
time profiles from Fontijn et al. [24] were not included as target data
due to the overwhelming impact of molecular diffusion (but MSI model

predictions, shown below, are consistent with the data). In the plots
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Fig. 1. Time profiles (a–d) and corresponding uncertainty-weighted sensitivity coefficients (e–h) for mole fractions of (a,e) N2O, (b,f) O2, (c,g) NO, and (d,h) NO2 in a flow reactor
at 1123 K and 6 atm for an initial mixture of 9640 ppm N2O, 560 ppm H2O, and N2 balance. Symbols denote experimental measurements of Allen et al. [36]; solid lines denote
predictions using the a priori model, the MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3 from Meagher and Anderson [14], Glarborg et al. [22], and Pham
and Lin [16]; dashed lines denote the propagated uncertainties in the MSI model predictions. All model predictions are time-shifted to yield the same N2O mole fraction near the
mid-point of N2O consumption [53].
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below, weighted and unweighted data are indicated by closed and open
symbols, respectively.

For the time profile measurements (and stirred reactor measure-
ments), the active physical model parameters included the initial (or
inlet) reactant mole fractions, temperatures, and pressures (cf. Table 1).
The initial time was also considered as an active parameter to account
for ambiguities in the start of reaction time such as those due to
vibrational non-equilibrium immediately following the shock wave in
shock tubes [52] and reactant mixing in some flow reactors [53].
The residence time in other flow reactors was considered as an active
parameter to account for noted potential for further reaction in the
sampled gases [42,44]. The residence time was also considered as an
active parameter in stirred reactor models. In all cases, uncertainties
in the macroscopic observables and physical model parameters were
based on those reported and/or estimated using typical values.

Macroscopic observables and sensitivity coefficients were gener-
ally calculated via standard homogeneous reactor models representa-
tive of each experiment (e.g., isochoric/isobaric, adiabatic/isothermal,
unmixed/perfectly-mixed) in CANTERA [54]. A notable exception in-
volves the experiments of Mulvihill et al. [45], for which model pre-
dictions shown in Fig. 3 and S5–S16 employ the time-varying volume
rofiles unique to each experiment [45] (as done in [45]). The sim-
lations used for inverse UQ, for simplicity, did not consider the
ime-varying volume profiles. However, an alternative optimization
hat excluded experiments for which time-varying volume effects were
on-negligible yielded very similar MSI results (with optimized 𝑘1
alues within ∼10% of the MSI results presented below)—such that it
oes not appear that neglecting the time-varying volume effects in the
SI optimization negatively impacted the results. In fact, predictions
sing the MSI model and the time-varying volume profiles agree well
5

ith the data. e
. Results and discussion

On the whole, the parameter values and predictions of the MSI
odel are consistent with the target data from the ab initio calculations,
ate constant determinations, measured macroscopic observables, and
eported experimental conditions—along with other data not included
mong the target data (e.g., [24]). Of particular interest, this MSI
odel is consistent with both the theoretical calculations of González
t al. [15] and the measured macroscopic observables from Davidson
t al. [23], Fontijn et al. [24], and Pham et al. [17] that previ-
usly anchored the very high proposed 𝑘2 expressions [14,16,23]. This
SI model is also consistent with our new experiments [37], which
niquely exploit NO2 addition to avoid the interpretation ambiguities
or previous experiments.
Below, we present model comparisons against the raw experimental

ata from studies intended to determine 𝑘1 (Section 4.1) and 𝑘2 and 𝑘3
Section 4.2). We then compare rate constants for all five key reactions
rom the a priori and MSI models with those originally derived from the
ata and present further analyses to explain the observed differences in
erived 𝑘2 (Section 4.3). Model predictions are shown for the a priori
odel, the MSI model, and variants of the a priori model that employ
2 and 𝑘3 from Glarborg et al. [22], Meagher and Anderson [14],
nd Pham and Lin [16]. Uncertainty-weighted sensitivity coefficients,
𝑖𝑗𝜎𝑗 , for the MSI model predictions are shown for the most influ-
ntial parameters in the bottom panel of some figures. For context,
ncertainty-weighted sensitivity coefficients reflect the uncertainty in
he model predictions due to each parameter 𝑥𝑗 , and, in turn, indicate
hich parameters are most relevant to experimental interpretations.
he complete list of active parameters, prior uncertainties, and MSI
optimized) values along with additional model comparisons against

xperimental data are presented in the Supplementary Material.
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Fig. 2. Outlet N2O mole fractions from an atmospheric-pressure flow reactor of varied
temperature for inlet mixtures of (a) 156 ppm N2O, ∼30 ppm H2O, and Ar balance; (b)
155 ppm N2O, ∼30 ppm H2O, and He balance; (c) 195 ppm N2O, ∼30 ppm H2O, and

2 balance. Symbols denote experimental measurements of Johnsson et al. [44]; solid
ines denote predictions using the a priori model, the MSI model, and variants of the
priori model that use 𝑘2 and 𝑘3 from [14,16,22]; dashed lines denote the propagated
ncertainties in the MSI model predictions. (Note that the predictions using the a priori
odel and its variants with different 𝑘2 and 𝑘3 are essentially indistinguishable).

.1. Experiments previously used to determine 𝑘1

Model predictions are compared with the raw data from several
tudies originally used to determine 𝑘1 in Figs. 1–6 and S1–S16, includ-
ng time profiles of: N2O, O2, NO, and NO2 mole fractions from flow
eactor experiments of N2O/H2O/N2 mixtures from Allen et al. [36]
n Fig. 1 and S1, N2O mole fractions from flow reactor experiments
f N2O/H2O/diluent mixtures from Johnsson et al. [44] in Fig. 2
and analogous experiments from Glarborg et al. [42] in Fig. S2), O
tomic resonance absorption spectrophotometry (ARAS) signals from
hock tube experiments of N2O/Ar mixtures from Ross et al. [25] in
igs. 4–5, N2O mole fractions from shock tube experiments of N2O/Ar
ixtures from Mulvihill et al. [45] in Fig. 3 and S5–S16, and N2O
ole fractions from static reactor experiments of N2O/Ar mixtures from
ham et al. [17] in Fig. 6. While not originally used to determine 𝑘1,
he N2O, N2, and NO mole fractions from flow reactor experiments of
2O/Ar mixtures from Haas et al. [43] (Fig. 11) are also pertinent to
his discussion. Several key themes are apparent from these figures.
First, comparison of the a priori model variants, which differ only

n 𝑘2 and 𝑘3, illustrate (consistent with Allen et al. [36]) that even
etermination of 𝑘1 is often dependent on the values for 𝑘2 and 𝑘3—
hich demonstrate the need to consider experimental studies for all
hree reactions simultaneously. Given that (R2) and (R3) also con-
tribute to N O consumption, the predicted rates of N O disappearance
6

2 2
Fig. 3. N2O time profiles in a shock tube with initial mixtures of 0.2% N2O and Ar
alance at (a) 1546 K and 1.43 atm, (b) 1821 K and 1.31 atm, and (c) 2476 K and
.08 atm. Symbols denote experimental measurements of Mulvihill et al. [45]; solid
ines denote predictions using the a priori model, the MSI model, and variants of the a
riori model that use 𝑘2 and 𝑘3 from [14,16,22] using the time-varying volume profiles
for each experiment [45]; dashed lines denote predictions that do not account for the
time-varying volume profiles (for comparison).

are consistently higher for models with higher 𝑘2 + 𝑘3 (from a priori
o ‘Glarborg et al.’ to ‘Meagher and Anderson’ to ‘Pham and Lin’
n increasing order). Likewise, given that (R2) and (R3) contribute
to O consumption, predicted O mole fractions are consistently lower
for models with higher 𝑘2 + 𝑘3 (from a priori to ‘Glarborg et al.’ to
‘Meagher and Anderson’ to ‘Pham and Lin’ in increasing order). The
effect of 𝑘2 + 𝑘3 on N2O disappearance is least noticeable for the
N2O/H2O/diluent mixtures in flow reactors by Johnsson et al. [44] in
Fig. 2 and Glarborg et al. [42] in Fig. S2 (which have the largest H2O to
N2O ratio among the datasets and therefore encourage O consumption
via other reactions). Furthermore, for sufficiently low 𝑘2 + 𝑘3 values
(e.g., a priori and ‘Glarborg et al.’), the effect of 𝑘2 + 𝑘3 is minimal for
the lower-temperature experiments (Allen et al. [36] in Fig. 1 and S1,
Pham et al. [17] in Fig. 6, and Haas et al. [43] in Fig. 11).

Second, model variants with higher 𝑘2 + 𝑘3 are generally in worse
agreement with the measured N2O mole fractions. This would suggest,
at the very least, that the very high values of 𝑘2 + 𝑘3 are incompatible
with the a priori 𝑘1. Since model variants with higher 𝑘2 + 𝑘3 tend
to predict faster rates of disappearance than observed, the agreement
could be improved by a lower 𝑘1—but only in some cases. For example,
the N2O measurements of Johnsson et al. [44] in Fig. 2 and Glarborg
et al. [42] in Fig. S2, for which predictions are insensitive to 𝑘2 + 𝑘3,
would, if anything, imply that 𝑘1 is larger than the a priori value.

Third, the MSI model predictions are consistent with the measured
rates of N2O disappearance and O appearance within reasonable un-

certainties, exhibiting similar agreement as the a priori model for some
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Fig. 4. (a) Time profiles and (b) corresponding uncertainty-weighted sensitivity coef-
ficients for O-ARAS signals in a shock tube at 2163 K and 0.9785 atm with an initial
mixture of 2.727 ppm N2O and Ar balance. Symbols denote experimental measurements
of Ross et al. [25]; solid lines denote predictions using the a priori model, the MSI
model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22]; dashed
ines denote the propagated uncertainties in the MSI model predictions. (Note that
he predictions using the a priori model and its variants with different 𝑘2 and 𝑘3 are
ssentially indistinguishable).

Fig. 5. Time profiles for O-ARAS signals in a shock tube at (a) 1557 K and 0.6259
tm with an initial mixture of 262.5 ppm N2O and Ar balance, and (b) 1260 K and
.8627 atm with an initial mixture of 992.5 ppm N2O and Ar balance. Symbols denote
xperimental measurements of Ross et al. [25]; solid lines denote predictions using the
priori model, the MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3
rom [14,16,22]; dashed lines denote the propagated uncertainties in the MSI model
redictions. (Note that the predictions using the a priori model and its variants with
ifferent 𝑘2 and 𝑘3 are nearly indistinguishable).
7

Fig. 6. (a) Time profiles and (b) corresponding uncertainty-weighted sensitivity coeffi-
cients for the N2O mole fraction in a static reactor at 998 K and 1.053 atm for an initial
mixture of 0.24% N2O and Ar balance. Symbols denote experimental measurements of
Pham et al. [17]; solid lines denote predictions using the a priori model, the MSI
model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22]; dashed
lines denote the propagated uncertainties in the MSI model predictions. (Note that
the predictions using the a priori model and its variant with 𝑘2 and 𝑘3 from Glarborg
t al. [22] are essentially indistinguishable).

ases (Figs. 1, S1, and 11) and better agreement for many cases (Figs. 2–
and S2–S16). Given that 𝑘1 in the MSI model is within ∼20% of the
priori model (cf. Fig. 13), the small differences in many cases are
ot surprising. The slightly higher 𝑘1 above ∼1100 K and higher 𝑘3 in
he MSI model are consistent with the MSI model generally predicting
aster rates of N2O disappearance than the a priori model, which leads
o better agreement with many experiments (Figs. 2–3 and S2–S16).
The much better agreement with the measured O time profiles of

oss et al. [25] (Figs. 4–5) and N2O time profile of Pham et al. [17]
Fig. 6) appear to be primarily due to adjustments in the physical model
arameters (the initial temperatures and O absorption cross sections),
hose uncertainties are among the key contributors to prediction un-
ertainties (cf. bottom panels of Figs. 4 and 6). Specifically, the MSI
odel is able to better reproduce the data in Figs. 4, 5a, 5b, and 6 with
djustments to the O absorption coefficient by −6% from the nominal
reported) value and the initial temperatures by ∼0.0%, −1.4%, 1.2%,
nd −1.2% from the (reported) nominal temperatures, respectively. For
ontext, the reported O absorption coefficient from Ross et al. [25] was
nferred from the data shown under the assumption that the final O
ole fraction was equal to the initial N2O mole fraction, which Fig. 4
uggests to be an inaccurate approximation. Likewise, the adjustments
o the initial temperatures, which are within expected experimental
ncertainties, would appear to explain the scatter in the observed rates
and derived 𝑘1 values) in the experiments.
Fourth, the multi-species measurements of Allen et al. [36] (Fig. 1)

nd Haas et al. [43] (Fig. 11) also have important implications for
eactions other than (R1). For example, uncertainty-weighted sensitiv-
ty analysis reveals that (R3), (R4), and (R5) (in addition to (R1)) are
among the largest contributors to uncertainty in the predicted NO and
NO2 time profiles. While the MSI model maintains consistency with the
N2O time profiles, which are most directly informative of (R1), the
SI model is able to reproduce the measured NO and NO2 profiles
including those of Allen et al. [36], with which the a priori model
oes not agree) via modest adjustments (within uncertainties) in the
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Fig. 7. (a) Time profiles and (b) corresponding uncertainty-weighted sensitivity coeffi-
cients for the NO mole fraction in a shock tube at 1868 K and 1.09 atm with an initial
mixture of 0.535% N2O and Ar balance. Symbols denote experimental measurements
of Davidson et al. [23]; solid lines denote predictions using the a priori model, the
SI model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22];
ashed lines denote the propagated uncertainties in the MSI model predictions. Note
hat Davidson et al. [23] report that the experimental signals at early times are affected
y N2O interference and therefore do not yet reflect the NO mole fraction.

olecular parameters for (R3) (e.g., a 1 kcal/mol lower 𝐸𝐵1,R3 and 8%
ower 𝜈′𝐵1,R3) and Arrhenius parameters for (R4) and (R5) that yield
3, 𝑘4, and 𝑘5 in the MSI model that are, respectively, a factor of two,
40%, and ∼50% higher than the a priori model at 1173 K.

.2. Experiments previously used to determine 𝑘2 and 𝑘3

This same MSI model is also shown to be consistent with the raw
xperimental data from several studies originally used to determine 𝑘2
nd 𝑘3 in Figs. 7–12.
For example, Davidson et al. [23] used the measured NO time

rofiles in Fig. 7 for their 𝑘3 determinations, which have been fea-
ured prominently in 𝑘3 recommendations [14]. As noted in [23], the
ata at early times (<∼0.5 ms) are impacted by interference due to
roadband absorption by N2O, such that only the datapoints after N2O
as decayed to negligible values actually reflect the NO mole fractions.
he MSI model predictions reproduce the measured NO time pro-
ile [23] in Fig. 7 more closely than any other model, including those
sing 𝑘3 expressions based on the 𝑘3 determinations from Davidson
t al. [23]—suggestive of secondary reactions influencing the derived
3 values.
Indeed, Fig. 7b reveals significant uncertainty contributions from

ot only kinetic parameters related to 𝑘3 but also 𝑘1 and 𝑇 (the
nitial temperature of the experiment)—implying that the time profiles
onstrain 𝑘3 but in a manner coupled to 𝑘1 and 𝑇 . In this case, the
SI model improvements appear to be attributable to adjustments in
ll three sets of parameters, including molecular parameters for (R3)
discussed above) that yield a ∼60% higher 𝑘3, 20% higher 𝑘1, and
.9% higher 𝑇 . Considering these other influences, the MSI model
uggests an alternative interpretation of the data with a 𝑘3 two times
ower than originally derived [23].
Of even greater interest are the O2 time profiles in Fig. 8 that David-

on et al. [23] used for their 𝑘2 determinations, which first suggested
low pre-exponential factor and activation energy for 𝑘 . After early
8

2

Fig. 8. (a) Time profiles and (b) corresponding uncertainty-weighted sensitivity coef-
ficients for the O2 mole fraction in a shock tube at 2268 K and 1.67 atm for an initial
mixture of 2.34% N2O and Ar balance. Symbols denote experimental measurements
of Davidson et al. [23]; solid lines denote predictions using the a priori model, the
MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22];
ashed lines denote the propagated uncertainties in the MSI model predictions. Note
hat Davidson et al. [23] report that the experimental signals at early times are affected
y N2O interference and therefore do not yet reflect the NO mole fraction.

times affected by N2O interference (similar to the NO profiles), the MSI
model reproduces the data more closely than models using 𝑘2 and 𝑘3
from González et al. [15] (i.e., the a priori model), Glarborg et al. [22],
and Pham and Lin [16]; the MSI model also reproduces the data as well
as the model using 𝑘2 and 𝑘3 from Meagher and Anderson [14].

Uncertainty-weighted sensitivity analysis for the O2 time profile
(Fig. 8b) using the MSI model notably reveals the largest influence
of (R2) of all experimental data. However, uncertainties in the rate
onstants for three other reactions are equally, if not more, significant
o experimental interpretations. In fact, while the influence of (R2) is
arge at the early times impacted by N2O interference, its influence
ecays rapidly—such that, at later times, rate constants for (R1) and
R3) (the competitive channel) appear most influential. Consequently,
he MSI model is able to reproduce the data just as well as the
riginal interpretations [23] and the model employing 𝑘2 and 𝑘3 from
eagher and Anderson [14] with a 𝑘2 that is nearly four times lower
nd, importantly, is also consistent with the theoretical calculations
f González et al. [15] within uncertainties. For context, the modest
mprovements in the MSI model from those of the a priori model can
e attributed to the adjustments to parameters for (R1), (R3), and (R4)
discussed above) along with a 2 kcal/mol lower 𝐸𝐵1,R2 and a 7% lower
′
𝐵1,R2 that altogether yield a factor of two higher 𝑘2(2268 K) than that
f González et al. [15].
Together with 𝑘2 originally derived [23] from the data in Fig. 8,

he O fluorescence time profiles of Fontijn et al. [24] in Fig. 9 formed
the basis for the 𝑘2 recommendation from Meagher and Anderson [14].
In the experiments [24], photolysis of SO2 in N2O/SO2/Ar mixtures
or O2 in N2O/O2/Ar mixtures produced O, for which microwave-
induced fluorescence provided uncalibrated time-dependent signals. As
noted in [24], thermal decomposition of N2O in the experiments was
significant, yielding a prominent background fluorescence signal of O
(and, while not directly observable, addition of NO and NO2 into the
reactant mixture via (R3), (R4), and (R5)). Additionally, O atom loss via
molecular diffusion was also significant [24]. To derive 𝑘 + 𝑘 , Fontijn
2 3
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Fig. 9. Time profiles for the O mole fractions and fluorescence signals following
photolysis to generate O atoms in a mixture predominantly composed of 0.13% N2O and
Ar balance at 1142 K and 1.313 atm. Symbols denote the uncalibrated fluorescence
measurements of Fontijn et al. [24]; solid lines denote predictions without O atom
diffusion using the a priori model, the MSI model, and the variant of the a priori model
that uses 𝑘2 and 𝑘3 from Meagher and Anderson [14]; dashed lines denote predictions
of the same models with O atom diffusion at the rate reported by Fontijn et al. [24]
(𝑘𝑑 = 26 s−1).

Fig. 10. (a) Time profiles and (b) corresponding uncertainty-weighted sensitivity
oefficients for the NO mole fraction in a static reactor at 1083 K and 1.053 atm
or an initial mixture of 7.1% N2O and Ar balance. Symbols denote experimental
easurements of Pham et al. [17]; solid lines denote predictions using the a priori
odel, the MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3
rom [14,16,22]; dashed lines denote the propagated uncertainties in the MSI model
redictions.

t al. [24] fitted rates of exponential decay to their fluorescence time
rofiles and subtracted off estimated diffusion rates.
Interestingly, model predictions (without diffusion) using the a

riori model, the MSI model, and the a priori model variant with 𝑘2 and
3 from Meagher and Anderson [14] are drastically different from each
ther and from the measured fluorescence signals (Fig. 9). However,
odel predictions using all three models that include a pseudo-first-
rder loss of O due to diffusion using the rate provided in [24] are
early the same and all reproduce the fluorescence time profiles within
he scatter of the data—despite using 𝑘2 values that span four orders
f magnitude.
9

Pham et al. [17] used the measured NO time profiles in Fig. 10 to de-
ermine 𝑘2 values that were even five times higher than that of Meagher
nd Anderson [14]. Yet, the a priori model variant using 𝑘2 and 𝑘3
from Pham and Lin [16] does not reproduce the measurements, which
indicates that the NO time profiles (similar to the N2O profiles used by
Pham et al. [17] to derive 𝑘1) are sensitive to kinetic parameters for
reactions other than the one derived from the data ((R2) in this case)
nd suggests an incompatibility among the rate constants in the model.
nterestingly, the a priori model using a four-order-of-magnitude lower
2 predicts NO time profiles that are only higher by ∼50% than those
predicted with 𝑘2 from Pham and Lin [16] and already in reasonable
agreement with the measurements.

While sensitivity analysis by Pham et al. [17] using their model
(with a very high 𝑘2 at 998 K) implied that their NO time profiles were
most sensitive to 𝑘2, sensitivity analysis (both uncertainty-weighted and
conventional) using the MSI model indicates negligible sensitivity to 𝑘2.
The largest contributors to uncertainty evaluated with the MSI model
are kinetic parameters for (R3) and (R4) and the initial temperature
of the experiment (𝑇 ), such that the modest improvements of the MSI
model over the a priori model are largely due to the abovementioned
adjustments to kinetic parameters for (R3) and (R4).

In another recent study, Haas et al. [43] used their measured
N2O, N2, and NO time profiles to derive 𝑘2/𝑘3 near 1000 K that also
supported the higher ranges of proposed 𝑘2. Similar to the comparisons
of N2O and N2 time profiles discussed in Section 4.1, models with
lower 𝑘2 (MSI, a priori, and Glarborg et al. [22]) also reproduce the
NO mole fractions well, whereas those with high 𝑘2 (Meagher and
Anderson [14] and Pham and Lin [16]) underpredict NO mole fractions
(at least with the 𝑘1 values in the a priori model). Uncertainty-weighted
sensitivity analysis for the NO mole fractions of Haas et al. [43] (like
those for Allen et al. [36] and Pham et al. [17]) reveal the influence
of (R3) and (R4). MSI model predictions, which employ the above-
mentioned adjustments to kinetic parameters for (R3) and (R4) (that
improved agreement with other NO data [17,36] in Figs. 1 and 10),
still reproduce the NO data of Haas et al. [43] within uncertainties.

Finally, model predictions are compared with the measured outlet
N2O, N2, O2, NO, and NO2 mole fractions from the jet-stirred reactor
experiments of N2O/NO2/He mixtures from our companion study [37]
in Fig. 12. As indicated by the model comparisons against the data
shown in Fig. 12 (and the broader dataset in general, cf. [37]), models
with high 𝑘2 (Meagher and Anderson [14] and Pham and Lin [16])
systematically overpredict N2 and O2 and systematically underpredict
NO; likewise, they underpredict outlet NO2 for low inlet NO2 (where
NO2 is produced on the net via (R3) and (R4)) and overpredict outlet
NO2 for high inlet NO2 (where NO2 is consumed on the net via (R5)).
On the contrary, the MSI model reproduces the measurements for
all species across all NO2 inlet mole fractions with notable improve-
ments over the a priori model attributable to the abovementioned
adjustments to kinetic parameters for (R3), (R4), and (R5), which are
among the most influential parameters identified by the (first-order)
uncertainty-weighted sensitivity coefficients calculated with the MSI
model (Fig. 12f–j). For reference, while predictions show little first-
order sensitivity to 𝑘2 for sufficiently low 𝑘2 values (such as those of
the a priori and MSI models), sensitivity to 𝑘2 (and prediction error)
increases rapidly with increasing 𝑘2, such that very high 𝑘2 [14,16]
(regardless of rate constants for other reactions) are simply inconsistent
with the data [37].

4.3. Rate constants

The rate constants of the MSI model are compared with those of
the a priori model, previously proposed expressions [14,16,22], and
the original experimental interpretations in Figs. 13–18. In general, the
MSI rate constants are not the same as those originally derived from
the data. That being said, as evident in Figs. 1–12, the MSI model

reproduces the available raw data from the experimental studies just
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Fig. 11. Time profiles (a–c) and corresponding uncertainty-weighted sensitivity coefficients (d–f) for mole fractions of (a,d) N2O, (b,e) N2, and (c,f) NO in a flow reactor at 979
K and 4 atm for an initial mixture of 1.0% N2O and Ar balance. Symbols denote experimental measurements of Haas et al. [43]; solid lines denote predictions using the a priori
model, the MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22]; dashed lines denote the propagated uncertainties in the MSI model predictions. All
model predictions are time-shifted to yield the same N2O mole fraction near the mid-point of N2O consumption.
as well as the individual original interpretations—indicating that the
present MSI interpretation is an equally valid interpretation of each
isolated experiment.

However, the MSI model also achieves consistency across the
broader theoretical and experimental dataset more holistically. These
include the theoretical calculations of 𝑘2 and 𝑘3 from González et al.
[15] and experimental determinations of 𝑘4 and 𝑘5. They also include a
broad array of raw data originally used to determine 𝑘1 [17,25,36,42,
44,45] (Figs. 1–6 and S1–S16), as well as 𝑘2 and 𝑘3 [17,23,43] (Figs. 8–
11), in addition to the new, uniquely informative measurements from
Barbet et al. [37] (Fig. 12), which cannot be reproduced with high
values of 𝑘2 for any choices of rate constants for secondary reactions.

The most significant differences between the rate constants in the
MSI model and those from previous experimental determinations and
reviews are found for 𝑘2 (Fig. 14) and 𝑘2/𝑘3 (Fig. 16). Namely, 𝑘2 in the
MSI model is much lower than previous experimental determinations
and recommendations at intermediate temperatures (by up to four
orders of magnitude) and even somewhat lower (a factor of four or
so) at higher temperatures. Yet, despite the many-orders-of-magnitude
differences in 𝑘2, 𝑘2 + 𝑘3, and 𝑘2/𝑘3, the MSI model reproduces the
raw data from the 𝑘2 determinations of Davidson et al. [23] (Fig. 8)
and Pham et al. [17] (Fig. 10), the 𝑘2 + 𝑘3 determinations of Fontijn
et al. [24] (Fig. 9), and the 𝑘2/𝑘3 determinations of Haas et al. [43]
(Fig. 11) equally as well as the original interpretations.

Initially, the notion of reproducing the data with such drastically
different 𝑘2 may seem surprising. However, the influence of (R3), (R4),
and (R5) in the MSI model predictions of these data (Figs. 8b, 10b, 11d–
f) highlights the role of a catalytic sequence involving (R4) together
with (R5) that systematically consumes O radicals and produces O2.
This sequence would tend to reduce the mole fraction of O, thereby
reducing the NO yield from (R3), and inflate the O2 yield—all of these
factors would lead to an artificially high perceived 𝑘2/𝑘3 (if interpreted
in the absence of this sequence) as has been inferred previously. A
further confounding factor is that the apparent role of this sequence
depends on the rate parameters used in the local sensitivity analysis—
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such that a local sensitivity analysis employing larger values of 𝑘2 (as
performed in the original studies) would show large sensitivity to 𝑘2
and much lower sensitivity to rate constants for secondary reactions.

Similarly, the significance of this sequence would not necessarily
be apparent from even simultaneous measurements of multiple species
during reaction of N2O/diluent mixtures [36]. For example, Fig. 19a–e
shows predictions of all five commonly measured species at conditions
representative of previous experiments using the a priori model and a
variant of it that uses 𝑘2 from Meagher and Anderson [14] along with a
1.5 times higher 𝑘1 and 2.9 times higher 𝑘3 (which are within the range
of literature values for 𝑘1 [17,42] and 𝑘3 [14,15,20,23]). As shown in
Fig. 19a–e, the time profiles of all five species for the two models are
nearly the same—despite their entirely different mechanistic descrip-
tions (Fig. 19f–j)—and would probably be difficult to distinguish within
experimental uncertainties.

In our MSI model, the values of 𝑘2 are low enough relative to
𝑘3 that the channel is completely insignificant for all but the highest
temperatures. Only the O2 time profiles of Davidson et al. [23] at
2268 K show any sensitivity to 𝑘2. While the MSI model reproduces
the O2 time profiles at 2268 K with a factor of three lower 𝑘2, the
MSI model also shows a different temperature dependence from these
𝑘2 determinations [23]. Of note, the interpretive uncertainties in the
experimental O2 profiles also depend on temperature. For example,
while raw data are unavailable for temperatures other than 2268 K,
N2O interference was noted by Davidson et al. [23] to be larger at lower
temperatures; and our uncertainty-weighted sensitivity analysis for the
higher-temperature experiments reveal that uncertainties due to 𝑘1 tend
to increase substantially relative to those due to 𝑘2.

One might also be suspicious of the impact of dissociation-induced
depletion of high-energy N2O states on the rate constants for its bi-
molecular reactions (R2) and (R3), a non-equilibrium effect only dis-
covered recently [59]. Specifically, dissociation of N2O at pressures
less than the high-pressure limit leads to a well-known preferential
depletion of high-energy N2O molecules, which also can give rise to a
historically unrecognized consequence [59]. Namely, since high-energy
N2O molecules would be expected to react more quickly than lower-

energy N2O molecules in bimolecular reactions with high activation
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Fig. 12. Outlet mole fractions (a–e) and corresponding uncertainty-weighted sensitivity coefficients (f–j) for (a,f) N2O, (b,g) N2, (c,h) O2, (d,i) NO, and (e,j) NO2 in a jet-stirred
reactor at 1050 K and 1.021 atm for a 0.45 s residence time and an inlet mixture of 20% N2O, varied NO2, and He balance. Symbols denote experimental measurements of Barbet
et al. [37]; solid lines denote predictions using the a priori model, the MSI model, and variants of the a priori model that use 𝑘2 and 𝑘3 from [14,16,22]; dashed lines denote the
propagated uncertainties in the MSI model predictions. (Note that all predictions of N2O mole fraction in panel (a) are essentially indistinguishable).
M
a
c

Fig. 13. Second-order rate constants for N2O (+M) = N2 + O (+M) (R1). Symbols
denote the original experimental interpretations [17,25,36,42,44,45,55], where closed
symbols specifically designate the original experimental determinations that correspond
to the raw data shown in Figs. 1–6 and S1–S16 (where the MSI model reproduces
the data); solid lines denote rate constants from the a priori model and MSI model
(evaluated at 1 atm); dashed blue lines denote propagated uncertainties in the MSI
model.
11
Fig. 14. Rate constants for N2O + O = N2 + O2 (R2). Symbols denote the original
experimental interpretations [17,23], where closed symbols specifically designate the
original experimental determinations that correspond to the raw data shown in Figs. 8
and 10; solid lines denote rate constants from the a priori model, the MSI model,
eagher and Anderson [14], Glarborg et al. [22], and Pham and Lin [16]; dashed red
nd blue lines denote propagated uncertainties in the a priori model (i.e., the theoretical
alculations of González et al. [15]) and the MSI model, respectively.
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Fig. 15. Rate constants for N2O + O = NO + NO (R3). Symbols denote the original
experimental interpretations [23,55], where closed symbols specifically designate the
original experimental determinations that correspond to the raw data shown in Fig. 7;
solid lines denote rate constants from the a priori model, the MSI model, Meagher and
Anderson [14], Glarborg et al. [22], and Pham and Lin [16]; dashed red and blue lines
denote propagated uncertainties in the a priori model (i.e., the theoretical calculations
of González et al. [15]) and the MSI model, respectively.

Fig. 16. Branching ratios for N2O + O, 𝑘2/𝑘3. Solid lines denote 𝑘2/𝑘3 from the a
priori model, the MSI model, Meagher and Anderson [14], Glarborg et al. [22], and
Pham and Lin [16]; dashed red and blue lines denote propagated uncertainties in the
a priori model (i.e., the theoretical calculations of González et al. [15]) and the MSI
model, respectively.

Fig. 17. Third-order rate constants for NO + O (+M) = NO2 (+M) (R4). Symbols denote
he original experimental interpretations [49,50], for which no raw experimental data
re available; solid lines denote rate constants from the a priori model and MSI model
evaluated at 1 atm); dashed blue lines denote propagated uncertainties in the MSI
odel.
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o

Fig. 18. Rate constants for NO2 + O = NO + O2 (R5). Symbols denote the original
experimental interpretations [56–58]; solid lines denote rate constants from the a priori
odel and MSI model; dashed red and blue lines denote propagated uncertainties in
he a priori model and the MSI model, respectively.

nergy, the preferential depletion of high-energy N2O states can lead to
reduction in bimolecular reaction rate constants from the typical ther-
al case, with greater reductions at higher temperatures. Preliminary
alculations of this effect using a master equation for N2O including
ollisional energy transfer, unimolecular dissociation to O + N2, and
imolecular reaction with O via only the lowest transition state to
orm N2 + O2 (with a rate estimated by semi-microcanonical calcula-
ions) indicate that this effect may indeed complicate the temperature
ependence of 𝑘2 at high temperatures. Finite-pressure rate constants
re found to be lower than thermal rate constants by less than 10%
elow 1500 K, by ∼60% at 2268 K, and by a factor of four at 4000
. With both the MSI and a priori models showing 𝑘2/𝑘3 <∼5 across
ll temperatures shown (even without accounting for this effect, which
ould be expected to be stronger for (R2) given its higher activation
nergy), dissociation-induced non-equilibrium at finite pressures may
urther reduce the 𝑘2/𝑘3 and, likewise, reduce the relevance of the N2
O2 channel at higher temperatures.
As a final note, the lack of (raw) data that are primarily sensitive

o 𝑘4 and 𝑘5 at high temperatures or 𝑘2 at any temperature precludes
heir rigorous, independent quantification. Consequently, posterior un-
ertainties for those rate constants remain quite large and the optimized
alues appear more dependent on the exact datasets and uncertainties
sed for inverse UQ. For example, if the O2 time profiles of Fig. 8
the only macroscopic observables where R2 is sensitive) are excluded
rom the target data used for inverse UQ, the MSI parameters and rate
onstants for R2 remain exactly at their prior values and rate constants
or R4 remain closer to the prior values at higher temperatures. On a
elated note, the experiments of Fig. 8 involved higher reactant mole
ractions (∼2%) and commensurately higher temperature variations
∼3%) than typical shock tube kinetics experiments and may be subject
o additional uncertainties. Needless to say, improved quantification of
he rate constants within the model would benefit from further theo-
etical calculations and/or experimental measurements, particularly at
igh temperatures.

. Conclusions

A vast catalog of experimental and theoretical data for the reac-
ions involved in N2O decomposition [15,17,23–25,36,37,42–45] were
nalyzed using the MultiScale Informatics (MSI) approach. Overall, the
esulting MSI model was shown to be consistent with all theoretical
nd raw experimental data within uncertainties (Figs. 1–12 and S1–
16), despite having rate constants for key reactions that differed
ubstantially—sometimes by many orders of magnitude—from those

riginally derived from the same raw experimental data.
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Fig. 19. Predicted time profiles (a–e) and corresponding production rates (f–j) of (a,f) N2O, (b,g) N2, (c,h) O2, (d,i) NO, and (e,j) NO2 for an initial mixture of 1% N2O and Ar
balance at 1000 K and 1 atm. Solid lines denote predictions of the a priori model and dashed lines denote predictions using a variant of the a priori model that employs 𝑘2 from
Meagher and Anderson [14] along with a 1.5 times higher 𝑘1 and 2.9 times higher 𝑘3 (which are within the range of literature values for 𝑘1 [17,42] and 𝑘3 [14,15,20,23]).
Of particular interest are the results for the N2O + O reaction—
N2O + O = N2 + O2 (R2) and N2O + O = NO + NO (R3)—whose
branching ratio has been subject to considerable controversy. Notably,
the present MSI model is consistent with both the theoretical calcula-
tions of González et al. [15] that show very low 𝑘2 (and 𝑘2/𝑘3) and the
measured macroscopic observables from Davidson et al. [23], Fontijn
et al. [24], Pham et al. [17], and Haas et al. [43] that previously
anchored the very high proposed 𝑘2 expressions [14,16,23]. This MSI
model is also consistent with our new optimally designed experiments
(from our companion paper [37]), which convincingly rule out the high
𝑘2 values [14,16,23].

Further analysis conducted using this MSI model indicates the role
of several secondary reactions in the experimental interpretations, in-
cluding a catalytic sequence of reactions that consumes O and produces
O2. This sequence may have artificially inflated the apparent 𝑘2/𝑘3
ratio previously deduced from experiments in a manner that may
not have been detectable from even multi-species measurements at
typical conditions—and may, therefore, explain the persistent historical
difficulties in establishing the main products of N2O + O.

Altogether, the present analysis along with the experimental mea-
surements presented in our companion paper indicates that 𝑘2 is suf-
ficiently slow that NO + NO are the main products of N2O + O at
13

essentially all temperatures.
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